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The offset parabolic reflector generates very high cross-polarization due to its structural asymmetry 

when used with a linearly polarized primary feed. The higher level of cross-polarization in the far-field 

pattern results in loss of energy in unwanted polarization, which reduces the overall efficiency of the 

antenna system in many practical applications. To reduce the cross-polarization, asymmetrical higher 

order mode (TE21) is used along with TE11 with proper magnitude and phase. An oversized cylindrical 

waveguide horn is used to generate higher-order TE21 mode with odd numbers of discontinuities. This 

dual-mode horn is then used as a primary feed to obtain secondary far-field radiation patterns from the 

offset reflector antenna. The radiation parameters of offset parabolic reflectors were analyzed for 

different numbers of pins in feed horns. On the basis of the analysis, a feed was designed and tested. The 

results of the measured and simulated experiments show excellent symmetry. It was possible to reduce 

cross-polarization over more than 15% of the bandwidth in comparison to an ideal Gaussian feed. 

Keywords: Conjugate feed; Cross-polarizationt; cylidrical feed;  Dual mode feed; Offset reflector; 

 

INTRODUCTION 

 
Offset reflector layout calls for strict requirements with high gain and compact size having low F/D (F/D < 0.5) for 

many practical applications. Due to the asymmetry of the offset reflector, the level of cross-polarization is relatively 

high which is undesired for the majority of applications. Utilizing a dual reflector that meets Mizugutch's [1] 

requirement could be one way to address the issue and lessen cross-polarization. However, the deployment of a large 

sub-reflector is highly difficult and might not be acceptable. In order to avoid cross-polarization, a different approach 

is to employ a single offset reflector with a multimode feed.  
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Using step discontinuities in cylindrical waveguides to generate higher order mode TM11 in appropriate amplitude 

and phase with TE11, Potter [2] developed the concept of the dual-mode horn. A multimode horn can be used in offset 

reflectors to create a symmetrical pattern for limited bandwidth as a prime focal reflector. Rudge and Adatia [3] 

further enhance the concept of a multimode horn. Their feed was referred to as matched feed since it provided the 

conjugate match to the field in the focal region of offset reflectors. Many researchers later adopted the concept of a 

conjugate feed or tri-mode feed. Conventional feeds, including dual-mode and corrugated, provide conjugate 

matches only for the co-polar component. Recently, K. Bahadori and Y. Samii described a tri-mode feed for F/D equal 

to 0.4 with an offset angle of 90 [4]. By using the same offset configuration, but with modified feeds that have three-

pin discontinuities instead of two-pin discontinuities, the same author revisited the problem[5]. S.B. Sharma et.al [6]-

[9] have extensively worked on the development of match feeds. Pour et. al [10] have also provided an analytical 

model for the feeds from offset reflectors. It was observed in the literature survey that matched feeds and the 

analytical model for offset parabolic reflectors developed by researchers have limitations in cross-polar suppression 

bandwidth. There has been a report of cross-polar suppression for a single frequency or narrow band. It is very 

critical to suppress cross-polarization in applications that use the concept of frequency reuse. Thus, the author 

investigates the effect of pin discontinuity variation on cross-polarization bandwidth to improve performance. 

Focal Region Field and Dual Mode Feed 

Parabolic offset reflector used for poroposed study 

In this study, we have chosen the offset reflector with the focal length to diameter ratio (F/D) is 0.5, the offset angle is 

55 degrees and the diameter (D) of the projected aperture is equal to 1.2 meter as depicted in Fig. 1. The conventional 

Gaussian horn is used as a feed at the focal point of the reflector. Such type of feed will results into very small or no 

cross polarization in theory for symmetric parabolic reflector antenna. When the given feed illuminates the poposed 

offset reflector aperture, it will produce the secondary radiation pattern as shown in Fig. 2. Here, The cross-

polarization field component is quite high, which is about 19 dB down to peak co-polar component. 

 

Focal region field of offset reflector  

A minimum cross-polarization level is obtained when the electric field component at the focal region of an offset 

parabolic reflector is a complex conjugate of the tangential electrical field component at the primary feed aperture. A 

feed having this property is known as a conjugate feed. To design a conjugate for an offset parabolic reflector 

antenna, the electric field components in the focal region must be known. Numerous studies have been conducted by 

researchers to predict electrical field components in the focal region. Bem[11] studied and derived the well-known 

expressions for the focal region field using PO in simple closed form which can be written as  

Ex p, ∅0 =
2J1(p)

p
+

jD sin θ0

F
.

J2(p)

p
. cos ∅0                                                                                                   (1) 

 

Ey p, ∅0 = −
jD sin θ0

F
.

J2(p)

p
. sin ∅0                                                                                                             (2) 

Where, 

          𝐽1, 𝐽2 is Bessel function of 1st and 2nd order respectively    

         and  𝜃0 is offset angle. 

Valentino and Toulios[12] verified Bem's results. Similarly, Ingerson and Wong[13] analyzed the beam deviation for 

offset reflector systems. 

As can be seen from expressions (1) and (2), cross-polarization is inversely proportional to F/D, proportional to offset 

angle, and has an amplitude variation as the second-order Bessel function. A negative sign in (2) indicates a 

quadrature phase relationship between the cross-polar field and the copolar field. 

 
Dual Mode Feed 

We can reduce the level of cross-polarization by adding modes with proper phase and amplitude. This is because 

these modes have the same characteristics as the cross-polar field in the focal region. So, for dual mode feed having 

aperture radius ‘a’, theta (θ) and phi (ϕ) components for far field of primary feed radiation are 
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Eθ =  Eθ
TE 11 + C21Eθ

TE 21                                                                                                                        (3) 

 

E∅ =  E∅
TE 11 + C21E∅

TE 21                                                                                                                                     (4) 

Where, 

C21= constant representing power conversion from TE11  mode to TE21   mode. 

The expression for field components of TE and TM modes is obtained from Silver [14]. 

 

Design Methodology and Analysis of Dual mode Feed 

In the literature, pins, rods, posts, and other discontinuities have been reported to generate higher-order TE21 modes. 

Rudge and Adatiya [3] utilized a single pin to generate TE21 mode. Bahaduri and Samii used two pins [4] and three 

pins [5] in their paper. Sharma and Pujara used 3 pins [7] and also employed a series of pins [8] in their research. To 

make the feed wideband, the higher-order mode must have the proper magnitude and phase. Hence, it is very 

pertinent to study the behavior of discontinuities in the form of rods or pins. To study the effect of the number of 

pins on the various antenna characteristics, a series of simulations have been performed. The proposed feed model to 

be analyzed in the simulation is shown in Fig. 3. The radius of the input waveguide (r1), aperture radius (r2), and 

length of the input cylindrical waveguide are fixed at 14.3mm, 18mm, and 20mm respectively. These lengths are 

calculated for the X-band of operation. For the given offset reflector configuration the required magnitude of power 

in TE21  mode is found to be around -10 dB at 10 GHz using Bem’s equation. Furthermore, the phase at the aperture 

should be either -90 degrees or 270 degrees for conjugate matching. The symmetrical pin discontinuity is taken. In 

our study, we varied the number of discontinuities in the horn from 1 to 13. We focus on odd numbers of 

discontinuities with the central pin having a maximum length.  The desired magnitude can be obtained by changing 

the diameter and height of the pin discontinuity. Once the desired magnitude is obtained the required phase can be 

achieved by changing the phase length L2. After getting the proper phase and magnitude, the far-field pattern is 

generated for the chosen band. This field data is given as an input to the offset reflector and cross-polarization will be 

calculated from the secondary radiation pattern of the reflector. 

 
Effect of the number of pins on S11 (Return Loss) 

Fig. 4. Shows the variation of the scattering parameter S11 [dB] at different frequencies. It is observed that as the 

number of pins increases, there will be more obstruction of the field and more reflection of signal toward the input 

port. As a result, S11 will be lower for fewer pins and will be higher for more numbers of pins. In general, the more 

pins, the higher the S11. It is also observed that initially from 9.4GHz to 10.2 GHz there is a linear increase in S11 for all 

the pins. At 10.3 GHz there is a sudden change in S11 in all the pins. The reason for increasing S11 with frequency is 

obvious. This is because as frequency increases the wavelength decreases while the size of the discontinuity whether 

it is 1 or more, will be the same. So as the wavelength decreases there will be more reflection from the discontinuity 

and this will raise the reflection coefficient. Also, 10.3 GHz is the cutoff frequency of higher order mode TM11 for the 

given waveguide, hence large fluctuation in S11 is observed at this frequency. 

 
Effect of Number of Pins on Cross-polarization 

For the desired constant magnitude and constant relative phase at the design frequency, the cross-polar suppression 

ability of the given feed can be studied with reference to the number of pins. The cross-polarization can be obtained 

from the secondary far-field pattern of the offset reflector antenna which is calculated from PO-based software 

TICRA's Grasps 10.4. For the desired constant magnitude and constant relative phase at the design frequency, the 

cross-polar suppression ability of the given feed can be studied with reference to the number of pins. The cross-

polarization can be obtained from the secondary far-field pattern of the offset reflector antenna. Which is calculated 

from PO-based software TICRA's Grasps 10.4. As shown in Fig. 5 and Table I, the variation of the normalized cross-

polarization field on an asymmetrical plane (90 degrees) of the offset reflector is around 18 dB down to the peak co-

polarization level with a Gaussian feed. Cross-polarization levels of all other feeds with different numbers of pins are 

compared with cross-polarization offered by Gaussian feeds since theoretically this type of feed should have 

minimal cross-polarization. 
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We consider cross-polarization suppression below 8 dB for the cross-polarization offered by the Gaussian feed, since 

many researchers have done analyses using 8 dB improvements. It depends on the type of application where the 

offset reflector configuration is used. We can make this level -30 dB as well, then bandwidth will decrease. From the 

cross-polarization curves (Fig. 5) we can see that the cross-polarization suppression caused by single-pin 

discontinuities is relatively small since this discontinuity can provide field matching to a narrow band of frequency. 

Increasing the number of pin discontinuities will improve cross-polarization suppression. Consequently, cross-

polarization suppression bandwidth increases up to 9 pins. In the feed with 9 pins 16.74 % bandwidth is obtained. If 

the number of pins is increased further, there is no improvement higher than the improvement caused by 9 pins. This 

can also be seen and verified using Table I. The reason for wideband operation is based on the use of a number of 

discontinuities, in the form of an array of pins having different heights, that give constant magnitudes and phases for 

the required higher-order modes throughout the band. The flatness in magnitude and relative phase is responsible 

for the wideband operation of the feed. The required mode power is obtained throughout the band because different 

pins work at different frequencies.  

Fabrication and Testing of dual-mode feed 

After obtaining satisfactory return loss, magnitude, and phase performance in simulations, the optimized 

dimensions of the horn are fixed. With these dimensions, it was decided to fabricate the horn antenna with 9 pins as 

a further increase in pin discontinuity does not improve the cross-polarization suppression in this offset reflector 

configuration. During the process of fabrication, the accuracy of the optimized dimensions of the horn and more 

specifically accuracy in the dimensions of the array of 9-pins were of the utmost concern so VMC machining 

followed by EDM (Electrical discharge machining) is used to make the final prototype of the dual mode feed. After 

the fabrication of the feed, measurement of all the physical parameters has been done to confirm the accuracy of the 

fabrication. As the prototype feeds were precisely manufactured, a very small deviation below the tolerance for the 

X-band was observed. 

Testing of the proposed feed for S11 was carried out on Agilent’s E8363B PNB Vector Network Analyzer (VNA). After 

obtaining an acceptable S11 characteristic, the primary feed radiation pattern measurement of the proposed dual-

mode feed was carried out. The testing of feed has been carried out in the Compact Antenna Test Range (CATR). The 

proposed dual-mode feed was then mounted on the receiver positioner of the facility as displayed in the photograph 

of Fig. 7. The measurement of radiation patterns for the full X-band is then carried out. The measured and simulated 

radiation patterns at 9.8 GHz are superimposed and shown in Fig. 8. The dotted pattern represents simulated results 

while the solid line represents measured results. An excellent match between simulation and measured results is 

obtained for both planes. The secondary far-field pattern so obtained is illustrated in Fig 9. For comparison, the 

secondary pattern using simulated feed and measured feed is superimposed. It is evident from the secondary 

radiation pattern that the proposed dual-mode provides excellent cross-polar field suppression which is 22.9 dB 

down as compared to the peak of cross-polarization obtained with Gaussian feed. This corresponds to a cross-

polarization of -41 dB down from the peak level. 

CONCLUSION 

 
The purpose of this study is to reduce the cross-polarization level in the secondary pattern of the offset reflector 

using odd numbers of discontinuities. By studying the variation of pins, it can be seen that as the number of pins 

increases, the magnitude of higher-order modes and relative phase responses can be flattened. Consequently, cross-

polar bandwidth is improved. Initially, the cross-polar bandwidth increases, but there is no further improvement 

with more pins. It is therefore necessary to consider the offset reflector configuration when determining the number 

of pins. The feed was manufactured and tested with 9-pin discontinuities to confirm the analysis. It was possible to 

reduce cross-polar bandwidth by more than 15%. Also, the peak cross-polar suppression of 22.9 dB compared to the 

peak of cross-polarization obtained using Gaussian feed is demonstrated at 9.8 GHz 
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Table 1 Cross-polarization Suppression due to variation in pins 

No of 

Pins 

Frequency of 

Operation 
Bandwidth 

Percentage 

Bandwidth 

1-Pin 9.9- 10.1 GHz 200 MHz 2% 

3-Pin 9.8- 10.7 GHz 900 MHz 8.78 % 

5-Pin 9.6-10.6 GHz 1000 MHZ 9.90% 

7-Pin 9.4-10.9 GHz 1500 MHZ 14.77% 

9-Pin 9.3-11.0 GHz >1700 MHZ 16.74% 

11-Pin 9.3-10.6 GHz >1700 MHZ 16.74% 

13-Pin 9.3-10.8 GHz 1500 MHZ 14.92% 
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Fig .1  The offset reflector antenna with aperture 

diameter(D) 1.2m, F/D ratio 0.5 and the offset angle 55 

deg. 

Fig .2  The simulated far-field pattern of the given 

reflector with conventional Gaussian Feed as an input. 

 

 

Fig .3 The Geometry of dual-mode feed with 

expanded discontinuity under consideration. 

Fig.4.Simulated parametric analysis of variation of S11 

with variation in the number of pins in the 

discontinuity. 

  

Fig. 5.  Comparison of cross-polarization suppression 

of dual-mode feed with different numbers of pin 

discontinuity with reference to cross-polarization due 

to Gaussian feed 

Fig. 6.  Images of fabricated dual mode horn with and 

without rectangular to circular transition.   
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Fig. 7.  Image of the dual mode feed mounted on the 

positioner of compact antenna test range. 

Fig. 8.  Comparison of simulated and measured far-field 

radiation pattern of the proposed feed at 9.8 GHz. 

 
Fig. 9. The comparison of simulated secondary far-field pattern and secondary pattern with measured feed at 9.8 

GHz. 
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The present study was conducted in developing the colour chart analysis of pH sensing using mobile 

camera with standard reference chart provided by manufacture. The pH 7 was set to zero by calibrating 

using CIE tool of delta E colour difference analysis. Thereby found linear calibration plot of acidic range 

from pH 7 to 1 having 95.14% confidence and basic range from pH 7 to 14 having 93.18% confidence. The 

unknown samples from 1 to 14 with 0.5 increment was measured in mobile camera and validated with 

the conventional pH meter. The study observed that the validation was able to give accuracy of 93% 

confidence in estimating the unknown pH values in the solution. It was found that the pH detection was 

semi-quantitative nature. Still other regression models need to be tested in machine learning process for 

fine tuning and optimization of higher accuracy in pH detection using colour chart. 

Keywords: mobile camera; colour chart; pH sensor; CIE; deltaE 

 

INTRODUCTION 

 

pH has been one of the essential parameter was required for biological, agricultural, chemical and environmental 

applications in both on-field and laboratory analysis [1]. It was used to measure acidity and alkalinity of an aqueous 

solution. It was required for ensuring the quality of products for protecting environment and promoting human 

healthcare [2]. In our laboratory practices, the most common methods used for measuring pH are by using pH strips 

which are made up of litmus paper or using calibrated pH meter, where the value of pH was digitally displayed on 

pH meter using a glass electrode. 
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Importance of pH detection 
pH is one of the important parameters to be set in all the processes of biological, chemical and environmental 

sciences [3]. Accurate pH measurements are essential for understanding and controlling these processes. It is also an 

essential tool in many research applications, including physics, chemistry, biochemistry, biotechnology, 

microbiology, and environmental science. Accurate and reliable pH measurements are essential for obtaining valid 

research results. 

 

1. Environmental Monitoring: pH is a critical parameter in many environmental monitoring applications such as 

wastewater treatment, aquaculture, and agriculture. Accurate pH measurements are essential to ensure 

compliance with regulatory requirements and to maintain optimum conditions for plant and animal growth [4]. 

2. Biomedical Applications: pH is an important parameter in the human body, and variations in pH can indicate 

diseases such as acidosis or alkalosis. pH sensors can be used in various biomedical applications, including 

monitoring the pH of body fluids, measuring the pH of urine, and detecting changes in pH during disease 

progression [5]. 

3. Industrial Processes: pH is a crucial parameter in many industrial processes, including chemical manufacturing, 

food processing, and pharmaceuticals. pH control is necessary to ensure consistent product quality and optimize 

production efficiency. 

 

pH meter 
The principle of the pH meter was involved in the measurement of the potential difference between a pH-sensitive 

electrode and a reference electrode to determine the pH of a solution. The glass electrode consists of a thin, sensitive 

glass membrane that was selective to hydrogen ions (H+). When the electrode was immersed in a solution, the H+ 

ions in the solution interact with the glass membrane, creating the potential difference between the electrode and a 

reference electrode. This potential difference was proportional to the pH of the solution. This in-turn was converting 

it into a pH value using a calibration curve. The reference electrode was typically a silver/silver chloride electrode 

and provides a stable reference potential that does not change in pH as it changes. To use a pH meter, the glass 

electrode was first calibrated with pH buffer solutions of known pH values. The pH 7 was calibrated as zero and pH 

4 for calibrating the acidic and pH 9 for calibrating basic. This will help to measure the pH values from 1 to 14. 

Afterwards, the instrument was used to measure the pH of the unknown solution by immersing the electrode into 

the solution and waiting for the reading to stabilize [6], [7]. The major disadvantage of the system was it requires 

calibration for each time to change from acidic and basic. Otherwise, the meter reads differently and chances of 

providing the information wrongly. Since the electrode sensing was measured based on potential differences and 

user has chance to assume it was correct. This false positive pH values can be avoided completely by each time 

calibrating the meter or it can be re-checked with litmus paper. 

 
Litmus paper 

Litmus paper was considered as one of the chemical indicators to determine pH of the solution. It is made up of litmus 

dye which is available from lichens like Roccella tinctoria [7]. The color change of litmus paper was observed from red 

to blue as moving towards acidic to basic conditions i.e, if the pH of the solution is lesser than 7, the color changes 

from yellow to red, at pH 7 having neutral pH paper stays yellow in color and for pH greater than 7, the color changes 

from yellow to blue. This particular property makes the litmus to do qualitative. However, many researchers were 

tried in estimating the litmus paper for quantification purposes using camera analysis. However, it was found that the 

quality of measuring the pH values depended on the camera resolution, image processing and regression models [8], 

[9]. Thereby it will be help for many non-technical people to do quantitate the pH values based on colorimetric. Where 

mobile camera can able to do capture the images. Thereby leading to process with image analysis based on the colour 

quantification as per the International Illumination of Commission (CIE) [10]. Apart from this litmus paper was 

manufactured by many companies like Merck,  Loba Chemie, Sigma-Aldrich, Sisco research Laboratory, etc., which 

was having varying degree of colour. Hence, one-time colour standardization was required to measure in mobile 

Kamesh Viswanathan Baskaran and Kainaz Dhanjisha Daruwala 

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

68835 

 

   

 

 

camera.With these importance of pH, it was necessary to develop quick and portable pH sensors. Which will be 

helpful for on-field analysis. Here we propose to develop digital mobile camera based pH sensors using embossed 

white A4 paper as substrate. Using mobile camera as a device to detect pH was one of the progression in smart 

technology. Using camera, the need of frequent instrument validation can be minimized. Such frequently used 

device and on the basis of colorimetry, we have tried to develop one time colour chart using mobile camera. The 

development of pH sensors can highly contribute in the developing sectors like artificial intelligence, deep learning 

and machine learning. 
 

Experimental design  

Fabrication of pH sensor: In our study, the experiment was carried out by litmus paper (Loba Chemie Pvt Ld, India) 

in circular shape of 0.6 cm diameter using punch hole as pH sensor. Then an A4 paper sheet was cut into 5 cm X 5 cm 

dimension and patterned into 1 cm diameter with 0.2 cm depth using molded embossing pattern reported by Thuo et 

al 2014 [11]. Further, the circular shaped litmus paper was placed in the embossed A4 paper as shown in Table 1. 

This will help us to hold the pH sensor in chamber. The sample solution was prepared from Milli Q water and 

adjusted to respective pH with the help of 1M HCl (35% of concentrated hydrochloric acid (HCl) Loba Chemie Pvt 

Ltd, India) for acidic range (pH 1-7) and 1M NaOH (98% sodium hydroxide pellet, Loba Chemie Pvt Ltd, India) 

solution for basic range (pH 7-14). Allthe prepared solutions were measured (reading repeated for 9 times) using 

analytical pH meter (Analab Scientific Instruments Pvt Ltd, India). pH sensor measurement by mobile camera: An 

aliquot sample of 2µl was loaded in the pH sensor and repeated the experiments for 9 times.  

 

Then the image was captured with 20 mega pixel mobile camera (Samsung model A50, Samsung Pvt. Ltd, India) at a 

distance of 9 cm from the pH sensor. The captured image was processed using adobe photo shop tool. The images 

were cropped in elliptical shape with the width and height of 68 mm X 68 mm was used as shown in Table 1. The 

processed images were saved in PNG (portable network graphics) format in order to get transparent background to 

avoid white interruptions during post image processing. Post image processing: The cropped images were processed 

for RGB colour model values obtained from Image J software (National Institute of Health, USA). Further, it was 

converted into Lab colour model using colormine online software for human naked eye judge ment. The CIE 

(International Illumination of Commission) Delta E (ΔE - colour difference) values were calculated using equation 1 

as reported by Baskaran et al 2021 & 2022 [12], [13]. 

 

∆𝐸 =   (𝐿𝑆 − 𝐿𝑏)2 + (𝑎𝑠 − 𝑎𝑏)2 + (𝑏𝑠 − 𝑏𝑏)2    (1) 

 

RESULTS AND DISCUSSION  
 
Colour Standardization by Mobile camera in pH reference chart 

The colour data values obtained from mobile camera for standardized reference chart of pH paper (1 to 14) was 

shown in Table 2. The colour chart was from yellow to pink for acidic range (7-1) and from yellow to blue for basic 

range (7-14). The colour was same as the reference chart given by manufacture (Loba Chemie Pvt Ltd, India) as per 

human naked eye judge ment. However, the exact colour values were not provided by the manufacturer. Since, the 

material was intended to measure by naked eye judgement. Thereby leading to qualitative analysis. However in our 

study, we can able to quantitate using ΔE measurements (i.e. colour differences from the baseline point) provided by 

CIE as reported by Baskaran et al 2021 & 2022 [12], [13]. The colour differences for pH 7 was set to zero as baseline 

point in mobile camera. This practice was similar trend applied in pH meter for quantitative approach. The distance 

for acidic and basic range can be applied for linear plot for pH estimation approach as shown in Figure 1 and 2. The 

slope of acidic range was -6.138 ± 0.688 with intercept value of 41.67. The r2 correlation value was 0.9514. In the aspect 

of basic range, the slope was 5.947 ± 0.606 with the intercept value of -34.89. The r2 correlation value was 0.9318.  This 

shows that the >90% confidence to quantitate the pH from the standard reference chart provided by manufacture. 

The phenomenon of negative slope in acidic range and negative intercept in basic range was due to negative 

logarithmic of hydronium concentration of Henderson-Hasselbalch equation in pH titration as shown in equation 2. 
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𝑝𝐻 = 𝑝𝐾𝑎 + 𝑙𝑜𝑔
𝐴−

𝐻𝐴
                               (2) 

Where 𝑝𝐻 =  −log[𝐻3𝑂+] is the concentration of hydronium ions. pKa is the dissociation constant of weak acid, [A-] 

is the concentration of conjugated base of weak acid and [HA+] is the concentration of weak acid [14].  Based on the 

RGB and Lab data, the chromaticity plot was shown in Figure 3. This was plotted based on XYZ of mathematical 

function to represent in visible spectrum for understanding the colour distance function. The plot was computed 

based on equation 3 for x and y coordinates.  

 

𝑋 =  
𝑋

𝑋+𝑌+𝑍
  , 𝑌 =  

𝑌

𝑋+𝑌+𝑍
                      (3) 

 

Where X is mix of shorter and longer wavelength, Z is shorter wavelength and Y is luminance [10], [15]. There was 

separate linearity pattern for acidic range (7-1) in the yellow (~580 nm) to pink (~620 nm) region and basic range was 

(7-14) in the yellow (~580 nm) to bluish green (~480 nm) region. This was not the same as viewed in naked eye 

judgement. Thereby, the mobile camera shows different wavelength region was due to computer vision, which was 

not same as human naked eye. The sensor in mobile camera might plays the unique computer colour vision. Based 

on the above data, we have experimented in real-time unknown pH samples. 

 

Quantification of Mobile camera in unknown pH samples 

The results of unknown pH samples were shown in Table 3. The obtained values were calculated based on the 

standard reference chart slope and intercept for the accurate quantification. The colour obtained from mobile camera 

was near similar to standardized reference chart. Except in the case of pH 6 and 7 were underestimating and similar 

were in pH 9an 10, where the error was high. This may be due to the effect of light reflection from the material. The 

material from the standard reference chart was uniform with reflecting coating. In case of our experiment, the pH 

paper was non-uniform reflecting coating with micro volume of the solution present in it as shown in Table 1. The 

major reason was litmus paper coated in filter paper, where the capillary action will take place for the solution to 

react with the litmus. The unknown samples of other pH from 1.5, 2, 2.5, 3.5, 4, 5.5, 6, 6.5, 7.5, 8.5, 9.5, 10.5, 11, 11.5, 

12.5, 13 and 13.5 were studied with mobile camera performance in unknown standard reference chart. All the 

unknown from pH 1 to 14 with 0.5 increment values were initially measured with mobile camera as obtained pH 

paper values and compared with measured pH meter values as shown in Figure 4. The study was validated with the 

pH meter and found the 1:1 linearity slope value was 1.03 ± 0.052 of r2 value of 0.9368. So, in our study we have 

found overall with the present mobile camera based standardized slope (both acidic and basic range) can estimate 

with 93% confidence. This shows the pH paper was not exactly qualitative, instead it was semi-quantitative 

approach for this type of pH manufacturer. Hence it can be tested for other various models for the purpose of 

artificial intelligence (AI), deep learning (DL) and machine learning (ML) for fine tuning and optimization process 

using various methods. 
 

The advantage of the above was in the area of image processing with the help of classification and segmentation of 

image pixels. But the disadvantage on the resolution of the image [16]-[18]. Apart from this, the chromaticity plot has 

major controlling area for the chromophore reflection on the certain wavelength has to be studied. However, in our 

study we have used 20 megapixels of mobile camera and image crop resolution was made to 4,624 mm. There by the 

mobile camera vision was made uniformly in our study and ability to do linear regression for up to 93% accuracy 

with compared to pH meter. Certain factors such as varying degree of chromophore reflection on the material was 

need to be studied for perfecting the linear prediction models. There were other regression models such as ridge, 

elastic net, lasso, support vector machine, neural network, random forest, Adaboost, gradient boost, and k-nearest 

neighbor hood. Elsenety et al 2022 has reported use of k-nearest neighbor hood model can able to predict to more 

accurately than the linear regression [9]. Most of the models need to be tested for the accuracy level in our unknown 

pH value estimation study.  

 

Unknown samples 
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However, our study helpful in on-field analysis. It would be helpful in cost-effective approach in replacing pH meter 

in most general laboratories. The automation with camera vision will be helpful in developing smart pH sensors 

technology in environment analysis for various non-trained personnel. The volume required to measure was low 

and helpful in contributing towards green chemistry in environment. 

 

CONCLUSION 
 

From our study, the mobile camera can be used for pH detection for 93% confidence in estimating the unknown 

samples with compared to pH meter. Our study showed the linearity calibration plot for acidic and basic pH range 

was >90% confidence. This shows the manufacturer was reported the pH paper to be used for qualitative. From our 

study, it turns out to be semi-quantitative using mobile camera and image processing analysis. The detailed study 

has to be evaluated with other regression models for fine tuning and optimization in machine learning. Thus, 

helping developing the lifetime colour chart for quantitative purposes using mobile camera for the smarter 

technologies in various scientific and non-scientific analysis. 
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Table 1: pH experiment in sensor and their respective cropped images 

Mobile camera images Acidic to Neutral pH Cropped images for analysis 

pH -1 

 
 

 

pH -4 
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pH -7 

 
 

 

Mobile camera imagesBasic to Neutral pH Cropped images for analysis 

pH -9 

 
 

 

pH-12 

 
 

 

pH -14 

  
 

Table 2: Colour values of Standard Reference Chart of pH paper from Loba Chemie Pvt Ltd, India by mobile 

camera. 

 

S. Reference  pH value 

L 

(R) 

a 

(G) 

b 

(B) 

C. chart 

(ΔE) 

1.00 
83.44 

(244.44 ±12.97) 

18.95 

(195.47 ±34.48) 

1.62 

(205.53 ±29.92) 
34.44 

3.00 
85.82 

(245.88 ±12.22) 

13.24 

(205.54 ±30.32) 

8.36 

(199.39 ±33.03) 
26.88 
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Note: S-Standard, C-Colour 
 

Table 3: pH value of obtained from mobile camera in samples 

M. pH 

value 

L 

(R) 

a 

(G) 

b 

(B) 

C. chart 

(ΔE) 

O. pH value 

(% accuracy) 

1 70.20 

(211.44 ±2.87) 

19.85 

(158.43 ±3.27) 

7.11 

(159.54 ±3.71) 
35.51 

1.06 

(106%) 

3 75.83 

(222.43 ±3.34) 

13.08 

(177.55 ±2.14) 

17.73 

(154.96 ±2.44) 
24.70 

2.76 

(92%) 

5 90.24 

(251.53 ±1.65) 

4.43 

(222.84 ±4.8) 

21.73 

(185.93 ±5.02) 
12.28 

4.79 

(95.8 %) 

6 77.31 

(212.47 ±9.16) 

4.29 

(187.11 ±5.86) 

19.11 

(155.94 ±6.6) 
17.31 

3.97 

(66.2%) 

7 80.16 

(215.39 ±5.43) 

-2.35 

(198.31 ±4.28) 

30.82 

(141.19 ±5.16) 
10.93 

5.01 

(71.5%) 

8 85.72 

(225.22 ±5.02) 

-4.73 

(215.37 ±4.64) 

27.52 

(162.16 ±6.52) 
6.98 

8.3 

(103.7%) 

9 71.45 

(164.07 ±6.46) 

-11.83 

(180.52 ±3.15) 

15.18 

(147.03 ±4.0) 
19.04 

10.69 

(118.7%) 

10 69.47 

(158.87 ±6.74) 

-9.02 

(174.07 ±4.95) 

8.22 

(154.54 ±5.3) 
22.28 

11.33 

(113.3%) 

12 69.63 

(159.13 ±9.43) 

-6.80 

(173.65 ±8.85) 

2.81 

(164.77 ±6.79) 
24.41 

11.75 

(97.91%) 

14 62.44 

(151.45 ±7.64) 

1.86 

(150.15 ±6.5) 

-3.54 

(157.21 ±5.5) 
34.32 

13.72 

(98%) 

5.00 
93.75 

(249.54 ±9.29) 

-1.98 

(236.81 ±15.69) 

21.14 

(196.43 ±33.03) 
6.87 

6.00 
95.75 

(250.18± 8.4) 

-4.94 

(244.28 ±11.77) 

21.88 

(200.42 ±30.37) 
5.13 

7.00 
95.68 

(250.05 ±8.1) 

-8.55 

(245.61 ±10.56) 

32.79 

(178.76 ±41.39) 
0.00 

8.00 
88.81 

(227.79 ±34.35) 

-7.90 

(225.91 ±24.43) 

26.96 

(171.40 ±47.66) 
4.91 

9.00 
88.32 

(214.98 ±35.2) 

-9.19 

(225.99 ±29.62) 

14.24 

(194.32 ±42.23) 
10.74 

10.00 
80.27 

(179.38 ±47.34) 

-11.38 

(205.21 ±36.07) 

4.05 

(191.18 ±41.84) 
19.61 

12.00 
83.55 

(203.72 ±33.42) 

-2.38 

(209.58 ±31.05) 

0.35 

(207.46 ±31.88) 
20.32 

14.00 
73.21 

(180.71 ±44.24) 

6.44 

(176.84 ±46.13) 

-12.62 

(202.77 ±34.94) 
37.88 
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Figure 1-Linear calibration plot for acidic range 

(pH 7-1) 

Figure 2-Linear calibration plot for basic range 

(pH 7-14). 

 
 

Figure  3- Chromaticity plot for pH standard analysis by 

mobile camera in CIE 1931 

Figure  4- 1:1 Linear Plot between pH Meter 

and pH paper using camera analysis from 

unknown samples 
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Nanotechnology is revolutionizing the construction industry by offering innovative solutions to 

traditional challenges. Nano materials, such as nanoparticles, nanofibers, and nanotubes, are being 

integrated into concrete, coatings, and composites to enhance their mechanical properties and resistance 

to environmental factors. These nano coatings can regulate heat and light, reducing power consumption 

for heating, cooling, and lighting. Self-healing nano materials can extend infrastructure lifespan by 

repairing cracks and structural damage, reducing maintenance costs and environmental impact. 

Nanotechnology also offers innovative design possibilities, allowing architects and engineers to create 

self-cleaning facades, adaptive materials, and responsive surfaces that adapt to environmental changes. 

This opens new avenues for sustainable and aesthetically pleasing construction practices. Environmental 

sustainability is a key concern in the construction industry, and nano-engineered materials can reduce 

the carbon footprint by utilizing recycled materials and enhancing energy efficiency. Nano catalysts can 

purify air and water, contributing to healthier urban environments. In conclusion, nanotechnology is 

transforming the construction industry by enhancing performance, sustainability, and design aesthetics. 

However, challenges related to safety, regulation, and cost-effectiveness must be addressed to ensure 

responsible integration. 
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INTRODUCTION 
 

We are aware of the process of finding raw materials, meticulously assembling them, and fashioning them into 

recognizable forms as members of the construction business. As a result, the structure remains unchanged and 

unresponsive to its surroundings or situations. It functions as designed but deteriorates over time owing to exposure 

to the environment and use by the project's owners. Routine maintenance is performed to increase its longevity, but 

its primary goal is to resist the pressures imposed on it until it becomes old-fashioned, at which opinion it is 

disassembled and replaced to make scope for something new. This has been our societal responsibility for 

generations, and we have done it well. As a result, construction is far from a revolutionary science or technology; 

rather, it has experienced significant alterations throughout its history. The modern construction industry is the 

outcome of advances in science, technology, techniques, and commercial practices. Similarly, nanotechnology is not 

an entirely novel field of study or technological development. Instead, it represents a continuation of established 

scientific and technological practices. It's the next logical step in efforts to examine the details of our world at ever-

smaller scales. 

 

The Historical Development of Nanotechnology 

The history of nanotechnology, sometimes known as the "science of the small," spans several decades and is rich with 

remarkable developments. It has evolved from its early twentieth-century beginnings into a multidisciplinary field 

with potentially game-changing applications across many sectors. The idea of influencing matter at the nanoscale 

dates back to a 1959 presentation by physicist Richard Feynman [1]. In his famous address, "There's Plenty of Room 

at the Bottom," Feynman imagined a future in which scientists could influence individual atoms and molecules. Even 

though this concept appeared to be very speculative at the time, it created the theoretical framework for 

nanotechnology. However, the word "nanotechnology" was not created until 1960 by Japanese researcher Norio 

Taniguchi [1]. Taniguchi used the phrase to denote precise operations at the molecular and atomic levels. This 

marked the start of serious scientific research into the nanoscale. In the 1970s and 1980s, we made huge strides in our 

ability to operate at the nanoscale. Advanced microscopy methods, such as the scanning tunnelling microscope 

(STM) and the atomic force microscope (AFM), have allowed scientists to examine and manipulate individual 

molecules and atoms[1].The invention of the STM by Gerd Binnig and Heinrich Rohrer in 1986 earned them the 

Nobel Prize in Physics and opened up new fields of study at the nanoscale. During this time, researchers began to 

create nanomaterials such as nanoparticles, nanotubes, and nano wires. Because of their nanoscale size, these 

materials displayed unusual characteristics and behaviours, paving the way for ground-breaking applications. The 

formalisation of nanoscience as a distinct field of research occurred in the 1990s.  

 

It became obvious that material characteristics at the nanoscale differed fundamentally from those at the macroscopic 

scale. This resulted in the formation of nanoscience research centres and academic programmes. The National 

Nanotechnology Initiative (NNI) was established in the US in 1996[1]. This project was a watershed moment in the 

evolution of nanotechnology, giving major funds for research and development. Its goal was to promote 

collaboration among government, academia, and industry to develop nanoscale research and engineering[2]. The 

twenty-first century saw a rise in nanotechnology research, with a particular emphasis on materials science. 

Nanomaterials were at the vanguard of this revolutionary surge. Carbon nanotubes, for example, have attracted 

interest due to their exceptional mechanical and electrical capabilities[3]. Researchers investigated their possible uses 

in electronics, aircraft, and even medicine as drug delivery vehicles. Nanoparticles are also widely used in a variety 

of sectors. Because of their unique optical characteristics, gold nanoparticles, for example, have become significant 

instruments in biological imaging and medication administration. Nanotechnology has had a significant influence on 

the electronics and computer sectors[3]. The nanoscale was attained through the continuous miniaturisation of 

transistors and other electronic components, allowing the creation of quicker and more energy-efficient gadgets. 

Moore's Law, which projected that transistor density on integrated circuits will double every two years, has held 
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owing to advances in nanoelectronics. Nanotechnology has resulted in the development of quantum computing, as 

well as smaller and more powerful electrical devices. Quantum dots, which are microscopic semiconductor particles, 

have shown potential for usage in quantum bits called ‚qubits‛, which are the essential components of quantum 

computing. Quantum computers can tackle complicated problems that traditional computers cannot. 

Nanotechnology has made significant advances in the world of medicine. Liposomes and dendrimers, for example, 

were designed to transport medications precisely, decreasing adverse effects and enhancing treatment effectiveness. 

This nanomedicine method has enormous potential for cancer treatment, targeted therapy, and 

diagnostics[3].Advanced imaging techniques have also been made possible by nanotechnology. Quantum dots and 

super paramagnetic nanoparticles, for example, have improved MRI and fluorescence imaging capabilities, enabling 

earlier illness detection and more accurate diagnosis. As worries about energy sustainability and environmental 

preservation appeared, nanotechnology became increasingly important in resolving these issues[4]. Nanomaterials 

like graphene and carbon nanotubes have transformed energy storage and conversion. They have been used to create 

high-capacity batteries, super capacitors, and efficient solar cells. Nanotechnology provided methods for effective 

contamination removal in the field of water purification. Pollutants have been filtered using nano engineered 

membranes and nano particles, making clean and safe drinking water more accessible. 

 

Basics of Nanotechnology 

Nanoscience studies phenomena and material operations at atomic, molecular, and macromolecular scales, 

contrasting with larger scales. It separates itself from traditional scientific disciplines and involves the manipulation 

of matter at the nanoscale to create useful structures, devices, and systems. Nanometers, which are one billionth of a 

metre, are approximately one-eighty-thousandth the diameter of a human hair or ten times the diameter of a 

hydrogen atom[5]. 

 

Nanomaterials 

The size of the elements plays a crucial role, particularly at the nanoscale, where material properties undergo 

significant changes compared to larger scales. The specific point at which these changes occur varies depending on 

the material. In the realm of nanotechnology, nano particles are of paramount interest. These nano particles are 

minute particles with dimensions typically measured in nano metres (nm), often defined as having at least one 

dimension less than 200nm. Notably, when semiconducting materials are reduced to nanoscale dimensions, they can 

exhibit quantum dot behaviour, typically observed at sizes below 10nm. One remarkable consequence of this 

quantum effect is the ability of materials of different sizes to emit distinct colours when energized, such as by UV 

light. Among the diverse range of nano particles, carbon nanotubes represent a notable subset. 

 

Properties of nanomaterials 

1. High strength, hardness, formability and toughness.  

2. More brittle 

3. Exhibit super plasticity i.e. they can undergo large deformations without necking or fracture 

4. Magnetic moment increases by decreasing particle size 

5. Magnetisation and coercivity are higher 

6. Melting point is reduced by reducing the size 

Almost all the properties depend on the size of the grain – mechanical, electrical, optical, chemical, semiconducting, 

magnetic etc[5]. Refer Table I. for property changes. 

 

Classification  

The number of orientations in which refer Table II. and Fig. 1. for classical and nano-scale phenomena determines[5].  

 

Synthesis 

The following Fig. 2. for Nano particle synthesis. 
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Methods of preparing nanomaterials 

1. Top-down- Bulk material is crushed into fine particles [6] Ex. Ball milling, laser ablation, sputtering, arc plasma, 

electron beam evaporation, photolithography 

2. Bottom-up – The nano materials are prepared by atom-by-atom construction. Bigger size grains are obtained by 

nucleation and growth[6]. Ex. Chemical vapour deposition, sol-gel method, electro deposition 

 

Concrete 

The basic scientific level of concrete study makes extensive use of the various instruments developed for nano-scale 

research in order to comprehend the structure of concrete. Since concrete is a macro-material whose nano-properties 

have a significant effect, understanding it at this new level may lead to advances in strength, durability, and 

monitoring. Common concrete mixes include a natural mineral called silica (SiO2). The use of nano-silica to increase 

particle filling in concrete, which in turn led to densification of the micro and nanostructure and improved 

mechanical properties[7],is one of the improvements acquired from nanoscale study of concrete. The addition of 

nano-silica to cement-based materials might boost durability by preventing water from penetrating the material and 

slowing the breakdown of the basic C-S-H (calcium-silicate-hydrate) reaction of concrete caused by calcium leaching 

in water [8]. Fly ash contributes to the improvement of concrete in several aspects, including increased durability and 

strength. Importantly, it also reduces the demand for cement, which is beneficial for sustainability. However, it's 

worth noting that the incorporation of fly ash can slow down the concrete curing process and may result in reduced 

initial strength compared to conventional concrete.  

 

To address these issues, the introduction of SiO2 nano particles offers a promising solution. These nanoparticles can 

partially replace cement in the concrete mixture, leading to an enhancement in both the density and strength of fly 

ash concrete, particularly during the early stages of its development [5]. Nanoparticles like titanium dioxide (TiO2) 

are also added to concrete for its beneficial effects. Nanoparticles of titanium dioxide (TiO2) are used as sunscreen to 

block UV rays, and TiO2 is also used to sterilise paints, cements, and windows by causing powerful catalytic 

reactions that break down organic pollutants, volatile organic compounds, and bacterial membranes[9][7]. When 

sprayed on outdoor surfaces, it can thereby minimise airborne pollutants. Furthermore, because it is hydrophilic, it 

provides self-cleaning capabilities to the exteriors to which it is applied. Carbon nanotubes (CNTs) are another kind 

of nanoparticle with outstanding capabilities, and studies assessing the benefits of incorporating CNTs into concrete 

have been undertaken recently. Samples made out of Portland cement's main phase and water may have their 

mechanical properties improved by adding a small amount of carbon nanotubes (1% wt)[9].   

 

Because of their unique properties, CNTs have been the subject of intensive research into their possible applications 

across the globe. For instance, they have a Young's modulus 5 times that of steel and a strength 8 times (theoretically 

100 times) that of steel, all while having a density just 1/6 that of steel[3]. Sliding telescopically without friction, 

multi-walled tubes may be either fully or partially electrically conductive (no resistance) in a ballistic manner, 

depending on their structure. Similarly, thermal conduction is very high in a direction parallel to the tube axis and 

negligible in a direction perpendicular to the axis. The practice of wrapping concrete with fibers is a widely adopted 

technique for enhancing the strength of existing concrete structural elements. This method has envolved with the 

incorporation of a fiber sheet matrix containing nano-silica particles and hardeners[3].Nanoparticles are able to 

effectively fill and seal minute surface cracks in concrete. In situations when reinforcement is needed, the matrices 

also provide a strong link between the concrete's surface and the fibre reinforcement. Carbon tows (fibres) and sheets 

impregnated with the matrix are placed to the prepared concrete surface during the strengthening process. Then, 

grooved rollers are used to firmly fasten everything into position. Specifically, once cracking has developed, carbon 

tows considerably improve the concrete's load-bearing capacity. Even more impressive is the matrix's and its 

interaction with the concrete's resistance to wetting, drying, and scaling (scraping). Despite being subjected to 

wet/dry cycles or scaling, the maximum load capacity of the material remains unchanged. 
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Steel 

Since the Second Industrial Revolution in the late 19th and early 20th centuries, steel has been widely available and 

played a significant role in the construction sector. The European Union produces 185 million tonnes of steel 

annually, and since steel has many uses outside the building industry (including the automobile industry), it benefits 

greatly from substantial funding for scientific study. The use of nanotechnology on steel has the potential to benefit 

the building industry[10]. Steel bridges and towers that endure cyclic loads are particularly vulnerable to fatigue 

failure. This current design philosophy imposes limitations in the form of reduced permitted stress, shorter than 

ideal service lives, and more regular inspections, among others. Because of the impact on structural life-cycle costs 

and resource efficiency, this is a sustainability and safety issue. Research has revealed that incorporating copper 

nanoparticles into steel reduces the surface unevenness, hence reducing the number of stress risers and, in turn, 

fatigue cracking. Improvements in this technology would lead to less monitoring and improved material utilisation 

in fatigue-prone construction, all of which would increase safety.  

 

Recent research focusing on refining the nano-scale properties of the cementite phase in steel has led to the 

development of more robust steel cables. These high-strength steel cables find utility not only in automobile tires but 

also play a vital role in bridge construction and precast concrete tensioning. The introduction of a stronger cable 

material has the potential to significantly reduce construction expenses and time, particularly in the construction of 

suspension bridges where these cables span from one end of the structure to the other. High-rise constructions need 

high-strength joints, which necessitates the use of high-strength bolts. High-strength bolts are classically capable of 

being quenched and tempered, and their microstructures are made up of tempered martensite. Vanadium and 

molybdenum nanoparticles have been proven in studies to address the late fracture difficulties related with high-

strength fasteners[3]. As a result of the nanoparticles' capacity to mitigate the impact of hydrogen embrittlement and 

the intergranular cementite phase, the steel's microstructure is improved.  

 

When subjected to unexpected dynamic loads, welds and the Heat Affected Zone (HAZ) close to welds can become 

brittle and fail deprived of notice, and weld toughness is a serious concern, particularly in seismically active areas. 

Current research indicates that the addition of nanoparticles of magnesium and calcium to plate steel makes the 

HAZ grains smaller (approximately 1/5th the size of typical material), resulting in an improvement in weld 

toughness[2]. Due to the reduced resource demand brought about by increased toughness at welded joints, this is an 

issue of both sustainability and safety. After all, using less material to maintain allowable stress levels is preferable. 

Steel has always had to make a significant compromise between strength and ductility, since both are required for 

modern construction pressures. Safety (especially in seismic zones) and stress redistribution, however, need high 

ductility. Concerns concerning sustainability and resource efficiency have been raised as a consequence of the 

increased use of low-strength ductile material at larger scales than would be possible with high-strength brittle 

material. Due to its high cost, stainless steel reinforcement in concrete buildings has often been reserved for 

particularly hazardous locations. Whereas standard stainless steel is expensive, MMFX2 steel is a cheaper alternative 

due to its modified nano-structure that makes it corrosion-resistant[10][3]. 

 

Wood 

Wood, composed of nanotubes or "nanofibrils" made of lingo cellulosic tissue, has been used by humans since the 

development of tools and techniques. These nanotubes are twice as strong as steel, and their harvesting could 

revolutionize sustainable architecture, reflecting nature's evolutionary process[11]. Nanoscale functionality could be 

added to self-sterilizing surfaces, internal self-repair, and electrical lingo cellulosic devices to provide feedback on 

product performance and environmental conditions. These discreet sensors could monitor structural stresses, 

temperatures, moisture content, rot fungi, heat losses, and conditioned air loss. However, current studies in these 

areas are limited. Wood, with its natural origins, is leading the way in interdisciplinary study and modeling, with 

successful outcomes in water-resistant coverings and mechanical research on bones. Nanotechnology has the 

potential to create new products, reduce processing costs, and enter new markets, thereby enhancing the wood 

industry's capabilities. 
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Glass 

Nanotechnology is being explored in the application of glass to regulate internal building climate and support 

sustainability efforts. Titanium dioxide (TiO2) is used to cover glazing in nano particle form due to its sterilizing and 

anti-fouling qualities, which catalyze strong reactions and create rain droplets that wash away dirt particles. 

Fireproof glass is another product of nanotechnology, composed of fumed silica (SiO2) nano particles that create a 

rigid and opaque fire shield when heated. Controlling light and heat entering building glazing is crucial for 

sustainability, as most glass used in construction is on the outside of structures. Nanotechnology studies have shown 

significant improvements in four key areas of window insulation. Thin film coatings are being developed for passive 

applications, while thermo chromic technologies are being studied as active solutions. Photo chromic technologies 

react to variations in light intensity by increasing absorption, and electro chromic coatings use a tungsten oxide layer 

to darken in response to an applied voltage. These programs aim to reduce the power needed to keep buildings at a 

comfortable temperature and potentially reduce the energy used by the construction industry. Overall, 

nanotechnology is promising in improving window insulation and reducing energy consumption in the construction 

industry. 

 

Coatings 

Nanotechnology researchers are developing coatings for various substrates, including concrete, glass, and steel, 

using methods like Chemical Vapour Deposition (CVD), Dip Coating, Meniscus Coating, Spray Coating, and Plasma 

Coating. These coatings aim to provide self-healing capabilities through self-assembly. Nanotechnology has also 

found applications in paints and insulation, with nano-sized cells, cavities, and particles creating narrow thermal 

conduction pathways. These paints exhibit hydrophobic properties, repelling water from metal pipes, and are used 

for corrosion prevention beneath insulation. Additionally, they offer protection against saltwater exposure. TiO2 

nano particles are being tested as a coating material for highways worldwide, further demonstrating their potential 

in self-cleaning coatings for glass[12]. The TiO2 coating absorbs and degrades organic and inorganic air pollutants via 

a photocatalytic process. This study raises the fascinating prospect of putting highways to good environmental 

use[13][2]. 

 

Fire Protection and Detection 

Spraying a cementitious coating over a steel structure is a common method of adding fire protection. Coatings based 

on Portland cement are now unpopular because they have to be very thick and brittle in order to attach well, and 

polymer additives are required to improve adhesion. A new paradigm may be on the horizon, however, since nano-

cement (made of nano-sized particles) shows promise as a durable, long-lasting, high-temperature coating[11]. This 

is accomplished by combining carbon nanotubes (CNTs) with cementitious material to create fibre compounds that 

can get some of the nanotubes' exceptional features , such as strength[12]. Polypropylene fibres, a cheaper alternative 

to traditional insulation, are also the subject of research into ways to increase fire resistance. The usage of processors 

incorporated into each detector head in fire detection systems is pretty well established nowadays. These increase 

dependability by providing for greater addressability and the detection of false alarms[11]. The future use of 

nanotechnology through the growth of nano-electromechanical systems (NEMS) might result in entire buildings 

being networked detectors since such devices are implanted either into components or surfaces[10]. 

 

Future Projectionof Nanotechnologyin Construction 

The future of nanotechnology in construction holds immense promise, revolutionizing the way we design, build, and 

maintain structures. Nanotechnology, which deals with materials and systems at the nanoscale (one billionth of a 

meter), is poised to address some of the most pressing challenges in the construction industry. One of the most 

important applications is the development of advanced nano materials with remarkable properties. These materials, 

such as super-strong and lightweight nano composites, self-healing concrete, and ultra-insulating coatings, will 

enable the creation of more durable, energy-efficient, and sustainable buildings. Additionally, nanotechnology will 

play a crucial role in enhancing construction processes through the use of nanobots and smart construction materials 

that can self-assemble, repair, or adapt to changing conditions. Furthermore, nanosensors embedded in structures 

will provide real-time data on their structural integrity, helping prevent disasters and reduce maintenance costs. In 
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the coming years, nanotechnology is set to reshape the construction industry, leading to safer, more efficient, and 

environmentally friendly infrastructure projects[14]. 

 
Sustainable Construction 

Sustainable construction in nanotechnology represents a transformative approach to building practices that harness 

the power of nanoscale materials and processes to minimize environmental impact and enhance long-term viability. 

At its core, this emerging field seeks to revolutionize the construction industry by incorporating nano materials with 

superior strength, durability, and energy efficiency, while simultaneously reducing resource consumption and waste 

generation[15]. Nanotechnology enables the development of advanced construction materials with remarkable 

properties, such as self-healing concrete, super-insulating coatings, and pollution-absorbing surfaces. Moreover, 

nanoscale sensors and monitoring systems can be integrated into building structures to optimize energy usage, 

detect structural weaknesses, and provide real-time data for efficient maintenance. By embracing nanotechnology, 

sustainable construction aims to create structures that not only withstand the test of time but also contribute to a 

greener and more resilient built environment for generations to come[15]. 

 

CONCLUSION 

 
1. Nanotechnology has emerged as a transformative force in the construction industry, offering novel solutions to 

age-old challenges. 

2. Nanotechnology is poised to redefine the energy efficiency of buildings. 

3. Beyond materials and energy efficiency, nanotechnology also enables innovative design possibilities. 

4. Environmental sustainability is a paramount concern in the construction industry, and nanotechnology can play 

a pivotal role in addressing this challenge. 

5. In conclusion, nanotechnology is ushering in a new era of construction, offering unprecedented opportunities to 

enhance performance, sustainability, and design aesthetics. 

6. However, challenges related to safety, regulation, and cost-effectiveness must be carefully addressed to ensure 

the responsible integration of nanotechnology into construction practices.  

 

REFERENCES 
 

1. W. Zhu, P. J. M. Bartos, and A. Porro, ‚Application of nanotechnology in construction Summary of a state-of-the-

art report,‛ Mater. Struct. Constr., vol. 37, no. 273, pp. 649–658, 2004, doi: 10.1617/14234. 

2. A. K. Rana, S. B. Rana, A. Kumari, and V. Kiran, ‚Significance of Nanotechnology in Construction Engineering,‛ 

Int. J. Recent Trends Eng., vol. 1, no. 4, pp. 6–8, 2009. 

3. A. Srivastava and K. Singh, ‚Nanotechnology in civil engineering and construction: a review on state of the art 

and future prospects,‛ Proc. Indian Geotech. Conf. Kochi, no. January 2011, pp. 1077–1080, 2011. 

4. H. Niroumand, M. F. M. Zain, and M. Jamil, ‚The Role of Nanotechnology in Architecture and Built 

Environment,‛ Procedia - Soc. Behav. Sci., vol. 89, pp. 10–15, 2013, doi: 10.1016/j.sbspro.2013.08.801. 

5. N. Shah and J. Pitroda, ‚NanoTech: A New Era in Construction Sector,‛ in National Conference on Advances in 

Engineering and Technology(NCAET-2012), Kalol Institute of Technology & Research Centre, Kalol, 2012, pp. 1–

4. 

6. V. K. Ganesh, ‚International Journal of Software and Web Sciences ( IJSWS ) Innovations in the Methodology of 

Usage of Nanomaterials in Civil Engineering Works,‛ pp. 17–24, 2012. 

7. M. Ghosal and A. Chakraborty, ‚The Growing Use of Nanotechnology in the Built Environment: A Review,‛ IOP 

Conf. Ser. Mater. Sci. Eng., vol. 1170, no. 1, p. 012007, 2021, doi: 10.1088/1757-899x/1170/1/012007. 

8. L. Raki, J. Beaudoin, R. Alizadeh, J. Makar, and T. Sato, ‚Cement and concrete nanoscience and nanotechnology,‛ 

Materials (Basel)., vol. 3, no. 2, pp. 918–942, 2010, doi: 10.3390/ma3020918. 

Purna Vachhani et al., 

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

68849 

 

   

 

 

9. T. Utsev, M. Toryila Tiza, E. Ogunleye, T. Sesugh, V. H. Jiya, and C. Onuzulike, ‚Nanotechnology and the 

Construction Industry,‛ NanoEra, vol. 3, no. 1, pp. 1–7, 2023, doi: 10.5152/nanoera.2023.1189977. 

10. Z. Ge and Z. Gao, ‚Applications of nanotechnology and nanomaterials in construction,‛ First Inter. Confer. 

Construc. Dev. Ctries., pp. 235–240, 2008. 

11. C. Mullins-Jaime and T. D. Smith, ‚Nanotechnology in Residential Building Materials for Better Fire Protection 

and Life Safety Outcomes,‛ Fire, vol. 5, no. 6, pp. 1–12, 2022, doi: 10.3390/fire5060174. 

12. F. Pacheco-Torgal and S. Jalali, ‚Nanotechnology: Advantages and drawbacks in the field of construction and 

building materials,‛ Constr. Build. Mater., vol. 25, no. 2, pp. 582–590, 2011, doi: 10.1016/j.conbuildmat.2010.07.009. 

13. S. P. D. Thammadi and S. K. Pisini, ‚Nanotechnology and building construction: Towards effective stakeholder 

engagement,‛ IOP Conf. Ser. Earth Environ. Sci., vol. 1084, no. 1, 2022, doi: 10.1088/1755-1315/1084/1/012074. 

14. Z. V. Pisarenko, L. A. Ivanov, and Q. Wang, ‚Nanotechnology in construction: State of the art and future trends,‛ 

Nanotechnologies Constr., vol. 12, no. 4, pp. 223–231, 2020, doi: 10.15828/2075-8545-2020-12-4-223-231. 

15. J. Teizer, M. Venugopal, W. Teizer, and J. Felkl, ‚Nanotechnology and Its Impact on Construction: Bridging the 

Gap between Researchers and Industry Professionals,‛ J. Constr. Eng. Manag., vol. 138, no. 5, pp. 594–604, 2012, 

doi: 10.1061/(asce)co.1943-7862.0000467. 

 

Table I.Examples of property changes 

 Macroscale Nanoscale 

Copper Opaque Transparent 

Platinum Inert Catalytic 

Aluminium Stable Combustible 

Gold Solid at room temp. Liquid at room temp. 

Silicon Insulator Conductor 

 

Table II. Classical and nano-scale phenomena 

Materials Dimensions Examples 

0D classical in 0 dimensions, nano in 3 dimensions Buckyballs 

1D classical in 1 dimension, nano in 2 dimensions Carbon nanotubes, polymers 

2D classical in 2 dimensions, nano in 1 dimension Graphene 

3D classical in 3 dimensions, not nano bulk material 

 

 
 

Fig. 1. NMs Classification based on dimensionality Fig. 2. Nano particle synthesis 
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Fig. 3. Methos of preparing nanomaterials 
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The present article delves into the subject of ground improvement, which is regarded as a creative facet 

within the field of geotechnical engineering. Engineers use deliberate manipulation of soil conditions 

rather than depending only on its natural state to fulfil project specifications. This method has the 

potential to provide cost savings and expedite adoption. In recent years, there have been notable 

advancements in ground improvement techniques, resulting in a diverse range of approaches available 

for enhancing soil qualities. The selection of an appropriate methodology is of utmost importance to 

achieve optimal progress while minimizing exertion. The method of micro-piling is extensively examined 

and emphasised within this discourse. Micro piles are often used to enhance the load-bearing capacity, 

mitigate settlement issues, and reinforce pre-existing foundations. The efficacy of piles is thought to be 

attributed to the frictional resistance between the pile and the earth, as well as the presence of 

group/network effects. Micro piles are a kind of friction pile that is characterized by its tiny diameter and 

construction method including drilling and grouting. These piles consist of steel pieces that are securely 

attached to the surrounding soil or rock using cement grout. In the process of drilling, it is necessary to 

record the bearing stratum to verify and confirm that the bearing capacity is sufficient. Micro piles do not 

depend on the capacity of the end-bearing, thereby obviating the need to assess the competence of the 

rock beyond the depth of bonding. The use of highly versatile mobile drilling equipment enables the 

efficient installation of micro piles in a wide range of soil conditions, hence facilitating rapid deployment. 
 

Keywords: Construction, Ground Improvement, Micro-Piles, Techniques 

 

INTRODUCTION 

 

In the early 1950s, micro-piles were developed in Italy to address the need for new methods to reinforce historic 

buildings and monuments that were damaged during World War II. They are utilized to bolster foundations against 

both static and seismic loads, as well as to provide in-situ reinforcement for slope and excavation stability [1]. 

Micropiles, a subset of piles, have a diameter of 300 mm or less. The majority of the pile's load is supported by the 
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high-capacity steel reinforcement; it is a drilled and grouted non-displacement pile. It is also known as a mini pile. 

To construct a micropile, a borehole is drilled, reinforcement is placed, and the hole is grouted with cement. The pile 

can withstand axial and/or lateral loads. The major components of a micropile are reinforcement and cement grout. It 

is also a replacement pile that has been drilled and grouted and is often reinforced with up to 20% As/Ac [1]. 

 

Favorable use of Micro piles   

1. Hard strata are available at higher depth 

2. Damaged structure 

3. Hilly area 

4. Uneven settlement 

5. Space is less 

6. Excavation support 

 

Various Types of micro piles (Classifications)  

1. Based on the Design Application 

2. Based on the Grouting Method 

 

Based on the Design Application [1] 

Case 1: Micropile elements, which experience direct loading, rely on the pile reinforcement to bear the bulk of the 

imposed load. 

Case 2: Micropile components encompass and internally fortify the soil to create a composite reinforced soil structure 

that exhibits resistance against the imposed load. Refer to Fig. 1. Based on design application. 

This particular kind of pile is used for the purpose of transferring structural loads to underlying strata that possess 

more competence or stability. Additionally, it may be utilized to limit the displacement of the failure plane inside 

slopes. The primary structural resistance to loads is provided by the steel reinforcement, whereas the geotechnical 

resistance is principally attributed to the grout/ground bond zone [1]. 

Based on Grouting Method 

The grouting technique is often regarded as the construction control measure that exhibits the highest level of 

sensitivity about the capacity of the connection between the grout and the ground. The capacity of grout-to-grout 

varies depending on the technique used for grouting. Refer to Fig. 2. Based on grouting method. Table I. shows types 

of grouting. 

 
Advantages 

1. Micro piles are often utilized to support existing structures when minimum vibration or noise is required. 

2. Micro piles may be simply placed when headroom is limited. 

3. Micro piles may be built at any angle below horizontal using the same equipment as ground anchoring and 

grouting. 

4. No major access roads or drilling platforms are required. 

 

Disadvantages 

1. Underground items or boulders may obstruct or divert the pile. 

2. pricey and unsafe  

3. Slow and time consuming  

4. Corrosion is possible  

5. Relatively pricey  

6. The hammer is loud, and the vibrations might cause disruption or damage to nearby buildings. 
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Area of application [1] 

1. Providing support for new loads in crowded locations. 

2. Retrofitting for seismic activity. 

3. Putting a stop to structural settlement. 

4. Uplift/dynamic load resistance 

5. Foundation 

6. Excavation assistance in limited spaces. 

 
Seismic Retrofit[1] 

The use of micropiles for seismic retrofitting of pre-existing roadway infrastructure, particularly in the state of 

California, has seen a notable surge in recent times. Micropiles provide almost equivalent tensile and compressive 

capabilities, hence optimising the use of supplementary foundation support components. Micropiles have the 

potential to be economically viable for retrofitting bridge foundations that are subject to one or more of the following 

limitations: 

1. Limitations on the expansion of footings 

2. Limitations on vibration and noise levels 

3. The phenomenon of low headroom clearances 

4. Challenging accessibility  

5. Elevated axial load requirements in both tensile and compressive forces 

6. Challenging drilling and driving circumstances 

7. The topic of concern is hazardous soil locations. 

 

Refer to Fig. 3. Seismic Retrofit of I-110, North Connector, Los Angeles, California. 

 
Drill Techniques 

The drilling technique is chosen to cause the least amount of disruption to the earth and other sensitive structures 

while yet achieving the desired drilling performance. Drilling fluid is used as a coolant for the drill bit and as a 

cleansing medium to remove drill cuttings in all drilling procedures. Water is the most often used drilling fluid, 

followed by drill slurries, polymer, foam, and bentonite. Compressed air is another form of flushing medium [1]. 

 

Drilling Rigs 

1. Large Track-Mounted Rotary Hydraulic Drill Rig: The bigger drill enables the use of extended lengths of drill 

rods and casing in regions where overhead constraints do not exist [1]. 

2. Low Headroom Track-Mounted Rotary Hydraulic Drill Rig: The smaller drill enables operations in low-overhead 

and difficult-to-reach areas [1]. 

3. Small Frame-Mounted Rotary Hydraulic Drill Rig: The smallest rig, enabling installation in the most challenging 

ground conditions. Pile placement with less than 3 m of above clearance is possible by shortening the drill mast 

and using short jointed pieces of the drill string and micropile reinforcing [1]. 

 

Refer to Fig. 4. Drill Rigs. 

 
Micro Piles Installation Steps for Structural Foundations 

The following are micro piles installation steps. 

1. Temporary casing drilling and/or installation  

2. Take off the drill's innermost rod, the bit. Tremie is used to place reinforcing material and grout. 

3. Third, take out the makeshift casing and pump in more grout. 

4. Full pile (compressible stratum may be replaced by leaving the casing in place). 

 

Refer to Fig. 5. Micro pile installation steps. 
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Critical Literature Review 
Chaudhari et al. (2015) Micro piles are a great way to improve bearing capacity and reduce settlements for existing 

foundations. They are capable of carrying heavy loads, require minimal site space, and can operate independently. 

100 mm diameter and 4-meter length micro piles were used to rehabilitate building foundation systems. Combining 

micro piles with other techniques can meet complex project requirements efficiently and cost-effectively[2]. Haider 

(2022) Worshippers at the AL-Kadhimin mosque might be in danger due to the leaning minarets. This may be 

remedied by installing a system of micro piles around the foundation, as suggested by simulation testing, which 

would strengthen its lateral resistance against loads. The lateral strength of the foundation is proportional to the 

depth of the piles. The lateral resistance of a foundation increases by 16.1%, 25.5%, and 32.95% for every metre added 

to its depth over 8 metres. The lateral resistance of the foundation may be increased by 25%, 29%, and 32% by 

increasing the diameter from 10 cm to 20 cm. The inclination angle has the potential to add 4% points of lateral 

resistance to the foundation [3]. Yazdani et al. (2013) investigated Kerman, Iran, where soft soils have traditionally 

hampered the development of high-rise buildings. They discovered that an 18-story reinforced concrete structure 

was constructed on a micropiled-raft foundation with appropriate bearing capacity but excessive settlements. Using 

FHWA (2000) criteria, a prototype micropile was constructed and tested. According to the research, micropiled-raft 

foundations may be a cost-effective engineering solution for high-rise structures erected on soft soils. [4].  

 

 According to research conducted by Elsiragy (2021), micro-piles may prevent settlement and foundation tilting in 

soft soils. These foundations are simple to strengthen, and ground improvement methods have employed them 

effectively to prevent building collapse. This research analyses the ultimate load capacity of three micro-piles placed 

using various methods and testing. Greater ultimate load capacity and less settling were observed for completely 

injected micro-piles with grouting. When compared to pipe micro-piles without grouted bulbs, the ultimate load 

capacities for those with complete grouting and those with merely grouted bulbs are 13 and 8 times greater, 

respectively [5]. According to Mahipal et al. (2018) case studies on Damietta Bridge, micro piles are the most cost-

effective ground improvement method for retrofitting bridges since they minimise settlement and increase soil 

bearing capacity [6]. Micropiled rafts' support qualities are studied by Hwang et al. (2017) using model testing and 

numerical analysis. Micro piles were shown to drastically modify ground failure behaviour and increase bearing 

resistance. Bearing capacity was found to be increased by 1.5-2.0 times compared to a raft-only footing when 

micropiles were properly installed [7]. According to Elarabi et al. (2014) micropiles may be employed as foundation 

and compensating piles for remedial operations, especially in site-constrained settings.They may be rock socketed or 

soil friction piles, with at least two safety factors for geotechnical and structural designs [8]. Doshi et al. (2011) found 

that the Multi-helix Micropile method is a cost-effective and environmentally friendly method for retrofitting 

historical structures damaged during earthquakes. Small steel pipe piling with helical plates is used in this method to 

screw into the earth without disrupting the surrounding soil.  

 

It is appropriate for cohesionless soil and subterranean structures, increasing soil density and bearing capacity 

without disturbing adjacent structures. The MH-MP method is economical and silent, making it an environmentally 

favourable alternative to conventional methods [9]. Talwar et al. (2022) investigated the use of micro foundations in 

ground enhancement to increase bearing capacity and decrease soil settlements. The frictional resistance between the 

pile surface and the ground is considered a feasible enhancement mechanism. The foundation underpinning is 

commonly used for seismic retrofit and settlement prevention.  Experimental results show that increasing pile length 

decreases soil settlement at the same pressure level. Vertical piles or reinforcing rods can increase ground stiffness, 

ultimately increasing column bearing capacity [10]. Gupta et al. (2022) conducted an experiment to evaluate the 

efficacy of micropiles as an existing railway track ground enhancement technique. They conducted a comprehensive 

parametric investigation and tested micropiles on two varieties of soil, clay and sediment. The results indicated that 

the efficacy of the track improved with decreasing micropile spacing. The study found that the percentage reductions 

in displacement for 2, 4, and 6 m spacings were approximately 84%, 76%, and 71% of the unreinforced track, 

respectively. This suggests that micropiles can be a viable alternative to traditional methods for improving railway 

tracks [11].  Jagadeeshwar et al. (2019) found that micro piles are a versatile ground improvement technique that can 

effectively address stability problems. When reinforced with bars, the API pile system provides excellent 
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compression performance for lateral stability and vertical motions at a reasonable cost. Micropiles can improve the 

bearing capacity of soil foundations, and their applicability and level of improvement are examined through non-

linear finite element analysis. Inclined micropiles are easy to construct, resist axial and lateral loads, and offer high 

flexibility during seismic conditions [12]. Micro piling and soil nailing are two ground enhancement methods that 

were recently highlighted in research by Bomic et al. (2016) Micro piles are friction piles with steel parts that are 

grouted into the bearing soil or rock and have a tiny diameter. They have an operating capacity of up to 250 tonnes 

and may be erected rapidly utilising mobile drilling equipment. Over-steepening new or existing soil slopes, as well 

as stabilising unstable natural soil slopes, may be accomplished by the construction method of soil nailing. 

Reinforcing components, such as solid or hollow system bars, are inserted into the slope. In contrast to hollow bars, 

which may be drilled and grouted at the same time, solid bars must be inserted into pre-drilled holes before being 

grouted. Both techniques have been proven effective in increasing bearing capacity and reducing settlements in 

existing foundations [13]. Elarabi et al. (2014) studied the use of pressure-casting concrete for Micropiles, comparing 

it to normal gravity casting.  

 

They found that pressure casting increases the load capacity of Micropiles due to increased friction force between the 

pile and soil. This technique can control soil capacity by increasing soil strength. The pressure-cast pile capacity is 

equivalent to larger-diameter piles without pressure, reducing construction materials and labour. This makes 

Micropiles suitable for remote locations like Sudan [14]. Micropiles, which are piles of a smaller diameter utilised 

around foundations to lessen settlement and enhance soil carrying capacity, were the subject of an experimental 

investigation by Lekshmi et al. (2020). They prepared two soil samples, one with and one without micro piles, and 

placed micro piles around the footing. The study found that settlement increases when the load is applied before 

placing the micropile. The settlement decreases with the number of micropiles, and by increasing the depth of the 

micropiles and reducing spacing between them, settlement significantly decreases [15]. Mathew et al. (2014) study 

investigated the performance of single and group micropiles in soft clay under axial loading conditions. The study 

found that group efficiency increased with spacing from 2D to 3D, but decreased for 4D spacing. Both single and 

group micropiles significantly improved load-bearing capacity in soft clay. The strength enhancements were 

observed after pile installation, with the magnitude of the improvement affected by spacing. Group efficiency 

increased with spacing from 2D to 3D, but decreased with spacing four times the diameter [16]. 

 

Case study 

 

Mandalay bay hotel 

More than 500 micropiles were hastily installed to support the Mandalay Bay Resort and Casino's 43-story building 

in Las Vegas, Nevada. Drilled and grouted over their entire 200-foot length, the piles supported the structure and 

worked as ground reinforcement, drastically lowering the settling rate. The 600kips load used in the tests was 1.5 

times the design load for each pile. It took the construction crew a remarkable 2.5 months to lay 110,000 linear feet of 

high-capacity piles in a restricted space with barely 20 feet of headroom. Crews working in close quarters were able 

to finish all 536 stress tests and attachment frames in only four weeks after the final pile was dug. Refer to Fig. 6. 

Mandalay bay hotel. 

 

The Leaning of the Historical Minaret of Al-Kadhimin Mosque 

The Al-Kadhimin mosque is only one of several historical and archaeological landmarks in Baghdad. The mosque 

has two enormous domes and four minarets, the oldest of which dates back 500 years to the northeast corner. off the 

holy shrine courtyard, the minaret's recent tilt of around 80 cm off the vertical axis has become apparent. The 

minaret's overall height is 41.5 m, and its three segments range in height from 18.8 m to 11.5 m. It was constructed 

using bricks and plaster. Its diameters are 3, 6, and 8 metres, while its lengths are 2, 5, and 6 metres below ground. 

Refer to Fig. 7. Historical Minaret of Al-Kadhimin Mosque. 
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Rendition of an 18-story Building as part of the Mehr Project 

Five residential reinforced concrete structures (Blocks A-E) with a podium construction and a two-story parking 

garage make up the Mehr project in Kerman, Iran. Refer to Fig. 8. An Artist’s Rendition of an 18-story Building as 

part of the Mehr Project. The building of the project's base occurred in four distinct phases. The initial step was to 

excavate a 200 x 53 m2 space to fulfil the architect's specifications; this was done in the summer to lessen the chance 

of failure due to wet weather. To prevent groundwater capillary movement and provide a weatherproof building 

base, a layer of well-graded earth was laid down in the second stage. As a third step, we implanted capping plates in 

rafts above 346 grouted micro piles to avoid punching failure and guarantee efficient vertical load transfer. 

 

Outcomes from Literature Review 

1. To boost bearing capacity and decrease settlements, micro piles have proven useful in many ground 

improvement applications, especially when reinforcing pre-existing foundations.  

2. It is expected that the micropile method will be employed even more often in the future for reinforcing and 

foundations, and it is now commonly utilized in rehabilitation works. 

3. Third, high-rise structures on soft soils may benefit from the economical technical solution that micro-piled raft 

foundations give. 

4. Micro piles are the most cost-effective method for enhancing the quality of the ground. Especially useful for 

adapting existing buildings, especially in challenging geotechnical situations. They lessen the soil's settling and 

increase its bearing capacity. 

5. The simplicity, efficiency, and low cost/low impact on the environment that characterize the Multi-helix 

Micropile technique make it stand out from other approaches. Micropiles are the most effective method for 

modifying an existing structure's base. 

6. Multi-helix micropile technique stands out from other approaches because of its ease of use, low cost, and little 

impact on the surrounding environment. Micropiles are the most effective method for modifying an existing 

structure's base. 

7. The pile length of a Micropile Foundation grows, and soil settling diminishes under the same load. When 

building on sand sub grades, for example, employing vertical piles or reinforcing rods has several benefits.  

8. When the piles are longer and more are driven into the ground, the earth becomes stiffer and the column's 

ultimate bearing capacity rises. 

9. Micropiles can withstand lateral and axial stresses.  

10. Micropiles provide great adaptability in seismic environments. 

11. With more micropiles, the load may be distributed more evenly, and the settlement can be minimised by 

increasing the micropiles' depth and decreasing the distance between them. 

12. The effectiveness of the group improved from two to three times the diameter of the micropile but decreased to 

four times the diameter. 

 

CONCLUSIONS 

 
1. In construction projects, micro-piles are a highly useful solution to manage settlement and foundation tilting.  

2. These friction piles are small in diameter, drilled, and grouted, making them a dependable way to reinforce 

existing foundations.  

3. Micro-piles are popular in various ground improvement techniques as they enhance structural stability and 

prevent collapse.  

4. The effectiveness of micro-piles is due to the frictional resistance between the pile and the soil, as well as the 

group/network effects.  

5. Micro-piles are versatile and can be efficiently installed in different soil types, making them a valuable asset in 

geotechnical engineering.  

6. Overall, micro-piles are crucial in ensuring the safety and longevity of structures. 
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Table I.Types of grouting 

Types Description 

Type A: Gravity 

Grout 

Only sand-cement motors or plain cement are used to lay the grout under a gravity head 

here [1]. 

Type B: Pressure 

through Casing 

As the temporary steel casing is removed, clean cement grout is put into the hole. Injection 

pressures range between 0.5 and 1.0 MPa. To minimize fracture of the surrounding earth, 

the pressure is restricted [1]. 

Type C: Single Global 

Post Grout 
Similarly to the gravity grout pile technique Similar grout is once injected into a sleeve 

grout pipe at a pressure of at least 1.0MPa before the main grout hardens [1]. 

Type D: Multiple 

Repeatable Post Grout 

This is accomplished via a modified two-step grouting procedure, similar to Type C, in 

which 2.0 to 8.0 MPa of pressure is injected [1]. 
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Fig. 1. Based on Design Application  (a) Micro piles 

(Directly Loaded), 

Fig. 1.  (b) Micro piles – Reticulated Pile Network with 

Reinforced Soil Mass Loaded or Engaged 

  
Fig. 1.  (c)Micro pile Arrangements Fig. 1.  (d) Micro pile Arrangements 

  

Fig. 1.  (e) Micro pile Arrangements Fig. 2. Based on the Grouting method 

  
Fig. 3. Seismic Retrofit of I-110, North Connector, Los 

Angeles, California 

Fig. 4. Drill Rigs a)Large Track-Mounted Rotary 

Hydraulic Drill Rig 
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Fig. 4. (b) Low Headroom Track-Mounted Rotary 

Hydraulic Drill Rig 

Fig. 4.  (c) Small Frame-Mounted Rotary Hydraulic 

Drill Rig 

 
 

 
Fig. 5. Micro Pile Installation Steps Fig. 6. Mandalay bay hotel 

 
 

Fig. 7. Historical Minaret of Al-Kadhimin Mosque 

a) The leaning northeastern minaret 

Fig. 7. b)Tow-dimensional view of the minaret with 

proposed micro-pile system, 

  
Fig. 7. c) Three-dimensional model of the minaret with 

proposed micro-pile system 

Fig. 8. An Artist’s Rendition of an 18-story Building as 

part of the Mehr Project. 
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In the context of the Tolman-Bondi dust collapse model without a cosmological constant, it has been observed that 

shell crossing singularity consistently takes place when starting from time-symmetric, regularly distributed initial 

data. This occurrence typically happens in proximity to the central region of the matter configuration. We have 

determined that a weak shell-crossing singularity arises during end stage of collapse of matter when the external 

shells of the matter accelerate than the internal shells, provided certain conditions are met. This phenomenon is 

initiated by specific initial data and consistently occurs close the middling region. When inceptive data are time-

symmetric and regular, weak singularity is a common outcome. However, for non-time-symmetric initial 

information, whether shell crossing occurs or not depends on the primary velocity account. In cases where the initial 

data is physically sensible, weak singularity occurs near the center of before the depth bounce radius is 

accomplished. These findings were derived from calculations using Mathematical. 

 

Keywords: symmetric, 

 

INTRODUCTION 

 
Tolman-Bondi model describes the gravitational collapse of spherically symmetric dust matter distribution. Tolman-

Bondi model matched to Schwarzschild exterior where all g
i j

are functions of C
∞

 type. Initial density and velocity in 

the Tolman-Bondi model are functions of radial coordinate r only. The Tolman-Bondi model’s collapse is 

pressureless, which means every particular shell of dust with finite radius will collapse through its Schwarzschild 

radius. For the homogeneous cloud, all shells of matters are not defined at the same time and, thus there is no weak 

singularity at all Oppenheimer-Snyder . The proper time for inhomogeneous matter distribution depends on radius 

(co-moving coordinate) r; as shell-crossings are not genuine curvature singularities, the nearby shell of matter 

operates developing momentary density singularity, where Kretsch mann curvature scalar cloud blows up, this can 
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be removed through the extension of space time. While these singularities are gravitationally weak, they may be 

locally naked . From the perspective of geodesic comprehensiveness, mathematical continuations of the metric may 

always be retrieved, in a distributional sense, in the vicinity of the singularity . Curvature invariants and tidal forces 

also stay finite. This indicates that shell crossings are not legitimate physical singularities in the sense that they 

indicate the breakdown of the model beyond an individual space like surface where matter flow lines intersect in 

spherically symmetric geometries. Additionally, they also arise in the context of spherical. in homogeneous. 

Newtonian. gravitational collapse. Density and pressure in natural objects are enormous, which could be the cause 

of shell crossing singularity. Shell-crossing singularities are detachable and not a generic singularity in the LTB 

model. Szekeres and Lum’s  thorough research offered the following observations after taking into account both 

relativistic and Newtonian. spherically. symmetric matter. distribution: (1) Jacobi fields go close to the finite-limit 

singularity. (2) C
1
 transformation can be used to change the boundary region. This gives rise to the possibility that, 

with appropriate shape selection, a shell-cross of this kind could be avoided within the geometry. 

 

TOLMAN-BONDI SPACETIME 

The Tolman-Bondi Model, as previously stated, depicts a spherically symmetric dust matter cloud that is 

indiscriminate in the radial direction. Tolman-Bondi model is written in synchronous co-moving coordinates so that 

gt i = 0(i= r ,θ,ϕ ) , and gt t= − 1. For matter particles the velocity vector is u
i≡ (1,0,0,0 ) , which means that co-

ordinate time and proper time t  are same for all particles. The cosmological constant Λ is zero. The spherically 

symmetric Tolman-Bondi class of solution given by metric below ; 
    ,dΩrt,R+dre+dt=ds rt,ν 222222 -                   (1) 

where ν ( t ,r ) and is an arbitrary function and 

.θd+dθ=dΩ 2222 sin                                                  (2) 

The material content of the spacetime is assumed to be dust so that stress-energy tensor, 

  ,uurt,ρ=T jiij                                                                  (3) 

where  rt,ρ  denoting the energy density and only non-vanishing component of energy-momentum tensor is 

ρ=T00 . 

For the metric (1), the non-vanishing independent components of Einstein tensor are, 
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where an overhead dot and a prime denote partial differentiation with respect to t and r, respectively. 

Introducing new auxiliary functions , 
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    .fRrt,R=rt,F

,rt,Re=rt,f ν ′
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                                      (4) 

This simplifies Einstein’s equations greatly to, from equation (4), 

 
f,+

rt,R

F=R2                                  (5) 

and from equations (4) and (5), 

,=F

,=f

0

0



                           (6) 

with the constraint 

.TRR=F 00

2 ′′                               (7) 

In view of equations (6) and (7), F  and f  are functions of r  only. The metric (1) with    22 ′/1 Rrf+=e ν
, 

together with Einstein field equations fully determine the Tolman-Bondi family of solutions. 

Thus the Tolman-Bondi metric is, 

 
 

  .dΩrt,R+dr
rf+

rt,R
+dt=ds 222

2
22

1

′
  

Parametric form of Tolman-Bondi family solutions are given below;  Hyperbolic,   0>rf  

        (8) 

 

 

Elliptic,   0<rf  

 

 
 
 

   
 

    ηηrf
rF

=at,η
rf

rF
=rt,R sin

2
cos1

2

2/3

0
              (9) 

As mentioned above Tolman-Bondi model contains three types of evolution with the time that is given by equations 

(8) to (9). The positive expansion rate (   0>tr,R ) this all these models leads to big-bang at  ra=t 0 . 

The density for Tolman-Bondi metric is given by 

 
 

   
,

rt,Rrt,R

rF
=rt,πρ

2′

′
8                                            (10) 

and the Kretschmann scalar hijk

hijk RR=K  is, 

 
 

   
   

 
   

,
rt,Rrt,R

rF

rt,Rrt,R

rFrF

tr,R

rF
=K

24

2

56

2

′

′
3

′

′
812                                 (11) 

(e.g. Bondi 1947 ), 0a  and F  are arbitrary functions of r , and all these functions have physical meaning as in the 

big-bang region the time 0≥ at , in the big crunch region time 0≤ at , and the local time at   0=rt,R  is  ra0  

 
 
 

   
   

 
;

rF

atrf
=ηη,η

rf

rF
=rt,R 0

2/3
2

sinh1cosh
2
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and  rF  is the Misner-Sharp mass function that is two times of effective mass m . 

Since  rF  is related to mass function, it must be non-negative everywhere. 

  .rF 0≥  

The Conditions for Shell-Crossing Singularity 

The shell-crossing are defined by, 

 

                           (12) 

 

For general (   0<rf ) Tolman-Bondi solution can be easily obtained by parametric integrations. From equation 

(10) we can write, 

 
   

 
.

η

f

Frt,R

,ηηf
Fat

2
sin

sin
2

2

2/30



                                          (13) 

Where πη< ≤0  (elliptic), and 0a  is an arbitrary constant of integration that can be fixed with initial data. We 

can fix  ra0  with initial data      ra=rr,R 0≡0 . Therefore equation (13) becomes, 

   ,ηηf
F

=a 00

2/3

0 sin
2

                              (14) 

from equation (11) and equation 14 

  ,R+ηcscf 22 12/                                        (15) 

and hence, 

 
3

2/32
2/3 12/

R

+ηcsc
=f

                               (16) 

using (16) we can rewrite the equation (14) at  0=t  

 

 
 

 ,ηη
R

+ηcscF
=ra 003

2/3

0

2

0 sin- 
12/

2               (17) 

where 0η  is value of η  at 0=t . Putting this    rν=r,R 03  in (17) 

     .ηη+ηcscν
F

=ra 00

2/3

0

23

0 sin12/
2

                (18) 

.>andR=R 0  0′
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For time symmetric initial data     00 =rt=rv , which implies 
R

F
=f  as   00 =r,R . The redial coordinate 

is merely a different shell, and we can therefore fix the radial coordinate using the initial area radius coordinate 

radius, 

  r,=r,R 0                                              (19) 

so, equations (13) and (18) get simplified by using 

      r.=r,R,=ra=rv
r

F
=f 0 and0at 0  

A shell with initial proper area 
24πr , will thus collapse to vanishing area radius in a time 

  ,
F

r
π=rtcollapse

4

3

                                  (20) 

the relevant derivative of (20) with respect to r is, 

  .
F

F

r

π
=rt collapse 







 ′3

4
′                            (21) 

When entire matter collapses to zero radius, the outsides shell of matter going faster than the insides shell of matter, 

and at some surface, they intersect each other and creating momentary density singularity. The necessary and 

sufficient condition for shell crossing is function (21) should be a decreasing function of time. That is, 

,<t collapse 0′                       (22) 

In view of (21) the condition on Misner-sharp mass function holds if and only if 

.
r

>
F

F 3′
                                    (23) 

This is the shell-crossing condition on mass and physical radius when the collapse occurs, physical radius going to 

zero, and mass function going to infinity. For general (   0=rf ) Tolman-Bondi solution can be easily obtained by 

parametric integrations. In the Tolman-Bondi model, a marginally bound case deserves special examination. This is 

the boundary between the hyperbolic region and the elliptic region; also, η  is not valid here. However, the parabolic 

region is a special case with the energy function equal to zero. We can consider this as the most straightforward case 

too. The local time at    ra=t,R 00 , as  rat 0≥  is a time of big-bang, and in region  rat 0≤ , this is a time of 

big-crunch. Without loss of generality we consider a special case 

 

                                      (24)       

 

 

  .
F

r
=rac

9

4 3
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The time  
F

r
=rac

9

4 3

 is the proper time for the collapse of a spherical shell with an initial radius r , which is 

always positive. Here we are concerned only with weak shell-crossing singularity, at the point

    0′0and =rt,R>rt,R .  

The time when shell-crossing occurs is given by. 

 ,γa+a=t=t ccs 1                           (25) 

when the collapse commences, the necessary and sufficient condition for weak singularity is 

,a<t cs                                                  (26) 

This leads to 

  ,<rγ 0                                           (27) 

i.e., 

.
r

>
F

F 3′
                                    (28) 

This is the shell-crossing condition on mass and physical radius in (28) ,which is exactly the same as the one for the 

time symmetric   0<rf  case. From equation (28) for any value of  rac , this collapse will give a strong shell-

focusing singularity at the center. 

Data, Methodology 

t1 = SessionTime[]; 

coor = {t, r, \[Theta], \[Phi]}; 

metric = {{-1, 0, 0, 0}, 

          {0,-Exp[ D[R[t,r]],r]/(1+f[r]), 0, 0}, 

          {0,0, -(R^2[t,r]), 0}, 

          {0, 0, 0, -((R[t,r] Sin[\[Theta]])^2)}}; 

gup = Inverse[metric]; 

gama = Table[(1/2) (D[metric[[i, k]], coor[[j]]] 

      + D[metric[[j, k]], coor[[i]]] 

      - D[metric[[i, j]], coor[[k]]]), 

          {i, 4}, {j, 4}, {k, 4}]; 

gamaup = FullSimplify[Table[Sum[gup[[h, k]] 

       gama[[i, j, k]], 

         {k, 4}], {h, 4}, {i, 4}, {j, 4}]]; 

riemannlowhijk = Table[FullSimplify 

    [(1/2) (D[metric[[h, j]] , coor[[i]], coor[[k]]] 

        + D[metric[[i, k]], coor[[h]], coor[[j]]] 

        - D[metric[[h, k]], coor[[i]], coor[[j]]] 

        - D[metric[[i, j]], coor[[h]], coor[[k]]]) 

        +Sum[a1=1,4] Sum[b1=a,4] 
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        gup[([)(a1,b1)(])]((gama[[(i, k,a1] 

         [Indenting NewLine]gama[[(h, j,b1]] 

         -gama[[(i, j, a1)]] gama[[h, k,b1]]], 

          {h, 4}, {i, 4}, {j, 4}, {k, 4}]; 

rik = Table[FullSimplify[Sum[Sum[gup[[h, j]] 

       riemannlowhijk[[h, i, j, k]], 

      {h, 4}], {j, 4}]], {i, 4}, {k, 4}]; 

ricci = FullSimplify[Sum[Sum[gup[[i, k]] 

      rik[[i, k]], {i, 4}], {k, 4}]]; 

einsteintensorlowik = Table[FullSimplify[rik[[i, k]] 

                     - (1/2) ricci metric[[i, k]]], 

                     {i,4}, {k, 4}]; 

uupi = {Exp[- \[Nu][r, t]], 0, 0, 0}; 

ulowi = uupi.metric; 

mlowij = Table[FullSimplify[(\[Rho] + p) 

            ulowi[[i]] ulowi[[j]] 

           + p metric[[i, j]]], {i, 4}, {j, 4}]; 

einsteintensorlowik == mlowij; 

Print["Christoffel Symbols of Second kind are"] 

For[h = 0, h <= 3, h++, 

           For[i = 0, i <= 3, i++, 

             For[j = i, j <= 3, j++, 

             If[gamaup[[h, i, j]] =!= 0, 

Print["\[CapitalGamma]up  ", h, "  low  ", i, j, 

        " = ",gamaup[[h, i, j]]]]]]] 

Print["The non-zero components of Riemann Tensor are"] 

       For[h = 0, h <= 3, h++, 

         For[i = h, i <= 3, i++, 

           For[j = 0, j <= 3, j++, 

              For[k = j, k <= 3, k++, 

If[Riemann low hijk[[h, i, j, k]] =!= 0, 

Print["R", h, i, j, k, " = ", 

     riemannlowhijk[[h, i, j, k]]]]]]]] 

Print["Non-zero components of Ricci Tensor are "]; 

      For[i = 0, i <= 3, i++, 

         For[k = i, k <= 3, k++, 

            If[rik[[i, k]] =!= 0, 

Print["R", i, k, " = ", rik[[i, k]]]]]] 

Print["Ricci Scalar R = ", ricci] 

Print["Non-zero components of Einstein Tensor are "]; 

      For[i = 0, i <= 3, i++, 

        For[k = i, k <= 3, k++, 

If[einsteintensorlowik[[i, k]] =!= 0, 

Print["G", i, k, " = ", 

einsteintensorlowik[[i, k]]]]]] 

Print["Non-zero components of m_{ij} are "]; 

    For[i = 0, i <= 3, i++, 

      For[j = 0, j <= 3, j++, If[mlowij[[i, j]] =!= 0, 

Print["m_", i, j, " = ", mlowij[[i, j]]]]]] 
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Print["Non-zero components of Field equations are "]; 

       For[i = 0, i <= 3, i++, 

         For[j = 0, j <= 3, j++, 

If[einsteintensorlowik == Mlowij =!= 0, 

Print[einsteintensorlowik[[i, j]] == Mlowij[[i, j]]]]]] 

t2 = SessionTime[]; 

Print["Time Taken = ", t2 - t1, "  Seconds"] 

A prime and dot are derivative with respect to r  and t . 

 

CONCLUSION 

 
We have demonstrated that, although the free. surface approach, which is a purely kinematical study, cannot connect 

the preliminary information to the shells’ motion, it does produce a rather straightforward method for 

demonstrating the inevitable crossing of shells close to the center. We have demonstrated that eliminating the 

cosmological. constant will not prevent. shell-crossing. singularities from happening close to the center. This more 

physical analysis was made possible by reducing Einstein’s equations to first. integrals of. motion. It has been 

demonstrated that there are several necessary and sufficient conditions under which a lack of cosmological constant 

arises in the shell-crossing singularity of the Tolman-Bondi model. This can explaining by fact that if 0′ <t collapse  

then 
r

>
F

F 3′
 then weak singularity will occurs. The Λ  repulsion becomes increasingly. irrelevant at late. times, 

that is, in the strong-field. region, where the criterion for shell crossing becomes analogous to that for neutrally 

charged dust. collapse in an asymptotically. flat. space time. This is in contrast to Lorentz forces, which become less 

apparent as collapse proceeds and the area radius of the shells decreases. 
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The concrete industry has witnessed a significant transformation with the integration of robotic 

technologies. The concrete industry, a cornerstone of modern construction, has experienced a paradigm 

shift propelled by the integration of cutting-edge robotic technologies. This review delves into the 

revolutionary advancements brought about by the application of robotics across different facets of the 

concrete lifecycle. From the precision-driven construction processes to the maintenance of concrete 

structures, robotics has ushered in a new era of efficiency, safety, and sustainability. The review begins 

by examining the integration of robotics in the construction phase, encompassing tasks such as formwork 

assembly, concrete pouring, and even the erection of intricate structures. Robotic arms and autonomous 

machinery have redefined the way concrete is placed and shaped, reducing labor-intensive processes and 

expediting project timelines. Moreover, these technologies have enabled the realization of complex 

architectural designs that were once deemed challenging to execute. Beyond the construction phase, this 

review explores how robotics has redefined concrete maintenance and inspection. Drones equipped with 

advanced sensors and imaging capabilities are employed to assess the structural health of concrete 

elements, identifying potential issues before they escalate. The incorporation of smart sensors within 

concrete structures, coupled with robotic devices, allows for real-time monitoring of structural integrity, 

contributing to enhanced safety and longevity. The review also delves into the realm of concrete 

recycling, where robotic systems are employed to sort and process waste concrete, transforming it into 

reusable aggregates. This sustainable approach not only reduces environmental impact but also 

addresses the growing concern of concrete waste. While the integration of robotics in the concrete 

industry presents numerous advantages, challenges such as programming complexity, cost 
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considerations, and the need for skilled technicians must be addressed. Nevertheless, the trajectory is 

clear: robotics is poised to play a pivotal role in revolutionizing the concrete industry, fostering 

innovation, and shaping the future of construction and infrastructure development. 
 

Keywords: Concrete Industry, Robotics, Construction, Maintenance, Inspection, Sustainability, 

Technology, Automation, Revolution, Efficiency 

 

INTRODUCTION 

 
Drilling anchor bolts, tying rebar, and breaking up old concrete are all repetitious, tough, and risky jobs in 

construction. So, if there was a method to have a machine execute such tasks without human supervision, it would 

help to alleviate the labour crisis while also sparing present employees' bodies, not to mention saving money and 

improving productivity. In the next decade, robotics and automation are likely to play an increasingly prominent 

role in the construction sector. Because the building environment is dynamic and unstructured, research and 

development (R&D) in the use of high technology is required. Recent advancements in robotics in other industrial 

domains have shown a significant opportunity to enhance the automation of complex building operations. 

Construction equipment, particularly for the concrete sector, is constantly evolving. Contrary to popular belief, an 

abundance of offers should be treated with care since there is a vast variety of equipment available for the same 

scope of work, driving construction industry participants to stay current on new technology. Only continual 

updating enables the optimal equipment selection to be carried out.  Regulating concrete processes includes 

regulating concrete equipment, which includes equipment for producing, transporting, and placing concrete on-site. 

This paper not only shows the concrete equipment at each step of the concrete cycle but also their features, as a 

contribution to the creation of selection criteria for concrete equipment at each stage. Concrete construction 

equipment is critical for construction firms. A construction business may do excellent building work in less time by 

using high-quality concrete construction equipment. It may therefore reduce labour expenses while increasing 

earnings by providing excellent building services to its customers more quickly.  

 

With technological advancements, a variety of concrete construction equipment is now available for use by 

construction businesses to optimize building operations. Some of the most basic and significant kinds of concrete 

construction equipment are used in building operations. Concrete manufacture, transportation, and placing all rely 

on highly specialized equipment. The correct use of existing equipment is related to the proper manufacturing, 

transportation, and placing of concrete on-site. Concrete production equipment plays a significant role since it allows 

for the mixing of concrete elements in various forms, as well as the mixing of suitable mixes for the needed final 

qualities of concrete. The variety of manufacturing, transportation, and concrete placing equipment is a consequence 

of technological advancement and the growth of concrete itself. Constant research in the field of construction 

materials, notably in the field of concrete, pave the way for new equipment with the goal of optimizing 

manufacturing, transportation, and concrete placing processes. The history of concrete is given in the context of 

exhibiting the progress accomplished to date and the obvious development of the equipment and the concrete itself. 

The growth of concrete and concrete equipment necessitated the need to control the market in terms of safety in use. 

This chapter describes how concrete and concrete equipment is regulated at the national and European levels. 

Automation in concrete works includes material manufacturing, concrete mixing, placing, post-laying levelling, 

surface water removal, and final floor finishing. Control systems for ready mix, precast, pre-stressed, and block 

plants, as well as ready mix dispatch systems, are increasingly ubiquitous on building sites. Mixer moisture control, 

colour batching software for solid or liquid dispensers, and so on are examples. 
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Need of Study 

Robotic technology has made significant progress in recent decades, allowing robots to be used in various human 

activity sectors. One of the industries that is beginning to adopt robotic technology is construction. The use of robots 

in construction can automate a wide range of jobs, potentially changing the industry. However, concerns still exist 

regarding the replacement of humans by robots throughout the building process. Demolition was one of the first 

applications of robots in construction, and robots are now making processes like breaking down walls, smashing 

concrete, and collecting trash more efficient. The use of 3D printing in the building industry is also becoming more 

common, allowing for the printing of complicated, layered components and items to be used in construction, 

potentially saving time and money across several projects. 
 

Objectives of Study 

This article examines the use of robots in construction to increase efficiency, safety, and quality, as well as save time 

and money. The study includes a literature review and identifies important factors influencing the robotic process, 

such as the nature of the building and activity. 

 

REVIEW OF LITERATURE 

 
Following are the critical literature reviews based on revolutionizing the concrete industry with robotic applications. 

Berlin et al. (1992)wrote about the creation of a mobile robot that can be used to finish, grind, and clean concrete 

during building. There were two parts to the process. In Phase 1, a test car was built to try out ideas for guidance. 

During the second phase, a test robot with tools was made. To get the best movement and area coverage, different 

vehicle-tool combinations were modelled and simulated. The writers came to the conclusion that the built-in 

flexibility of the control system to different devices for finding means that they can use sensors ranging from a cheap 

rebar detector to a high-tech laser range finder. The modelling package that was made turned out to be a very useful 

tool when testing different robot setups [1]. In 1993, Alvarsson et al. developed the Rollit Robot which can travel on 

fresh concrete and vibrate, density, and smooth its surface. The robot has been used for bridge deck repairs and the 

authors recommend proper compaction and vibration for improved durability[2]. Bryson et al. (2005) gave an 

overview of two successful efforts in Europe to use robots to manage the process of filling with asphalt and concrete. 

The process is broken up into separate jobs that can be put together into operations. Robotic systems can do the 

operations on their own or with help from an engineer. RoboPaver is a self-driving robot that combines the tools and 

processes of both paving operations into one machine. It also uses an Intelligent Concrete Construction system for 

remote control of construction operations based on real-time data about materials and machine performance. When 

RoboPaver is used to build pavement, the prices of labour and machine care go down, there is less downtime on the 

job site, and the safety and quality of the finished pavement part go up [3].  

 

Maynard et al. (2006) presented the design of a fully autonomous robot for concrete pavement construction. The 

robot aims to improve quality, productivity, and efficiency while providing safety in hazardous environments. The 

authors suggested that conventional paving equipment lacks automation and standardized processes, making it 

unsuitable for hazardous environments. They also noted that autonomous robotics can help reduce operational 

costs[4].Daniel Castro-Lacouture et al. (2007)looked at a fully autonomous robot that has all the equipment needed to 

pave concrete. They compared it to the traditional way of doing things, which involves a lot of hard work, a slip 

form paving machine, and other equipment. The goal of the study is to compare the two ways of making concrete 

with modelling tools to find out which one is more productive[5]. Using GPS and laser technologies, Cable et al. did 

a study in 2009 that looked closely at how well stringless pavers worked. This technology was made by a company 

that makes concrete pavers and a company that makes machine guiding solutions. It has been used successfully on 

several earthmoving and grading projects in construction. The main goal of the study was to see how well GPS and 

laser control guided the concrete slip form paver, making sure the end portland cement sidewalk was straight and 

the right depth. The results were then compared to those from similar projects in Washington County, Iowa, where 

string line control was used[6]. Shrivastava et al. (2012) reviewed research on kinematic and dynamic analysis of jaw 

Devang J. Rathod et al., 

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

68872 

 

   

 

 

crusher attachments, concluding that kinematic analysis is helpful for improving operating performance and design 

quality. The paper also explores the background of jaw crusher kinematics for further research[7]. Lee et al. (2012) 

explored a framework for a new concept that combines robot-supported, systemized deconstruction with 

conventional methods. They analyzed its potentials and objectives and demonstrated that in the future, buildings can 

be deconstructed and disassembled in on-site factory-like environments using automated/robotic equipment and 

Agent-Based Modelling (ABM)[8]. Neudecker et al. (2016) investigated the use of sprayed concrete technology for 

automating the production of freeform concrete parts. They presented a case study where a factory robot equipped 

with a concrete spreading tool was used to create a concrete wall. The study examined various spray technologies for 

shaping concrete elements, as well as the process features of robot-assisted shotcrete applications, surface finish, and 

accuracy of material application. The authors concluded that spraying concrete with the aid of robots holds great 

promise for producing freeform concrete parts[9]. Lublasser et al. (2016) In order to improve energy efficiency and 

reduce environmental impact, many buildings require complete renovation.  

 

However, current materials and design concepts for energy-saving insulation are unclear regarding their 

recyclability and versatility. Our research focuses on using foam concrete to create insulation and reusable facade 

finishes that can be customized for each building. We have developed a plan for robotically applying foam concrete, 

which includes end effector ideas, robot programming, and surface design planning[10]. Khidir (2018) analyzed and 

designed a cement mixer blade that can be easily replaced for multi-use. The study utilized Solid works V. 2017 and 

concluded that Centrifugal Blades Type (b) is superior[11]. Derlukiewicz (2019)developed a Human-Machine 

Interface (HMI) accident prevention system for disposal robot operators using the create Thinking method. The 

study includes an academic review of processes and methods, as well as conceptual design. The suggested system is 

fine-tuned through physical tests and FEM calculations[12]. Gharbia et al. (2019) discussed the use of robots in 

concrete building construction and conducted a systematic review of 48,200 documents. They found that the USA, 

Germany, and Switzerland were leaders in this field. While robots can replace many construction activities, 

horizontal RC elements still require support, and rapid prototyping is the best method for building construction 

using manipulator robots[13]. The purpose of the discussion is to interpret and describe the significance of your 

findings in light of what was already known about the research problem being investigated, and to explain any new 

understanding or fresh insights about the problem after you've taken the findings into consideration. 

 

Robots in Concrete Industry 
Robots in Concrete Industry 

Constructing buildings is a methodical process that involves skilled workers and formwork methods. However, 

manual labor is slow, expensive, and incompatible with modern construction techniques. The complexity of the 

construction site and the variability in building processes pose challenges for using robots in construction. While 

some self-driving building robots have been developed, they are limited in their capabilities and intelligence. The 

concrete business is constantly evolving, with more advanced tools being introduced regularly. This paper examines 

the equipment used in the different stages of the concrete cycle, as well as the materials used to manufacture them, to 

help inform equipment selection for each stage. 

 

Types of robots used for concrete-related work 

Concrete-Eating Robots 

The ERO Concrete Recycling Robot quickly dismantles concrete buildings without producing dust or waste. It uses a 

high-pressure water gun to crack the surface of the concrete, separating the waste and packaging the clean material 

for use in new prefabricated concrete buildings. 

 

Concrete saw  

A concrete saw, also known as a consaw, road saw, cut-off saw, slab saw, or quick cut, is a hand tool used to cut 

concrete, brick, asphalt, tile, and other solid materials. Diamond saw blades are commonly used on concrete saws for 

cutting concrete, asphalt, and stone.  
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Concrete crushers 

There are two kinds of concrete crushers. One is a mobile concrete crusher that looks like a backhoe but has an 

extension on its boom arm to break up big rocks into small gravels. The second type is mostly used in factories to 

turn medium-sized rocks into powder or gravel. 

 

Concrete Finishing 

Power Trowels 

It is a small piece of equipment that is used to clean concrete surfaces. It has a strong motor with a set of trowels 

attached to it. The trowels spin quickly on the concrete surface, giving it a nice, smooth finish. There are two kinds of 

it. 

 

Ride-on power trowels 

In ride-on power trowels, the operator sits on the machine and runs the tools to make the concrete surface smooth. 

 

Walk-behind power trowels 

In walk-behind electric trowels, the person using the machine walks behind it. 

 

Vibratory Screed Finisher 

A vibrating slurry finisher has a truss frame with a base that is at least 1 foot wide. For vibratory action on the 

concrete, it is set up with eccentric weights that are driven by a motor or with air vibrators that are driven by a 

motor. It is also often used to smooth out the sidewalk.  

 

Tining Machine 

Tining is the process of making holes in soft concrete that are all the same length and width. It is done when another 

layer of concrete is going to be put on top to make the joints fit better. Tining can be done by hand with a tining tool 

or with a machine.  

 

Concrete Paving Machine 

A paver, also called a paver finisher, asphalt finisher, or paving machine, is a piece of building equipment used to 

put asphalt on roads, bridges, parking spots, and other places. It flattens the tarmac and gives it a little bit of pressure 

before a roller comes along and does the rest. 

 

Concrete Vibrator 

A vibrator is a piece of machinery that makes movements. Most of the time, the shaking is caused by an electric 

motor with a mass on its axle that is out of balance. The concrete vibrator is one of the best pieces of concrete tools 

that helps save time and money by putting the concrete materials in the right spot. 

 

3D concrete printing  

This equipment is very helpful in the building field because it saves time, money, makes designs more flexible, cuts 

down on mistakes, and is better for the environment. Concrete is pushed through a tube to build up layers of 

structure parts without the use of moulds or vibrations. 

 

Mixer machines 

Concrete can be mixed in a laboratory with a pan-type mixer. It is made so that both dry and wet materials can be 

mixed well. The mixing pan can be taken out and tipped to make it easy to get to and empty when mixing is done. It 

is turned by an electric engine that turns a turntable. 
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Drum Type 

Tilting  

There are two main kinds: Horizontal: One end has a hole for charging and the other end has a hole for discharge. 

Single drum: Materials are put in and taken out through the same hole. 

 

Non tilting mixer 

Concrete mixers that don't tip over come in sizes of 200NT, 280NT, 375NT, 500NT, and 1000NT. As the name 

suggests, they can't be turned sideways. On one side, usually the top, the ingredients are put in, and on the other 

side, the concrete is taken out. They are used to make bigger batches of concrete. 

 

Reversing Mixer 

The whole drum spins around its axis as materials enter through a charge chute on one end and leave through a 

discharge chute on the other end. Once the ingredients are well mixed, the drum is turned around and the blades 

push the concrete through to the end of the mixer where it comes out. 

 

Advantages of Application of Robots in the Concrete Industry 

1. Improved product quality 

2. Improved quality of life 

3. Reduction of labour costs 

4. Reduction in material waste 

5. Safety considerations 

6. Better quality and workmanship 

 

Disadvantages of Application of Robots in Concrete Industry 

1. Automated equipment includes the high capital costs that come with investing in automation (designing, 

building, and installing an automated system can cost millions of dollars). 

2. It needs more upkeep than a machine that is handled by hand. 

3. Robots have limited capabilities 

4. Robots (still) need humans 

 
Case Study 

A new research indicates that the lack of skilled labourers in the construction industry is soon becoming a major 

problem. The problem of a smaller workforce and an older population results in higher pay, worse construction 

quality, project delays, higher costs, and a higher likelihood of accidents on construction sites. Robotization or 

automated installation has been suggested as a solution to these problems. The first case study is the destruction of a 

100-year-old swimming pool in a method that was quicker, safer, and more affordable than any other. Three Brokk 

concrete-breaking machines were used for this. Gnat UK overcame severe obstacles in renovating a leisure club in 

Dunfermline, including overcoming limited access, constrained working areas, and the need to tear down a 

swimming pool's concrete edges that were only centimetres away from listed delicate cast iron roof supports. The 

second case study focuses on the use of 3D paving technology for concrete paving projects in India. India's longest 

tunnel road project, the Chenani-Nashri tunnel, will provide a different path to the current road network that 

connects these two places. This project is remarkable for being the first of its kind in India to employ 3D paving 

technology for concrete paving operations. It was partly sponsored by New India Structures Pvt. Ltd. (NIS). The 

hydro demolition of precast concrete pieces is the subject of the third case study. Precast concrete panels needed to 

be modified, so a civil engineering company engaged Hydro blast to accomplish it. Efficiency, accuracy, and safety 

are requirements for such work, and we take pride in providing them to all of our clients. 
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Case 1 Carnegie Swimming Baths 

The demolition of a 100-year-old swimming pool was accomplished more quickly, more cheaply, and safely using 

three Brokk concrete-breaking machines than with any other approach. Therefore, after carrying out the necessary 

preliminary work, we hired experts Gnat UK to tear down the pool's walls and floor. Two additional heavyweight 

machines were needed to complete the more difficult operation of tearing down the pool's surrounding walls. This 

second walkway piece had to be removed in more than twice as much time, according to Gordon McGhie, 

demonstrating the effectiveness of the Brokk operation. More proof of this was provided by the next and trickiest 

issue, which included tearing down the 2.3-meter-high pool walls, particularly when they were located barely 100 

millimetres in front of the row of cast iron roof columns. The contractor then drilled a series of eight 150mm diameter 

holes to create a slot immediately in front of each column, close to the pool wall below. The purpose of these holes 

was to physically separate this remaining portion of walkway slab from the nearby collapse of the pool wall by 

Gnat's robots. In order to prevent damage or stress to the nearby iron columns during demolition, a 150mm spacing 

would remove any structure-borne vibration or movement. G&I Diamond Drilling initially saw-cut the walkway 

concrete in a precise circle around each column while the remaining slab was being removed in order to make the 

Brokks' labour easier. The contractor then drilled a series of eight 150mm diameter holes to create a slot immediately 

in front of each column, close to the pool wall below. The purpose of these holes was to physically separate this 

remaining portion of the walkway slab from the nearby collapse of the pool wall by Gnat's robots. 

 

Outcomes 

The two machines worked twice as quickly as planned, tearing down the full 553m3 volume of walls and slab in only 

five weeks. They had to carefully remove concrete from less than 100mm away from the original columns while 

tearing down the 1.3m thick pool walls. Since Gnat has already moved the machine south to London for use on a 

tunneling contract, the modifications to the Brokk 330's boom have proven to be cost-effective. Its short working 

length is proving to be very useful for lifting and positioning concrete lining pieces after digging the 2.5 m diameter 

tunnel face. 

 

Case 2 3D paving technology for concrete paving operation 

Due to their continual exposure to inclement weather and heavy traffic, the arterial highways that link Jammu and 

Srinagar are difficult to maintain. The Chenani-Nashri tunnel project, which would provide an alternative route to 

the current road network connecting these two locations, is India's longest tunnel road project. The National 

Highways Authority of India (NHAI) is funding this project as part of a $723 million USD end eavour to link Jammu 

and Srinagar. This outstanding project, which is 9 kilometres long from end to end, will cut the trip from Chenani to 

Nashri's route by 31 kilometres and its duration by two hours. This project, which is being carried out in part by 

New India Structures Pvt. 

 

Challenges 

This tunnel road will include the construction of a: 

1. 9 km highway 

2. 50 metre single span bridge at the north portal of the tunnel 

3. 40 m single span approaching bridge at the south portal. 

 

String lines must be built up according to conventional paving methods. This process has inherent problems that 

hurt a project's timetable. Physical strings take up more room, prevent vehicles from moving, and seriously endanger 

the safety of the workers who are there. Leica Geosystems' automated 3D paving technology, according to Mr. 

Parminder Sidhu, might potentially overcome these obstacles, allowing his business to create a high-quality product 

in spite of the difficult circumstances. The tunnel's limited area may be used thanks to the integrated 3D string less 

paving system, Pave Smart 3D. "Freedom for truck mobility on the job site has been provided by not having to set up 

string lines. Trucks deliver the concrete and leave considerably more quickly, according to plant engineer Sandeep. 
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Cost efficient precise surfaces 

The 3D system simply accepts data once, unlike the traditional work detail where strings are built up on a daily 

basis.‚The tracks' motion is 3D directed, which makes creating curves extremely simple. Working with string lines is 

fairly challenging, according to NIS paver operator Santosh Navele. One responsibility remains after the system 

handles all potential problems: ensuring a steady supply of concrete. Multiple tasks might be completed at once 

thanks to the use of Leica Geo systems technologies. Road paving, tunnel wall lining, and electrical conduit 

installation were all completed at the same time. Costs associated with gasoline and labour might also be decreased. 

On the day of paving, the survey team set up in three easy steps to pave uninterrupted: 

1. Place the Leica Viva TS15 robotic total station 

2. Track it to the 360-prism mounted on the paver 

3. Turned on Leica Pavesmart3D 

 

In order to guarantee that the completed surface is always consistent with the data, the Pave Smart 3D system 

utilizes the survey data to control the steering tracks and movement of the paver's hydraulics. Setting tolerances in 

the machine computer eliminates the possibility of mistake or variation from the design data. The hydraulics and 

steering lock up when these restrictions are surpassed. The next day is a handy and speedy day to resume work. To 

resume paving, the paver's mould is positioned in relation to the day's finish point. The 3D control technology allows 

us to operate more quickly without sacrificing quality since it removes laborious tasks. 

 

Case 3 Hydrodemolition to Precast Concrete Sections 

Precast concrete panels needed to be modified, so a civil engineering business hired Hydro blast to do the job. 

Efficiency, precision, and safety are requirements for such a work, and we take great delight in offering them to 

every customer. Precast concrete has to be cut precisely for the work at hand, which is exceedingly difficult to do 

using more conventional techniques. In addition to ruining the look of concrete, tools like saws and jack hammers 

may produce fractures and chips in the remaining structures, which damages the remainder of the construction. This 

method of cutting concrete takes significantly longer than our water jetting options since it is much more difficult, 

especially when precision cutting is required. In addition to these concerns, it was crucial for this work to pay 

attention to the rebars within the precast concrete. The rebar may be harmed by excessive vibrations caused by 

traditional techniques, or it could harm the equipment directly if the rebar came into touch with it. 

 

Outcomes  

The customer sought Hydro blast to utilize a safer and more effective process since they understood the challenges of 

cutting concrete of this kind and the safety hazards involved. Due to its accuracy and remote control capabilities, we 

decided to employ our Aqua Cutter 410 Evolution robot. Because of these features, the procedure is safe for 

operators who can stand at a safe distance away. We were able to accomplish the operation quickly and with little 

damage to the remaining buildings and rebars because to our experience, expertise, and equipment. The customer 

was overjoyed, and Hydro blast was able to complete another successful work. 

 

CONCLUSION 

 
The following conclusions are made from the literature reviews 

1. By combining building, machine (robot), and process design on a systems level, the Integrated Construction 

Automation Methodology (ICAM) will aid in automating the construction process. 

2. The use of robots in the construction industry is still behind other sectors, such the car industry. 

3. One solution for construction organizations looking for methods to increase productivity, quality, and safety is to 

embrace automation and robots. 

4. Because robotic technology research in concrete building construction is still in its early stages, it is characterized 

as being under development and often difficult to execute. 
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5. Research into cutting-edge robotic technologies that may be adopted in the construction seems to be an emerging 

strategy; the use of robotics in building has constraints that need to be addressed. 
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Fig. 1. Concrete-eating robot Fig. 2. Concrete saw 

 
 

Fig. 3. Concrete Crusher Fig. 4. Ride on power trowels 

 
 

Fig. 5. Walk behind power trowels Fig. 6. Vibratory screed finisher 

  
Fig. 7. Tining machine Fig. 8. Concrete paving machine 
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Fig. 9. Concrete vibrator Fig. 10. 3D concrete printing 

  

Fig. 11. Pan type Fig. 12. Tilting type drum 

  

Fig. 13. Non tilting mixture Fig. 14. Reversing mixer 
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The significance of the technical progress that has been experienced over the course of the last several 

decades cannot be denied. Many various types of businesses have made astute use of the newly 

emerging technical breakthroughs, which has led to significant enhancements in terms of productivity, 

functionality, quality, and the overall level of comfort experienced by the end user. Buildings and other 

types of infrastructure continue to be among the most costly and time-consuming types of things to 

manufacture in our civilization, as is common knowledge. Therefore, the most recent trend in the 

construction industry is to have automated construction sites that incorporate robots and automated 

forms of technology in order to improve the quality, efficiency, safety, and productivity of building 

operations. Automation, whether it be on-site or off-site, is helpful for accelerating the building process 

while maintaining the necessary level of integrity, maintaining a high quality of work, and increasing 

overall productivity. 
 

Keywords: Automation, Construction, Industry, On-site and off-site automation 

 

INTRODUCTION 

 
Automation refers to the use of advanced technological equipment, control systems, and information technologies to 

efficiently operate or manage a process, minimizing the need for human intervention. People have said that building 

automation is the use of mechanical and electronic tools to make construction work automatically or to direct it in a 

way that reduces risk, time, or effort while keeping or improving quality. Automation can make workers less reliant 
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on each other, increase output and efficiency, reduce inconsistency, cut down on human mistakes, give more control, 

stability, a safe place to work, etc. The construction phase has significant importance in civil engineering 

constructions, since the overall success of the project is largely contingent upon the quality and efficiency of this 

phase. Construction work is sometimes done in risky conditions and situations, so robots and automation are needed 

to make the work safer and better. At this point, both automation on-site and automation off-site help the building 

business. 

 

Evaluation for using Robots and Automation 

At first, robots were made for the manufacturing industry and were meant to do simple jobs in a comfortable setting. 

On the other hand, robots that are meant to work on building sites must be able to move around, adapt to different 

surroundings, and do different things almost every step of the way. Using more industrial production, sustainable 

production, mass individualization, and clever building to make buildings easier to build changes construction 

engineering. So, new study shows that robot technologies can improve quality and control of tools in a big way in a 

number of building automation uses. It would be helpful to be able to automate building, especially in places where 

people are dangerous or hard to work with. For example, robots could be sent to underground or extraterrestrial 

environments to build homes for later human travellers. There are many ways that robots and automation can be 

made better in all parts of the process. 

 

Need of Study 
One of the most important industries in India is the building business. The construction industry is a big part of what 

makes the country's business better as a whole. However, issues about the quality of building are a big problem in 

the Indian construction industry. The real cost of building and labour is going up because of things like a lack of 

skilled workers, badly fitted equipment, and bad plants. The building business needs a lot of workers, and 

construction work is often done in dangerous places. In wealthy countries, technology in building has become more 

and more important quickly. So, growing countries like India need technology in the building business to get more 

work done, better work, faster development, and a lot more. 

 
Objectives of the Study 

The following are the main objectives of the study work. 

1. To find out about different robotic tools that can be used on and off site. 

2. To figure out if technology can work in the building business.  

3. To make suggestions for how technology, both on-site and off-site, can be used in the building business. 

 

REVIEW OF LITERATURE  
 

Here are reviews of past studies on how technology is used on-site and off-site in the building business. Kangari et 

al. (1997) they discussed the four key elements: strategic alliances, effective information gathering, reputation by 

innovation, and technical fusion that fosters the development of unique construction technology in Japan. It has been 

found that as a consequence of the worldwide technology information collecting, the enormous Japanese 

construction businesses are now more cognizant of foreign technology. At a prominent construction firm in Japan, 

long-range technology forecasting, which blends current activities with future visions, has been shown to be the 

crucial link between innovation and business strategy[1]. Van Gassel et al. (2006) researched the wall panel assembly 

performance, they found data about the accidents and problems found because of wall panel assembling or curtain 

wall assembling at great heights in dangerous conditions done manually. After this research, they also carried out 

the study of some different technological companies all over the world developing and using robotics and 

automation for wall assembling. Kajima, Fujita etc. Japanese companies are manufacturing and using robots for 

curtain wall assembling on construction sites. Other such case studies are carried out by the researchers [2]. Elattar et 

al (2008) stated the opportunities and challenges of the utilization of robotics and automation in the construction 

industry. As per the researcher several types of activity are to be done by robotics and automation may help the 

Devang J. Rathod et al., 

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

68882 

 

   

 

 

construction industry, These activities are concrete work, road construction, finishing works, and also in building 

management systems [3]. Bock (2008) outlined many examples of robots and automation used both on and off 

construction sites. His primary focus is on the use of robots and automation in the prefabricated masonry industry, 

the precast concrete business, the wood building industry, and the steel component manufacturing industry [4].  

 

Pachon et al. (2012) described that in the prefabrication and on-site construction stage the use of automation can be 

applied. The prefabrication stage utilized off-site automation and on-site automation is useful for the construction at 

the building site. He further explained two types of robotics for on-site automation. Single-task robots are designed 

for pre-determined activities, like repetitive work. The other type of robot is a multitasking robot which is used on-

site to complete a cycle of several activities [5]. Tambi et al (2014) Construction is a labor-intensive business, and 

work is done there under unsafe and hazardous conditions. Construction businesses in emerging nations like India 

need automation technology like new machinery, electrical gadgets, etc. The issues with construction work, such as 

declining job quality, a lack of manpower, worker safety, and project working conditions. This essay uses qualitative 

research on regional construction businesses in and around Pune to provide data on automation in the Indian 

construction sector. This article discusses various implementation challenges resulting from the qualitative 

investigation.  Identifying the challenges to integrating automation technology in Indian infrastructure projects and 

construction enterprises was the primary goal of this article. In order to boost efficiency and improve the quality of 

their work, modern infrastructure projects and construction companies must adopt automation technology [6]. Yang 

et al (2007) The hesitance of businesses to embrace new technology stems from a combination of not understanding 

the benefits of these innovations and not being able to accurately foresee their competitive advantage. An extensive 

examination of the construction industry's use of technology and overall project performance yielded data from 

more than two hundred significant facility projects.  

 

Eleven hypotheses are presented and analyzed based on four key data class variables: industrial sector, total 

installed cost, public vs. private, and greenfield vs. expansion vs. rehabilitation projects. Research findings on the 

correlation between successful project completion and the use of technology are analyzed. This study's results imply 

that automation and integration technologies may considerably increase project performance in terms of stakeholder 

success, particularly for specific types of projects. This study's findings might help organizations make decisions 

regarding the appropriateness of using technology for certain jobs [7]. Oke et al (2017) did study on the impacts of 

automation on the performance of the construction industry. They also conducted a survey among the many main 

participants in the sector and came to some conclusions on the most significant disadvantages of the usage of 

automation in the sector. These significant issues include high capital costs, workforce relocation, increased 

maintenance, worker emotional stress, and less flexibility [8]. Pan et al. (2018) studied the current situation of public 

housing construction (PHC) in Hong Kong country. As a major demand of PHC in Hong Kong, researchers found 

several problems facing conventional construction techniques through literature, surveys and also through site visits. 

They recommend several types of robotics and automation to find the solutions faced by the current construction 

industry [9]. Jang et al. (2019) have reviewed the offsite construction management process and they concluded that at 

the process level, Building Information Modelling (BIM), and Off-Site Construction (OSC) are to be correlated with 

each other for the working of off-site automation. They also concluded that the OSC is an advanced construction 

method and has many advantages over the traditional method [10]. 

 

Significant Results of the Literature Review 

The following are the important results drawn from the literature review: 

1. Robotics and automation are advanced technologies that have many advantages over conventional construction 

methods. 

2. On-site construction automation may help in workers’ safety, quality of work, the efficiency of work etc. 

3. Off-site automation reduces the on-site activity time as the precast components are directly provided at the site 

due to off-site automation. 

4. At some level, there are several difficulties to adapt automation in the construction industry as high initial cost, 

less skilled workers to operate the automation technologies etc. 
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5. Automation can be used in both off-site and on-site phases, so it is very beneficial to the construction industry 

due to its versatility. 

 
Off-Site and On-Site Automation 

Definition of automation 

Automation is the strategic use of mechanical, electrical, and computer systems to the execution of construction jobs 

with the goals of increasing productivity, decreasing the duration of monotonous operations, and increasing safety. 

Successful project completion is defined by the project management discipline as meeting or exceeding 

predetermined criteria such as cost, quality, safety, etc. A successful project is one in which all of the key metrics are 

optimized to the fullest extent feasible, including but not limited to budget, schedule, quality, productivity, resources 

used, and waste produced. The automation is a step in the right direction, ensuring the project's success.  

 
Advantages of automation 

Several benefits are acquired using automation in the construction industry: 

1. An increase in work quality 

2. A decrease in labour expenses 

3. Savings on improvements to safety and health 

4. Time reduction 

5. Better working circumstances 

6. Enhanced efficiency and production at a lower cost. 

7. Increasing worker and public safety by creating and using machines for hazardous occupations. 

 
Disadvantages of automation 

Some disadvantages are there by using the automation in construction industry are listed below: 

1. Joblessness at the expense of modernity 

2. This results in a flight from the nation 3. It requires a lot of cash to set up and maintain 

3. Expert and skilled handlers or personnel are necessary 

4. Because untrained people cannot be hired, the project's start-up costs go up. 

5. Trained labour are difficult to find and command a higher wage than unskilled employees. 

 
Off-site Automation 

The expansion of the construction industry is primarily characterized by a growing scarcity of trained labour. This 

deficit will have to be offset by greater prefabrication in the production of pre-cast concrete, timber, steel frame and 

brick wall construction components. Another significant benefit of precast concrete pieces is the workforce's 

efficiency on the task. Job efficiency is maximized at the plant level as opposed to the construction site since workers 

on the construction site are not as concerned with more complex activities like moulding, inserting reinforcing steel, 

etc. The shipping cost is about the same for both prefabricated pieces and equivalent volumes of site-mixed concrete. 

Here are some examples of off-site automation for a better understanding of off-site industrial automation 

equipment. 

 

On-site automation 

On-site automation provides various type of activities some of these activities are displayed in the form of image for 

a better understanding of the work of on-site automation at the construction site.  

 
Case Study 

Assembling wall panels with robotic technologies (On-site automation) 

Despite the availability of robotic technology for a variety of applications, robots are only utilized seldom to 

construct wall panels in high-rise structures. These applications may enhance construction site safety and assembly 

process efficiency. Several automated methods have been developed and employed on building sites in recent years. 
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Fig. 12 to 14 show many instances. Large Japanese construction firms are pioneers in the development and 

deployment of such robots. They are primarily concerned with the creation of new single-task robots to accomplish 

tasks that are tough, unclean, or dangerous. The 'Mighty Hand' (KAJIMA Japan) lifts huge panels used in 

construction, such as concrete or glass curtain walls, as seen in Fig. 12. The robot is controlled by a person. BALLAST 

NEDAM developed a mechanized panel assembly system (shown in Fig. 14). A flying scaffold hanging on a tilting 

arm is used to place the panels. This tilting arm is used by the tower crane to lift up the flying scaffold. The grasp of 

the tilting arm is located above the floor where the installation will take place. The flying scaffold is tilted into 

position on the correct floor using its weight. The flying scaffold is then hung after attaching the facade piece to the 

building. This is accomplished by the use of a hydraulic system. When the tilting arm is detached, it may be reused 

for the next flying scaffold. 

 

Automation in timber and steel component production (Off-site automation) 

Flexible automated CADCAM wood element manufacture is enabled by automatic timber positioning systems and 

laser-assisted marking equipment. The maximum level of prefabrication is obtained by mobile home prefabrication, 

which has a prefabrication ratio of 95%, and box unit prefabrication, which has a prefabrication ratio of up to 85%. 

The purpose of a fully automated and robotic steel panel production facility is to produce constructs that are highly 

customized to manufacturing and assembly needs without requiring rework on the construction site (such as cutting 

procedures). Pre-fabrication processes such laser cutting, gas burner cutting, sawing, and drilling are used to create 

the building parts, followed by straightening, metallic cleaning, intermediate and end coating, and thorough 

corrosive protection. These procedures consistently exhibit high standards of excellence. 

Glazing robot Technology on Construction Sites (On-site automation) 
Glass Ceiling Glazing Robot (GCGR) 

Based on the fundamental roles identified via job analysis, the conceptual design of a GCGR may be outlined as 

follows. 

1. A need exists for an aerial lift capable of accommodating an operator and the necessary installation equipment, 

while also possessing sufficient operational reach to attain a height of about 15 metres above the ground. 

2. A multi-degree-of-freedom manipulator is required for the installation of the heavy glass ceiling, which involves 

switching between many operators. The selection of a robot is contingent upon factors such as the dimensions of 

the working environment and the weight-bearing capacity required. 

3. The current system operates in a semi-automated manner in order to adapt to the dynamic nature of the work 

environment. An operator enters the platform of the aerial lift in order to control a multi-degree-of-freedom 

manipulator. The worker's decision-making ability assumes the role of the primary controller for the robot. 

4. In order to assess the capabilities of the worker, external force information is used as the input signal for the robot 

exercise. The regulation of force information, which is dependent on the input signal, must be adjusted in a 

flexible manner to align with the specific exercise requirements of the robot and the age of the operator. 

5. A hoover suction apparatus is used as an end-effector for the manipulation of the glass ceiling. The design of an 

end-effector is modulated in anticipation of the forthcoming alteration of the glass ceiling shape. 

6. The deck of the aerial lift provides support for both the human worker and the robotic system. The safety and 

productivity of workers must be taken into consideration while designing the deck and planning the work 

procedure. 

 

Field Test 

The robotic system under consideration has been designed for the purpose of constructing the soffit, which refers to 

an outer structure resembling a glass ceiling, as seen in Fig. 19. The glass ceilings are installed at a height of 15 

metres, and their dimensions are 3000mm x 1500mm with a weight of 150kg. The suggested handling procedure may 

be summarized as follows, based on the job planning. 
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The use of an airborne work platform onto which the envisaged robotic system is affixed. 

1. Placing the glass ceiling onto the terrace. 

2. Elevate the metaphorical barrier known as the glass ceiling that exists inside the framework of societal structures. 

3. The glass ceiling should be installed and the job should be completed.  

 

Prior to raising the deck, a single fragment of the glass ceiling is positioned onto the deck. Subsequently, in 

accordance with the prescribed deployment strategy, the robot proceeds towards the designated installation location. 

Subsequently, the installation commences in accordance with the predetermined procedure. 

 
BIG CANOPY by Obayashi (On-site automation) 

The primary distinguishing attribute of the system is its expansive canopy, a temporary roof structure designed to 

withstand all weather conditions. This canopy is supported by four corner supports and extends beyond all four 

corners of the whole work site. As the construction of the skyscraper progresses, the canopy is elevated. Once the 

construction of the building is completed and it reaches its maximum height, the canopy is disassembled, and the 

surrounding framework is gradually lowered using jacks.  

 

CONCLUSION 
From the literature surveys and case studies discussed above there are some conclusions can be derived as given 

below: 

1. On-site automation may help to do dangerous activities with high accuracy, so the safety of workers and quality 

of work can be maintained. 

2. On-site automation reduces the time of construction, increases the speed of construction, and provides a very 

small number of errors due to human errors. 

3. On-site automation facilitates the work with machines, less number of workers, and without losing productivity. 

4. Off-site automation enables to manufacture of several construction items in the industry itself, so the on-site work 

may reduce. 

5. Off-site automation-produced materials are made with high accuracy so the possibilities of errors on-site are also 

reduced. 

6. Both Off-site and On-site automation is accelerating the speed of construction, with good-quality work and fewer 

errors. 
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Fig. 1. Precast concrete element manufacturing 

automation. 

Fig 2. Precast wall frame manufacturing. 

 
 

Fig 3. Structural steel element manufacturing. Fig 4.Structural wooden element manufacturing. 

  
Fig 5. Concrete work by robotics. Fig 6.Concrete floor finishing robot. 
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Fig 7. Road construction automation Fig 8. Paver block. 

 

 

Fig 9.Brick laying Automation. Fig 10.Plastering automation. 

 
 

Fig 11. Painting Automation. Fig 12.Wall installation robot in action by Kajima 

Corporation. 

 
 

Fig 13.Multi-joined handling robot for exterior material Fig 14.A mechanized panel assembly system. 
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installation. 

  

Fig 15.Multifunctional robotic wooden wall production 

unit. 

Fig 16.Automated and robotic steel panel production 

facility. 

 
 

Fig 17.Design of GCGR. Fig 18.Field test of GCGR. 

 

Fig 19. Big Canopy automated construction mechanism. 

 

 

 

 

 

 

Devang J. Rathod et al., 

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

68889 

 

   

 

 

 
 

Unsupervised Deep Learning Approach for Video Retrieval using Image 

Query 

 
Namrata Dave1* and Mehfuza S. Holia2 
 

1G H Patel College of Engineering and Technology,Gujarat, India. 
2Birla Vishwakarma Mahavidyala, Gujarat, India. 

 

Received: 30 Dec 2023                             Revised: 09 Jan 2024                                   Accepted: 12 Jan 2024 

 

*Address for Correspondence 

Namrata Dave 

G H Patel College of Engineering and Technology, 

Gujarat, India. 

Email: namrata.dave@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

A large amount of digital content is generated every hour in the form of text, images, and videos through 

day-to-day online activities worldwide. To efficiently process this vast volume of video content, cost-

effective techniques are necessary for quickly extracting meaningful information. This paper aims to 

address the problem of content-based video retrieval using unsupervised deep learning, employing a 

proposed Auto Encoder Model on a collection of videos recorded from Gujarati News Channels. To 

expedite video processing, key frames are extracted from each video, followed by feature extraction and 

retrieval using the proposed Deep Denoising Auto encoder Model. The performance of video retrieval is 

evaluated based on a query set consisting of image queries. Extensive experiments are conducted on the 

model to assess and enhance the video retrieval performance using image queries, demonstrating 

superior performance compared to state-of-the-art video retrieval methods on news video datasets. 
 

Keywords: Deep Learning, Auto Encoders, Video Retrieval, Unsupervised Learning. 

 

INTRODUCTION 
 

Image retrieval using deep learning with image queries has been widely explored. Researchers nowadays are 

focusing on large-scale retrieval of videos or images using various query types such as text, audio, image, or video 

clips [1][2][3]. When dealing with large collections of images or video frames, conventional systems often struggle to 

perform well with state-of-the-art retrieval methods. Consequently, Content-Based Video Retrieval (CBVR) 

approaches utilizing deep learning architectures have gained prominence across diverse fields such as news videos, 

sports videos, and movie videos. Videos cover a wide range of genres, including entertainment, sports, news, 

multimedia messages, tutorials, lectures, and e-learning content. These videos typically contain various elements 

such as text, objects, shapes, textures [3], and more, which function as fundamental components for retrieval systems. 

The process of retrieving information from digital videos entails tasks like indexing, retrieval, querying, and 
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browsing. To efficiently extract content from videos, automation plays a crucial role. In literature, it is not found 

where auto encoder is used for video retrieval task for unsupervised learning so far. In proposed approach with 

unsupervised deep learning approach for video retrieval, a model using auto encoder is used to extract image 

features in compact form and further the features are used for the task of video retrieval for the given query image. Auto 

encoders represent a distinct category of neural network architectures, characterized by their ability to produce 

output identical to the input. They undergo unsupervised training, with the primary objective of acquiring highly 

detailed representations of the input data at an exceptionally low level. These foundational features are subsequently 

reconstructed to reconstruct the original data. Essentially, an auto encoder operates as a regression task, where the 

network's goal is to predict its own input, effectively modeling the identity function. These networks exhibit a 

narrow bottleneck, consisting of only a few neurons in the middle, compelling them to generate efficient 

representations that compress the input into a low-dimensional code. This code is then used by the decoder to 

reproduce the initial input data. 

 

LITERATURE REVIEW 

 
Significant research has been conducted in the domain of content-based video retrieval in recent years. Conventional 

approaches were computationally expensive. With technological advancements, researchers have introduced novel 

approaches in this area. The initial step in managing video content is video parsing. Designing content-based video 

retrieval systems involves five main components [1]: (1) Dividing the video into segments based on its organizational 

structure; (2) Identifying suitable algorithms for extracting low-level feature vectors; (3) Utilizing similarity-based 

searching techniques to compare video segment feature vectors with query features; (4) Addressing queries across 

extensive video sequences; and (5) Presenting the results or result lists. Videos can be characterized by spatial, 

temporal, or spatial-temporal attributes. Spatial domain video data features are extracted from video frames based 

on pixel information within a region, with the relationships serving as descriptors Temporal domain attributes play a 

pivotal role in the segmentation of videos, allowing for the division of video content into frames, shots, scenes, and 

video segments. Within video data, a diverse array of audio and visual characteristics can be found, encompassing 

elements such as color, texture, edge details, motion vectors, loudness, pitch, and more [4-8]. 

 

In case of textual information present in video clip, the text data which are continuously being displayed for certain 

time gives some important information about what is currently being viewed. This type of information is normally 

present in broadcast news video. Some of the shots in news video are having text regions which are being displayed 

for long duration to give idea about current topic of news, place, event, or personality in news, etc. Some of the 

broadcasted videos contains closed caption (CC) information which is very useful for text query-based video 

retrieval. The close caption track is having texts to be displayed to viewers in synchronization with videos do not 

contain such text captions which makes retriev al task difficult[9][10]. Along with video retrieval, computationally 

efficient indexing of video collection is very important task to be done for management of video documents. Video 

indexing can be done like document indexing. Traditional methods of indexing are not much useful for vast video 

database. Numerous methods have been proposed for semiautomatic or automatic indexing of video documents. 

Video indexing methods are either based on single features such as visual, audio, textual, etc., or multimodal [11-

13][21]. Multimodal indexing combines multiple representative features of videos. Kulkarni et al. [14] proposed a 

method using video clips as input queries to achieve high-quality content-based video retrieval by identifying 

temporal patterns within video content. They integrated efficient indexing and sequence matching techniques based 

on discovered temporal patterns to reduce computational cost and enhance retrieval accuracy, respectively. 

 

Video Structure 

Videos can be conceptualized as collections of scenes. Fundamentally, videos are described using components like 

scenes, shots, and frames. Frames constitute the fundamental unit of videos. Shots are collections of frames captured 

in a single camera action, with frames within a shot sharing similar image features. Scenes, on the other hand, can be 

composed of a single or multiple shots. 
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As depicted in Figure 1, each video comprises various scenes, with each scene consisting of one or more shots. Scene 

changes and shot changes are illustrated in Figure 1. Visually similar frames constitute a shot. 

 

Deep learning approaches for Video Retrieval 

Mühling et al. [3] proposed deep learning approaches for effective video inspection and retrieval. They introduced 

efficient algorithms for concept detection and similarity searching using a multi-task-based learning approach that 

shares network weights. Their research introduced a novel method for rapid video retrieval in media production, 

along with components for novel visualization. They achieved an average precision of approximately 90% for the 

top-100 video shots using concept detection. Their approach employed pre-trained CNN models based on visual 

recognition tasks for similarity search and concept detection. Noh et al. [15] introduced the DELE local feature 

descriptor for large-scale image retrieval tasks. This new feature is rooted in convolutional neural networks, trained 

exclusively with image-level annotations on a landmark image dataset. An attention mechanism for key point 

selection was proposed, sharing most network layers with the descriptor. The system produces reliable confidence 

scores to reject false positives, particularly robust against queries without correct matches. DELE demonstrated 

superior performance to state-of-the-art global and local descriptors in large-scale settings. Lange et al. [16] explored 

the effectiveness of deep auto encoder neural networks in visual reinforcement learning tasks. Their framework 

combined deep auto encoder training (for compact feature spaces) with batch-mode reinforcement learning 

algorithms (for learning policies). Emphasis was placed on data efficiency and analyzing feature spaces constructed 

by the deep auto encoders. These spaces demonstrated the ability to capture existing similarities and spatial relations 

between observations, facilitating the learning of useful policies. Wang et al. [17] investigated the dimensionality 

reduction capability of auto encoders. Experiments were conducted on synthesized data for intuitive understanding, 

as well as real datasets like MNIST and Olivetti face datasets. Results showcased that auto encoders can indeed learn 

distinct features compared to other methods. 

 

Auto encoders Architecture 

A typical auto encoder architecture consists of three primary components, as illustrated in Figure 2. The first 

component is the encoding architecture, comprised of a series of layers with a decreasing number of nodes, 

ultimately leading to the creation of a latent view representation. The second component is the latent view 

representation, which serves as the lowest-level space where inputs are compressed while preserving essential 

information. The third component is the decoding architecture, which mirrors the encoding architecture but with an 

increasing number of nodes in each layer, ultimately producing an output that closely resembles the initial input. A 

well-tuned auto encoder model should have the capability to faithfully reconstruct the same input data that was 

initially passed through the first layer. Auto encoders find widespread use in image-related applications, such as 

Feature Extraction, Dimensionality Reduction, Image Compression, Image Denoising, and Image Generation. There 

are various types of auto encoders, including denoising auto encoders, convolutional auto encoders, stacked auto 

encoders, and more. Auto encoders represent a specialized category within deep learning neural network 

architectures, primarily employed in unsupervised learning tasks. One of the primary advantages of using auto 

encoders lies in their capacity for dimensionality reduction, data compression, and retrieval. Denoising auto 

encoders offer a distinctive approach by not merely duplicating input data. Instead, they introduce noise to the input 

image before feeding it into the network. In the case of denoising auto encoders, the initial input, denoted as 'x,' 

undergoes a corruption process to create a corrupted version 'x̃' through a stochastic mapping, as illustrated in 

equation 1. 

 

x˜∼qD(x˜|x)           (1) 

Intermediate representation is given by in equation 2 where W is weight and b is bias. 

 

y=𝑓θ(x˜) =s(Wx˜+b)           (2) 

 

Output image is reconstructed using equation 3. 

z=𝑔θ′(y)                  (3) 
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The parameters θ and θ′ are trained with the objective of reducing the average reconstruction error across a training 

dataset. The reconstruction error, often referred to as loss, can be formally defined as described in equation (4), 

where xk represents a training example and zk represents the predicted value. 

 

(4) 

 

The primary aim in this context is to reduce the reconstruction error, which essentially involves maximizing a lower 

limit on the mutual information between the input variable X and the acquired representation Y. Achieving a high-

quality reconstruction of the input implies that a substantial portion of the original information contained in the 

input data has been preserved. 

 

Experimental Details 

In our novel deep learning method designed for video retrieval utilizing image queries, we begin by initially 

extracting pivotal frames from the established dataset. As depicted in Figure 3, these key frames are gathered after 

the removal of advertisements and are subsequently inputted into the auto encoder architecture for training 

purposes. The well-trained encoder model is employed to extract features from the news video dataset, and these 

features are stored independently to facilitate matching with query features. A series of experiments involving 

various parameter configurations were conducted to ultimately identify the most effective model. The ensuing 

sections will elaborate on each phase of the video retrieval process.Dataset We conducted experiments on a dataset 

compiled from continuous recordings over a span of two days, encompassing three Gujarati language channels: ETV 

News, DD 11, and Sandesh News. Additionally, we included several video recordings from TV9 and DD Girnar in 

our dataset. In total, the dataset comprises approximately 90 hours of video content, all of which are in the mp4 

format. The proposed approach was evaluated for the task of news video retrieval based on image queries, 

specifically utilizing the Gujarati News Video dataset. For this evaluation, the input frames of the videos were 

resized to dimensions of 128 x 128 x 3 before being processed by the encoder. 

 

Key frame Extraction 

The automated technique employed to identify changes between shots within a video scene is known as video shot 

boundary detection. This Shot Boundary Detection (SBD) method has gained widespread usage in recent times, 

finding applications in video summarization, video indexing, video data mining, and more. Typically, one or more 

frames from each shot are chosen to serve as representatives of the shot's content, referred to as Key Frames. In the 

proposed approach, as depicted in Figure 3, an efficient Key Frame Extraction method [19] is utilized. This method 

relies on a visual information-based approach that utilizes histogram differences and ranking to extract key frames. 

The selection of one or more key frames per shot is aimed at reducing the overall computational demands of the 

proposed system [19]. 

 

Advertisement Detection and Removal 

To In order to attain highly accurate results while training the model with a limited dataset, we adopted a transfer 

learning strategy. Specifically, we employed the Alex Net model to train on a dataset comprising key frames 

extracted from news and advertisement frames sourced from DD Girnar, ETV Gujarati, TV9 news, and Sandesh 

channels. Leveraging the pre-learned weights of this well-established network, which had been originally trained on 

an extensive dataset, our proposed approach achieved excellent results when incorporating new data into the 

training process. To optimize results, we conducted experiments employing various models and different layers to 

generate outcomes. In a prior publication [20], we detailed experiments carried out using the pre trained Alex Net 

model for both training and classification, presenting the corresponding results. In pursuit of enhanced accuracy 

without compromising training time, we pursued an alternative transfer learning method involving Alex Net as a 

feature extractor, coupled with SVM as the classifier. In image classification, we utilized Support Vector Machine in 

conjunction with Bayesian optimization to enhance classification performance. Notably, the Alex Net-based 

approach for advertisement detection, as implemented in our unsupervised video retrieval task, yielded an 

impressive accuracy rate of 99.2 percent when applied to the news video dataset [20]. 
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Training and Feature Extraction using Auto Encoders 

Auto encoders are frequently employed architectures in unsupervised deep learning applications, including tasks 

like image compression, reconstruction, and retrieval. In the suggested unsupervised deep learning method for video 

retrieval, an auto encoder model is utilized to condense image features into a compact representation. As illustrated 

in Figure 3, the auto encoder architecture utilizes key frames that have been collected after the removal of 

advertisements for training. The training of the encoder model involves experimenting with various parameters, 

including epochs, batch size, and optimization functions, to enhance its performance. Subsequently, features are 

extracted using the well-trained encoder model and stored for future matching with query features. The employed 

auto encoder model is a denoising convolutional auto encoder, comprising three convolutional layers with varying 

kernel sizes and three max pooling layers, as depicted in Figure 4. Denoising auto encoders offer significant 

advantages, as they not only extract meaningful information during training but also enable efficient image 

reconstruction with minimal information loss. As highlighted in Figure 4, the encoder model consists of a total of 

seven layers designed to process the input frame. The initial layer, serving as the input layer, takes in a frame with 

dimensions of 128x128x3 and forwards it to the subsequent layer. Figure 5 illustrates how filters determine the 

number of kernels to convolve with the input volume, resulting in the generation of 2D activation maps, as shown in 

the same figure. Additionally, Figure 6 showcases the outcomes of the filter application to the image, considering 

padding as well. The process of convolution involves applying a kernel to the input image, as depicted in Figure 5, 

which can be described using Equation 5. Here 𝑥 𝑖, 𝑗  is the original image, 𝑦 𝑖, 𝑗  is the image obtained after 

convolution of the input image with kernel w of size m x n, 1≤ 𝑘 ≤ 𝑚, 1 ≤ 𝑙 ≤ 𝑛. In the third layer, we employ max-

pooling with a 2x2 filter and 'same' padding, resulting in an output size of 64x64x16. Max-pooling in this context 

serves the primary purpose of reducing the dimensions of the input representation. This operation operates by 

determining the maximum value within each patch of the feature map. In fourth layer, again 8 convolution filters of 

kernel 3x3 and activation ‘ReLU is applied on the output generated from the third layer which generated output 

dimensions of 64x64x8 where padding is used to generate similar size output. ReLU stands for Rectified Linear Unit. 

The main advantage of using the ReLU over other activation functions is that RELU does not activate all the neurons 

at the same time. The neurons will only be deactivated if the output of the linear transformation is less than 0. 

Activation function relu is defined by equation 6. 

 

𝑓 𝑥 = max(0, 𝑥)           (6) 

 

In the fifth layer, max pooling with size 2x2 was applied which generated 32x32x8 dimensions of feature maps. In the 

following layers i.e., layer sixth and seventh, 8 convolution filters of kernel 3x3 with activation function ‘ReLU’ and 

max pooling of size 2x2 are applied, respectively. Padding is applied in the sixth layer to generate an output size of 

32x32x8. The output of the seventh layer is 16x16x8 which is named as encoder layer. The feature map generated for 

the image shown in Figure 7(a) using the encoder layer is shown in Figure 7(b). For the model with encoder, total 

params are 2192 and Trainable params are also 2192 which includes parameters from layer2 conv2d_1, layer 4 

conv2d_2, and layer 6 conv2d_3. For the model with encoder and decoder both, the total parameters are 4,963 and 

trainable parameters are also 4,963. 

 

𝐿𝐻 = − [𝑥𝑘 𝑙𝑜𝑔𝑧𝑘 + (1 − 𝑥𝑘)log(1 − 𝑧𝑘)]𝑑
𝑘=1                                 (7) 

 

The objective function for the convolutional auto encoder is binary cross-entropy which is also considered as a cost 

function for the model which is given by Eq.7. The stochastic gradient descent (SGD) method to train the model as 

given in the following section and randomly initialize the weight parameters of each layer. Activation function used 

here is rectified linear unit (Relu) and optimizer is stochas-tic gradient descent method with learning rate=0.01, 

momentum=0.9 in training. The model is experimented well with different combination of optimizers, epochs, and 

other hyper parameters to optimize performance. Model performance in terms of Accuracy is shown in figure 8 for 

initial experiment with epochs 100 and batch size 5.From the extensive experiments performed with encoder, it is 

observed that stochastic gradient descent optimizer yields better performance with epochs size more than 500and 
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batch size 32 while training encoder model for the data set used. As seen in figure 9, performance of proposed 

approach improves with increasing epochs while training. 

 

In the proposed approach, query images undergo a similar feature extraction process as training frames. Similarity 

between query features and stored dataset features is computed to retrieve similar video clips from the dataset. The 

results of a query and the first four retrieved video clip results are illustrated in Figure 10. Figure 11 displays the 

average precision values obtained for varying numbers of queries from the query set. The proposed system was 

tested on a machine equipped with an NVIDIA GPU TITAN Xp obtained through research funding. The success of 

our research lies in the remarkable performance achieved by the unsupervised deep learning approach utilizing 

Deep Denoising Auto encoders. With a Mean Average Precision (MAP) of 92.35%, our approach has demonstrated 

its prowess in enhancing video retrieval accuracy. This achievement holds particular significance when compared to 

the performance of the well-established Content-Based Video Retrieval (CBVR) method, which attained a MAP of 

90% for English language Concept Retrieval, with a dataset consisting of 100 shots [3]. The 2.35% performance gain 

that our Deep Denoising Auto encoders exhibit over the CBVR approach underscores the effectiveness of leveraging 

advanced neural network architectures for video retrieval tasks. This gain translates into more precise and relevant 

retrieval outcomes, thus enhancing the utility of the video retrieval system. The implications of this performance 

difference are profound. A higher MAP indicates the ability of our approach to deliver more accurate and relevant 

video suggestions in response to user queries. This is crucial in various applications, such as media content 

recommendation, where improving user satisfaction through more accurate suggestions is paramount. Further more, 

our approach's ability to outperform CBVR while using unsupervised learning techniques demonstrates its 

adaptability and robustness. The achieved results not only validate the potential of Deep Denoising Auto encoders in 

video retrieval but also suggest avenues for further research in enhancing retrieval systems through deep learning. 

 

CONCLUSION 
 

The proposed unsupervised deep learning approach utilizing deep denoising auto encoders demonstrates robust 

performance in video retrieval tasks. An impressive Mean Average Precision (MAP) of 92.35% was achieved using 

this approach on a news video dataset. The system's evaluation was based on a query set designed for news story 

retrieval. The results exhibit significant improvements over existing state-of-the-art methods. 
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Figure 1. Video Structure Figure 2. Auto encoder 
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Figure 3.video retrieval using auto encoder approach Figure 4. Architecture of Encoder 

 

 
Figure 5 Conv2D parameters [22] 

 

Figure 6. 3×3 kernel applied to an image with 

padding 

(a)           (b) 
 

Figure 7(a) Video frame used in training of size 128 x128x3 

(b) Predicted code generated with encoder reshaped from 

the original shape 16x16x8 

 

Figure 8.Model Accuracy for 100 epochs and 5 

batches 

 

 

 

Figure 9. Performance Improvement with increasing epochs 
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Figure 10. Results of News Story clip Retrieval forgiven Query image 

 

Figure 11.Performance of Image Query based video retrieval 
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Voice-coding has been found importance in the vicinity of next generation modern wireless 

communication and digital audio as well as voice processing. voice-coding is the art of renovating the 

voice signal in a more dense form, which can be broadcasted with a small numbers of binary digits. 

Linear Predictive Coding is an extensively utilized technique in audio as well as Voice signal processing. 

It has create  particular use in voice-signal Compression, allowing for very high density rate. This Paper 

talk about about two speech segments sampled at 22KHz and Windowed, Log, L.P. Spectrum with L.P. 

residual for different L.P. order for Rectangular, Hamming, Hann window and found both source and 

system information through envelope of the spectrum and spectral ripples. The common observation that 

can be made from observing the spectrum of the Linear predictive coding is that Cor-relation being 

gradually removed in the 'L.P. residual' signal as the 'L.P. order' is raised, and  'L.P. residual' signal for an 

'L.P. order' of 10 or above removes most of the correlations in the input signal, and the resulting signal 

looks like a train of impulses. The 'L.P. log spectrum' approximates the short-time spectral envelope i.e. 

formants better with increased Linear Prediction order. 
 

Keywords: Linear Predictive Coding, Log Spectrum, L.P.C. co-efficient, L.P.C. Synthesis 

 

INTRODUCTION 

 
Wireless communication (W.C.) is an emerging field which has seen enormous growth in last few years. The huge 

uptake rate of mobile phone technology and exponential growth of the Internet of Things have resulted in the 

increasing demand of the Voice coder which can compress the data & transmit it with a fewest number of bits. As far 

as Growth in Next generation modern wireless technology connected with the up gradation in voice coder, 4 th  & 5th 

generation wireless system is popular in world market due to their low bit rate voice coder only. The 4 th  & 5th 

generation W.C. systems were proposed to provide interactive multimedia communication incorporating tele-

conferencing, internet access and variety of other services that become feasible with low complex, low cost, lower bit 
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rate & less processing delay[1,2].While designing any particular voice coder for N.G. modern wireless technology, 

this listed attributes play a vital role. Voice-coding is defined as the procedure of shrinking the bit rate of digital 

voice-speech signal representation for communication or storage while maintaining a speech (voice) quality 

adequate for the application. In general, it is the way to represent the speech (voice) signal with the fewest number of 

bits, while maintaining a sufficient level of quality of the retrieved or synthesized speech with reasonable 

computational complexity. To achieve high-quality speech at a low bit rate one can apply coding algorithm 

(sophisticated method to reduce the redundancies from the voice-speech signal). Low bit rate voice-speech 

technology is a key factor in meeting the ever-increasing demand for new digital wireless communication services[7]. 

Impressive progress has been made during recent decades in coding voice with high quality at low bit rate and low 

cost. In today's N.G. Modern wireless communication we can offer high quality over cellular channel at data rate less 

than 4kbps. L.P.C is a method to represent and analyze human voice. it is widely utilized technique in audio/voice 

signal processing. It has found particular use in voice signal compression, allowing for very high density rate. Linear 

prediction (L.P.) forms an integral part of almost all modern day voice coding algorithms[4,8]. The fundamental idea 

is that a speech sample can be approximated as a linear combination of past samples. Within a signal frame, the 

weights used to compute the linear combination are found by minimizing the mean-squared prediction error; the 

resultant weights, or linear prediction coefficients (L.P.Cs), are used to represent the particular frame. L.P. can also be 

viewed as a redundancy removal procedure where information repeated in an event is eliminated. After all, there is 

no need for transmission if certain data can be predicted. By displacing the redundancy in a signal, the amount of 

bits required to carry the information is lowered, therefore achieving the purpose of compression[3,6]. 

 

Linear prediction analysis and synthesis 

Fig.1 represents the block diagram showing L.P.C co-efficient obtained from input voice signal. First, the I/P  signal is 

divided into a frame duration of 20ms duration followed by windowing to remove discontinuity & taper down the 

edge. After windowing voice signal is given to linear predictor to find out L.P.C co-efficient. Thus, instead of 

transmitting the PCM samples, parameters of the model are sent to achieve compression[8,10].As shown in Fig.1 

compression of the voice file from the original voice file based on L.P.C can be done in seven steps as below:- 

 

Speech file 

This is a speech file in .wav form. This may be any arbitrary speech file given as an input to the next module.  

 

Divide into the frames 

This module will divide each .wav file into 20-30 ms frames. Each frame generated in this way will be given as input 

to the next module for its analysis. The frames obtained in this way are given as input to the function.  

 

Find parameters 

This module will collect some of the data required for regenerating the original input signal (voiced/unvoiced, gain, 

pitch). High amplitudes of the voiced sounds and high frequency of the unvoiced sounds will be used to determine 

whether a sound is voiced or unvoiced. An algorithm called the Average Magnitude Difference Function (AMDF) 

will be used for pitch period estimation. The gain of the filter will also be determined.  

 

L.P.C technique 

This module will generate the remaining data required to reconstruct the original voice signal. This data is the 

coefficients of the synthesis filter. These are to be calculated using the Autocorrelation method. In this method using 

the concept of minimum prediction error, a matrix is obtained where the variables are the filter coefficients. The 

solution of the matrix obtained in the Autocorrelation method will be found using the efficient Levinson Durbin 

algorithm. This algorithm can be used because of the special properties of the Autocorrelation matrix. It reduces the 

complexity of multiplication[5,8]. 
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Regenerate frames 

This module will consist of the synthesis filter. The synthesis filter will receive input. The excitement signal will be 

passed through the filter to produce the synthesized speech signal.  

 

Reconstruct signals 

In this module, the frames are put back together to reconstruct the original signal. Source filter model for sound 

production. 

 

Compressed Speech file-This is the final output as shown in Fig.1.It will be compared with I/P. & analyzed 

accordingly.  

 

L.P.C analysis 

The Fig.2 illustrate  a block diagram of an L.P.C analysis, where S is the input signal, g is the gain of the residual 

signal and a is a vector containing the L.P.C coefficients to a specific order. The size of the vector depends on the 

order of the L.P.C analysis. Bigger order means more L.P.C coefficients and therefore better estimation of the vocal 

tract[9,10]. 

 

L.P.C estimation  

L.P.C estimation calculates an error signal from the L.P.C coefficients from L.P.C analysis. This error signal is called 

the residual signal which could not be modeled by the L.P.C analysis. This signal is calculated by filtering the 

original signal with the inverse transfer function from L.P.C analysis. If the inverse transfer function from L.P.C 

analysis is equal to the vocal tract transfer function then the residual signal obtained from the L.P.C estimation equal 

to the residual signal which is put into the vocal tract. In that case, residual signal equal to the impulses or noise from 

human speech production. The Fig. 3 characterize a block diagram of L.P.C estimation where S is the input signal, g 

and a is calculated from L.P.C analysis and e is the residual signal for L.P.C estimation[9,10].  

 

L.P.C-synthesis 
L.P.C synthesis is used to reconstruct a signal from the residual signal and the transfer function of the vocal tract. 

Because the vocal tract transfer function is estimated from L.P.C analysis can this be used combined with the 

residual/error signal from L.P.C estimation to construct the original signal. Fig. 4 portray the block diagram of L.P.C 

synthesis where e is the error signal found from L.P.C estimation and g and a from L.P.C analysis[9,10]. 

Reconstruction of the original signal s is done by filtering the error signal with the vocal tract transfer function 

respectively. finally both the output are combined via an L.P.C synthesizer to get the required W.B. signal. Input 

signal before L.P.C analyzer, input signal after L.P.C synthesizer with the error signal is depicted in Fig.5. 

 

Analysis of the  Linear Prdictive coder (L.P.)  for various types of windowing techniques  with observations 

Two audio file Ex.1 & Ex.2 are sampled at 22KHz. Spectrum might be changed as per selection of Sampling 

frequency. All analysis are done for Rectangular, Hamming & Hann windo(All window Sizes are 512 Samples). The 

Windowed Waveform signal, Log Spectrum, L.P. Residual and the L.P. Spectrum are as shown in Fig. 7 to 22. for 

different windowing techniques. One common observation that can be found from analysis is that the 'L.P. log 

spectrum' approximates the short-time spectral envelope (formants) better with increased Linear Prediction( L.P.) 

order. one another observation is that as the 'L.P. order' is increased to near about 40, the 'L.P. spectrum' tries to 

approximate the short-time spectral envelope more closely thereby approximating peaks due to pitch harmonics. 

From the cor-relation point of view by observing the correlations in the input segment of voice one can say that  it 

being gradually removed in the 'L.P. residual' signal as the 'L.P. order' is raised, and  'L.P. residual' signal for an 'L.P. 

order' of 10 or above removes most of the correlations in the input signal, and the resulting signal looks like a train of 

impulses. 
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CONCLUSION 

 
In the recent Scenario of advancement in next generation modern  wireless technology there is an indeed demand of 

Voice coding which compress data and transmit it with less number of bits to take advantage in terms of storage. 

Linear Predictive Coding is an extensively utilized technique in audio as well as Voice signal processing. It has create  

particular use in voice-signal Compression, allowing for very high density rate. From the analysis performed for 

various windowing techniques for various Linear Prediction (L.P.) order starting from 1 to 40 one can say that 'L.P. 

log spectrum' approximates the short-time spectral envelope (formants) better with increased L.P. order. One 

common observation that is made from the whole analysis is that  as the 'L.P. order' is increased to near about 40, the 

'L.P. spectrum' tries to approximate the short-time spectral envelope more closely thereby approximating peaks due 

to pitch harmonics. 
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Fig. 1 L.P.C co-efficient obtained from Input Speech 

Signal [some part adapted from [10] 

Fig. 2 L.P.C analysis 
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Fig. 3 L.P.C estimation Fig. 4 L.P.C synthesis 

 
 

Fig. 5 Input signal before L.P.C analyzer, input signal 

after L.P.C synthesizer with the error signal e(n) [9,10]. 

Fig.6 Ex1.wav 

 
 

Fig.7 Ex2.wav 

 

Fig.8 Windowed Spectrum for Rectangular Window 

of Size 512. 

 

 
Fig.9 Log Spectrum for Rectangular Window of Size 512. Fig.10. L.P_Order_1_Rectangular_window 
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Fig.11. L.P_Order_10_Rectangular_window Fig.12. L.P._ Order_20_Rectangular_window 

  

Fig.13. L.P._Order_40_Rectangular_window Fig.14. Windowed Spectrum for Hamming Window 

of Size 512 

 
 

Fig.15. Log Spectrum for Hamming  Window of Size 512 Fig.16.L.P_Order_1_Rectangular_window 

 
 

Fig.17.L.P._Order_10_Rectangular_window Fig.18. L.P._Order_20_ Hamming window 
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Fig.19. L.P._Order_40_ Hamming window Fig.20. Windowed Spectrum for Hann Window of 

Size 512 

  
Fig.21. Log Spectrum for Hann Window of  Size 512 Fig.22. L.P._Order_1_Hann_ window 

 
 

Fig.23. L.P._Order_10_Hann_ window Fig.24. L.P._Order_20_ Hann_window 

 
Fig.25. L.P._Order_40_Hann_window 
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White blood cells, or leukocytes, can unexpectedly spread throughout the bone marrow and blood, 

resulting in blood cancer or leukaemia. It affects kids and teens more frequently than any other illness. By 

looking at the patient's blood smear under a microscope, haematologists can identify leukaemia. It can 

identify and categorise leukaemia by counting blood cells and looking at biological characteristics. 

However, the manual method used to diagnose leukaemia is exceedingly time- and labour-intensive. 

Machine learning, deep learning, and expert systems are many computer-aided practical approaches in 

computer science that can improve the accuracy and speed of detection and classification of leukaemia 

blood cells in comparison to the outcome produced by human analysis (manual technique). This paper 

provides thorough review of the diagnosis and Classification of the acute leukaemia, including image 

segmentation, feature extraction, feature selection, and classification approaches, are thoroughly 

analysed in this study. Based on the type of classification step, all diagnosis and classification methods 

can be divided into four groups: traditional methods (ML), Deep Neural Networks (DL) methods, Expert 

system methods, and mixture approaches (ML + DL). Based on the review some of the future scope of 

work is also outlined. 
 

Keywords: Acute Leukaemia, Machine Learning, Deep learning, Expert System 

 

INTRODUCTION 

 

A very important part of the body, blood carries minerals, oxygen, and carbon dioxide to the entire body, among 

other bodily activities. Red blood cells (RBC), white blood cells (WBC), and platelets make up the majority of blood 

[1, 2]. Automatic identification, classification, and diagnosis of haematological illnesses are challenging and 
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important tasks in the field of medical image processing. Leukaemia is a haematological illness that develops in the 

bone marrow and causes an increase in the number of immature white blood cells known as "Blasts," which are fatal 

if left untreated within a few weeks. Leukaemia is primarily brought on by exposure to high radiation dosages, 

electric and magnetic fields, hereditary factors, or chemical dissolvent [3]. The presence of too many blast cells in 

peripheral blood is one of the most significant signs of leukaemia. Haematologists commonly analyze blood cells 

under a microscope to properly identify and categorise blast cells for this reason. The discussion of blood cell type’s 

forms of Leukaemia, and a step-by-step process for classifying Leukaemia photographs is included in the following 

sections to help readers understand Leukaemia better. 

 

Types of Leukocytes/ White Blood Cells  

Based on Blood Cells functional and physical characteristics it divides as: monocytes, lymphocytes, basophile, 

eosinophil, neutrophil [4].Lymphocytes: T cells, natural killer cells, and B cells make up lymphocytes, which protect 

against viral infections and create proteins that aid in the fight against infection (antibodies). 

Neutrophils: By eradicating bacteria, fungus, and foreign debris, they defend the human body against illnesses. 

Monocytes: Clear away harmed cells to protect against infection. 

Basophils: Causes allergic reactions such as runny nose, coughing, and sneezing. 

Eosinophils: Eosinophils help basophils with human allergy reactions and can recognize and kill parasites and 

cancer cells. Below Fig 1. Shows images of different types of WBC.    

 

Types of Leukaemia 

Based on the Blood Cells development and how quickly disease growth it categorizes in two types:  Acute 

Leukaemia and Chronic Leukaemia. 

Acute Leukaemia cells growth very quickly. The number of Leukaemia cells increases rapidly, and these abnormal 

cells don’t do the work of normal white blood cells. Acute Leukaemia comprises of a large number of Leukaemia 

which differ in etiology, pathogenesis, morphology, course and prognosis. Acute Leukaemia contains more than 20% 

blasts in the peripheral blood/ bone marrow. Leukaemia detection can be treated as the crucial task, as it is necessary 

to diagnose the RBCs/WBCs/Platelets rather than the diagnosis organs. 

 

Chronic Leukaemia cells growth slowly. The Leukaemia cells work almost as well as normal white blood cells. At 

very first time, people will not feel sick and the first sign of illness may be abnormal results on a routine blood test. If 

not treated, the Leukaemia cells may later crowd out normal blood cells.Identification of Leukaemia as either 

lymphoblastic or myelogenous, depending on the type of White Blood Cell influenced on human body.If the 

influenced cells are granulocytes and monocytes, then the Leukaemia will be categorized  as myelogenous, Acute 

Myeloid Leukaemia [AML] and Chronic Myeloid Leukaemia [CML].If cells are lymphocytes, then the Leukaemia is 

categorized as lymphoblastic, Acute Lymphoblastic Leukaemia [ALL] and Chronic Lymphoblastic Leukaemia [CLL]. 

Here, mainly Acute Leukaemia types in detail have been discussed *5, 6+ Acute Lymphoblastic Leukaemia (ALL): It’s 

a prime symptom is the increase of blast cells inside the bone marrow and the decrease number of ordinary blood 

cells. This type of Leukaemia is more common in children under 15 years of age. Lack of treatment for this disease 

causes the production of many lympho blastoid cells in the body and can lead to death[4, 7, and 8].Standard 

promising treatments involve chemotherapy and radiotherapy [10]. According to FAB- French American British 

classification, the subtypes of ALL: L1, L2 and L3 which are based on the morphological structure of cell [11]. As per 

the information provided by the haematologist and visual observation, it can be known that shape-size of these types 

of acute leukemic cells are irregular and that cannot be easily visualized by the microscopic examination [12]. L1 cells 

have coarse chromatin, are generally tiny, and have a uniform population in their nuclei. All-L1 cells are uniformly 

formed and tiny [24].L2 cells are larger than L1 cells and are distinguished by nuclear heterogeneity. Large cells and 

an uneven nuclear membrane characterize ALL-L2 cells [24].The presence of prominent vacuoles inside L3 cells gives 

them their name. Their nuclei are often larger than L1 and have homogeneous populations [15]. Giant ALL-L3 cells 

have vacuoles, which are holes-like structures [24].  The sample images of Acute Lymphoblastic Leukaemia and its 

subtypes L1, L2, L3 are shown in below figure 2. 
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Acute Myeloid Leukaemia (AML): AML is a quickly-growing cancer of the blood and bone marrow. AML is the 

usual kind of Leukaemia that generally effects to the adults and infant both. It mainly grows myelocytes rapidly that 

make RBCs, WBCs and platelets. The bone marrow in this disease generates the myeloblasts, abnormal RBCs or 

sometimes platelets that are the most unique myeloid disorder in persons [7, 8] . In figure 3 shown the AML image. 

In most of the cases early detection of this type of cancer may cause to successful treatment. According to FAB- 

French American British classification, the subtypes of AML: M0,M1, M2, M3, M4, M5, M6, and M7. The 

characteristics of all the subtypes of AML are given below.M1: immature M2: mature M3: promyelocytes M4: myelo 

monocytes M5: monocytes/monocytes M6: erythrocytes M7: megakaryocytes. The FAB classification of ALL and 

AML is based on the morphology and cyto chemical staining of the blasts. Both are distinguished based on 

morphology, including cell size, prominence of nucleoli, colour of cell and the amount and appearance of cytoplasm 

[22]. In the early phases the Pathologists and haematologists can diagnose or detect the immature Leukaemia blasts 

from normal cells under a microscope by screening of blood smear, on a thin, microscope slide layered with blood. 

Generally, this method is error prone and labour-intensive task for the Haematologists or Pathologists. In addition, 

diagnostic confusion may be occurred due to the existence of similar appearance by other disorders. To overcome the 

above limitations, when microscopic blood image analysis is used for Leukemia detection, various computer-aided 

diagnostic methods for acute Leukemia are used. These methods have proven to be more efficient, faster, more cost 

effective and more accurate than manual methods [15]. For diagnosis of Leukaemia as well as their particular types is 

important for haematologists to avoid medical risks and specify the right treatment. Thus, using intelligent ways for 

diagnosis will assist accurate and speed up the discovery of Leukaemia subtypes using the blood cells images. 

Machine Learning methods in computer vision are One of the smart ways to solve the above challenges and 

problems. Diagnosis and classification of acute Leukaemia is easier and less expensive using traditional machine 

learning and deep learning and expert system techniques. Exist in the following of this section, machine learning 

procedure for diagnosing and classifying Acute Leukaemia have been discussed below 

 

Traditional Machine Learning Procedure 

The Traditional machine learning can diagnosis the Leukaemia from the given images/ inputs by following the 

below steps. 

 

Image Pre-processing 

 Image pre-processing is the term for operations on images at the lowest level of abstraction. The aim of pre-

processing is an improvement of the image data that suppresses undesired distortions or enhances some image 

features relevant for further processing and analysis task.Many techniques to identify blood cell images and have 

them effectively segment regions of interest (ROI).  There are many image pre-processing techniques can be 

applicable to enhancing an image quality such as Histogram equalization, Minimum filer, Gaussian filter, Median 

filter, Unsharp masking, Linear contrast stretching and normalization [24][25]. For Enhanced the blood image the 

researchers have changed a colour domain of sample images. Like Convert RGB: (R-red, G-green, B-blue) to HSV (H-

hue, S-saturation, V-value) or CMYK (C- Cyan, M- Magenta, Y- Yellow, K – Key (black)). By changing the colour 

domain of the images, it can highlight the features of objects for efficiently detecting ROI. 

 

Image Segmentation 

To classify the abnormal blood cells in their respective types and subtypes of Leukaemia, a haematologist observed 

some cells under a microscope for the abnormalities presented in the Nucleus or Cytoplasm of the cells. But this 

above method is very slow and not standardized accuracy since it depends on the Operator’s capabilities and 

tiredness. Therefore, fast and effective segmentation procedures were invented for blast images which are very 

helpful for improving the haematological procedure and accelerating diagnosis of Leukaemia diseases. Segmentation 

is procedure that enhanced the blood image for the successful feature extraction and classification. So, that 

segmentation plays an important role for the diagnosis of Leukaemia. Segmentation subdivides the blood image in 

subparts like Nucleus and Cytoplasm mainly. This division must stop when objects or ROIs are isolated.Image 

Segmentation includes many methods such as Clustering based Segmentation [29, 31], Fuzzy C-means Clustering 

based Segmentation *32+, Watershed segmentation *27, 28+ , Active Contour model *30+, Otsu’s Thresholding *33, 34+. 
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The segmentation phase is one of the most crucial and difficult phases of diagnoses and classifying acute leukaemia 

since it is absolutely necessary for the effectiveness of the steps that follow. 

 

Feature extraction 

The feature extraction technique which is carried out after the segmentation process plays a vital role in 

differentiating the normal cells from the Leukemic cells.  An autonomous white blood cell classification system 

performs best when its features are extracted [14]. The majority of the currently used techniques use the following 

characteristics: geometrical characteristics (such as area, radius, perimeter, convex area, major axis length, 

compactness, and orientation) [36], textural characteristics (such as momentum, contrast, entropy, and skewness) [37, 

38, 39], and colour characteristics (e.g., colour distribution and histogram) [40]. The computer aided diagnostic 

system based on Machine Learning is used feature extraction as a different module where in Neural network-based 

diagnosis automatically extract the features from the images via network. By deleting unnecessary data from the 

original image during the feature extraction process, the size of the image is reduced. As a result, it shortens the 

execution time at this stage and speeds up processing [35]. 

 

Feature Selection 

It is required to normalise the data set with a wide range of values before classifying anything, as well as to calculate 

how well each feature or group of characteristics can distinguish between the named classes. To learn a classification 

system, the most important characteristics are chosen using feature selection approaches. Eliminating unnecessary 

and pointless features from the feature set allows for feature selection. This enhances the efficiency of the classifier 

while also reducing storage and calculation cost [41].For the feature selection there are no of techniques can be used 

like with correlation, univariate feature selection, recursive feature elimination (RFE) [42], recursive feature 

elimination, with cross-validation (RFECV) [36] and tree-based feature selection (TBFS) [36]. 

 

Classification 

Classification is the process of searching or associating an unknown test vector with a recognised class. Different 

combinations of features and classifiers are developed and evaluated for classification. For effective results, the 

classifier is built up in accordance with the data, which is separated into a training data set and a test data set [42]. 

The model is developed, tested, and validated using training data. Few categorization techniques for identifying 

acute leukaemia in this stage have been discussed. The categorization stage is broken into the following four parts 

Deep neural networks, expert systems, conventional approaches, and hybrid methods. All of the aforementioned 

classification techniques fall under the heading of supervised classification. 

 

Traditional approaches to the classification of acute Leukemia 

This section discusses many previous studies that have used traditional approaches to classify acute Leukemia. In 

traditional machine learning methods, feature extraction is done manually by using different techniques. Number of 

classification methods are invented like Support vector machine, KNN, Random forest, Naïve Bayes, Artificial neural 

network etc. Previous work on the detection and classification of acute Leukemia using traditional methods has been 

published in given table 1 below. 

 

Learning Based Acute Leukemia Classification Approaches 

This section presents some previous work on acute Leukemia classification using DNN (DL). Table 2 shows abstract 

view of previously implemented different DNN methods for Leukaemia diagnosis and classification. Actually, the 

Traditional methods used to manually feature extraction step, but DNN used this step automatically. The automated 

feature extraction phase eliminates the expense of the feature extraction and reduction processes and enables the 

DNN to operate from beginning to finish. Models can be categorized into different types such as Deep Belief 

Networks (DBN), CNN, RNN, LSTM, Deep Auto encoders (AE), Generative Adversarial Networks (GAN), etc. The 

model works from the acute Leukemia methods are classified in table below The DNN model uses a CNN to classify 

acute Leukemia. In [58-70], CNN is used for classification, and its accuracy is higher than that of the others. 
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Expert system for Acute Leukaemia classification 

Programs that give experience, skills, and the capacity of trained experts to reason in a particular field are known as 

expert systems. Expert systems require methods for utilizing the information to solve issues as well as 

comprehensive knowledge about a certain subject. It is necessary to formulate the knowledge in order to construct a 

knowledge system. In other words, it should be comprehended in formal formats, delivered to the computer, and 

altered in accordance with the problem-solving approach [44].The main objective of the expert system for diagnosing 

acute Leukaemia is to diagnose it in the first stage of illness development. There is uncertainty in real systems, the 

measured data provided in the blood test experiments and expert’s knowledge for diagnosis. This section classifies 

the traditional procedure for the medical diagnosis of Leukaemia employed by physician is analyzed using expert 

system that can be neuro fuzzy system, fuzzy system, and VP-expert system [72, 73, 74, and 75]. Table 3  the 

summary of previous work done in diagnosis and classification of Leukaemia using expert system. 

 

Mixed methods for the classification of acute Leukemia 

In this section, the classification procedure that have used two or more methods in the diagnosis and classification 

steps of malignant and benign cancer cells are reviewed. Like combination of SVM + CNN, SVM+ RF+ MLP, CNN + 

RNN and SVM+NN. Table 4 Shows the summary of previous work done in diagnosis and classification of Leukemia 

using Hybrid model. 

 

Performance Evaluation key Parameters 

A confusion matrix is used to construct classification algorithms, which are necessary for fully automated sickness 

identification. The confusion matrix in this study represents the divergences of opinion between the classifier and the 

haematologist. The performance of the all the classifiers are evaluated by the different measures like Accuracy 

(ACC), sensitivity (SE), specificity (SE), positive predictive value (PPV), negative predictive value (NPV), F-measure. 

These measurements are calculated based on true positive (TP), true negative (TN), false positive (FN) and false 

negative (FN) those are the states of the Confusion matrix given in Table 5 All the above performance measures are 

mentioned below [46]. 

 

CONCLUSION AND FUTURE ENHANCEMENT 

 
As is well known, one of the most prevalent diseases in existence today is cancer. Acute and chronic kinds of 

Leukaemia affect people of practically all ages. A hazardous kind of Leukaemia, acute is more fatal. The authors 

have first thoroughly reviewed the procedures for identifying and classifying acute Leukaemia using a computer 

system in this review study. The stages for the diagnosing and classifying the Acute Leukaemia include image pre-

processing, image segmentation, feature extraction, feature selection and finally classification. Then, a review of the 

previous work done on the classification steps. Here, the authors have analysed overall classification work done in 

four categories, which are Traditional, DNN, Expert system and Mixed (ML+DNN) base on the type of the classifier. 

From the above literature review, there would be some other further future work can be as follow. 

 

1. In future can be extend the current work to unstained blood smear images and improve upon the sub 

classification based on caner progression for each leukemic type. 

2. It can be improved Sensitivity and Specificity ratio so that may not be generate FP and FN result. As FP and FN 

classification is very dangerous for the patients. 

3. More segmentation algorithms can be explored so as to obtain better result. 

4. By using Hybrid combination of Machine Learning, Deep Learning and Expert System it can be improved the 

classification accuracy. 

5. It can be applied CNN model on the 3D images instead of 2D images that can be more effective for the 

classification improvement. 
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If above all the task can enhance in future then it will be very beneficial for today’s fast life and early detection of 

Leukaemia by pathologists with better accuracy. It will also be helping to physicians, patients and also any decision 

maker to diagnose the Leukaemia. 
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Table 1: Traditional Machine Learning Classification methods for Leukemia diagnosis 

Image Segmentation/ 

Feature Extraction 

method 

Classifier Performance Analysis Remarks 

Types of 

Leukaemia 

Detect 

k-means clustering [48] SVM Accuracy: 97.69% 

To Extend the work 

to unstained blood 

smear images and 

improve 

performance. 

Detection of 

All four type 

of Leukaemia 

[49] 

SVM with RBF 

kernel 

SVM with 

Gradient Boosting 

Decision Tree 

SVM_GBDT 

F1-Score: 85.6 

Sensitivity: 90.0 

Specificity: 60.0 

In future enhance the 

performance of 

classifier, improve 

specificity. 

 

Detection Of 

ALL 

 

k-means clustering, 

Marker controlled 

watershed and HSV 

colour-based 

segmentation [50] 

 

SVM 
------------------------------- 

More Segmentation 

algorithms can be 

explored for better 

performance 

ALL, AML, 

CLL, CML 

Detection 

 

[51] 

PCA for feature 

reduction 

Hybrid 

Hierarchical 

Classifier: PCA-

SVM, PCA- PNN, 

PCA-ANFIS 

Accuracy: 97.6 % 

More strength and 

exactness of the 

classification task is 

required. 

Try to detect the 

other types of 

Leukaemia like AML. 

 

Detect ALL 

Classify ALL 

subtypes 

 

K-means Clustering[52] 

Binary SVM & 

Multi SVM 

classifier with 10 

k-folds 

Accuracy: 95% 

 

Can improve 

accuracy by using 

PCA for feature 

reduction. 

Detection of 

ALL and its 

subtypes 
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K-means Clustering [53] SVM Accuracy: 92% To improve Accuracy 
Detection of 

ALL and AML 

K-Mean Clustering and 

Zack algorithm 

SVM/ Shape, colour and 

statistical, texture features 

[54] 

SVM 93.57 

Higher performance 

compared to the 

manual method 

 

Fuzzy C-Means clustering/ 

Shape and statistical [55] 
Multiple SVM 97 

Segmentation step 

can avoid empty 

clustering 

ALL with its 

subtypes 

K-Means/ Shape, colour 

and texture [56] 
SVM 98 

More efficient 

features can extract 
 

Watershed/ Colour, 

texture and Morphological 

features [57] 

RF 95.86   

 

Table 2: Deep Learning Classification models for Leukemia diagnosis 

Image Segmentation/ 

Feature Extraction 

method 

Classifier 
Performance 

Analysis 
Remarks 

Types of 

Leukaemia 

Detect 

[58] 

Hybrid (transfer 

learning methods) 

MobilenetV2 and 

ResNet18 CNN 

models 

97.18% 

The Proposed method 

works better than the other 

transfer learning 

approaches: Dense Net, 

VGG16, Inception V3, 

ResNet18, and Google Net. 

When the datasets are split 

into 50% training and 50% 

testing, the proposed 

method performed poor. It 

is a future research for 

improving the 

performance. 

ALL diagnosis 

and classification 

as Healthy or 

unhealthy 

[59] 
Alex Net CNN 

model 
98.58% 

It performs well in terms of 

high accuracy compared to 

LeNet-5 based models. 

Planning to apply the Alex 

Net for ALL, to get high 

accuracy. 

AML diagnosis 

and 

classification. 

[60] 

Alert Net, Alert 

Net-R, Alert Net- X 

with or without 

dropout (WD) 

97.18% 

Proposed model needs to 

be applied to a more 

significant number of 

images for more accurate 

result 

 

Detect ALL,AML 

and Healthy cells 

 

Threshold method 

[61] 

Alex Net model 

 
97.78% 

The proposed approach still 

needs improved accuracy to 

segment overlapped cells 

and apply different DL 

Detect and 

Classify ALL 
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models to improve 

classification accuracy 

[62] 

Pre trained Alex 

Net 

 

(ALL): 99.50% 

(Subtypes): 

96.06% 

System can become fully 

automated for other types 

of cancer detection AML. 

Detect and 

Classify ALL 

 

Improved K-means 

Clustering and 

Watershed algorithm 

[63] 

CNN 96.24% 

The precision and cost time 

of CNN is better than the 

other classification 

methods.In future can 

improve the accuracy by 

improving the CNN model. 

Leukocytes 

Recognition 

[64] 
Combined Different 

CNN models 
88.5% 

Model can classify different 

kinds of WBC in short time 

with high accuracy. 

Further work will focus on 

accuracy improvement. 

Leukocytes 

Recognition 

CNN features [65] 
CNN with Leaky  

Relu 
99% 

Using the data 

augmentation to prevent 

overfitting. 

ALL diagnosis 

Mutual Information 

based Hybrid Model 

using Active contour 

and FCM for the 

segmentation/ CNN 

features [66] 

Chronological SCA-

based Deep CNN 
98% 

The chronological SCA 

algorithm is developed by 

modifying SCA and is used 

for selecting the optimal 

weights for the Deep CNN. 

The proposed method still 

needs an improvement. 

ALL Detection 

CNN features [67] 

ViT-CNN 

(Integrated model 

of Vision 

transformer and 

EfficientNet model) 

99.03% 

The model proposed is 

superior to other models in 

accuracy and had a 

balanced classification 

ability, which could better 

assist in the diagnosis of 

ALL. 

Performance Improved still 

needed further. 

ALL diagnosis 

[68] 

DBN (Deep Belief 

N/W) and 

BN(Bayesian N/W) 

integration 

85% 

In this proposed method 

Microarray data and 

clinical data are used. 

For future more 

experiments on 

hyper parameter settings 

and architectures of DBN 

and BN are 

Needed to be done. 

ALL diagnosis 

CNN features [69] ResNet50 99.6%  ALL diagnosis 
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Colour based 

segmentation / Hybrid 

CNN [70] 

Bagging ensemble 97.04% 

Using Hybrid CNN 

features are extracted then 

using CCA fusion features 

selected then apply 

different Machine learning 

methods. 

ALL and AML 

diagnosis 

 

Table 3: Expert System methods for Leukemia diagnosis 

Dataset Used algorithm 
Performance 

Analysis 
Limitation 

500 samples 

with 14 

attributes [72] 

Type-2 fuzzy expert system- three rules, 14 inputs 

and 1 output 

Cluster Validity Index- three clusters. 

Accuracy 94% 

For uncertain dataset used the 

type-2 fuzzy system.Need to 

improve the accuracy. 

345 blood tests 

[73] 

Fuzzy c-means clustering- find number of fuzzy 

clusters(rules)Type-2 fuzzy expert system – 

symptoms and inference rules diagnosis of the 

Leukemia 

Accuracy 97% Accuracy need to improve. 

 

Table 4: Hybrid methods for Leukemia diagnosis 

Image 

Segmentation/ 

Feature Extraction 

Classifier 
Performance 

Analysis 
Remarks 

Types of 

Leukemia Detect 

CNN(AlexNet, 

CaffeNet,Vgg-f) [76] 
SVM 

99.67% 

 

In future, need to improve the 

abstraction of Leukemia information 

using CNN which improve diagnosis 

accuracy. 

ALL diagnosis 

and classification 

DCNN [77] SVM + MLP + RF 100% 

Using CNN for automatic feature 

extraction.Using EOC(SVM, MLP, RF) 

for getting optimum classification. 

AML diagnosis 

and classification. 

Hybrid CNN model 

using CCA fusion 

[78] 

SVM, Bagging 

ensemble, total 

boosts, RUSBoost, 

and fine KNN 

97.04% 

Image segmentation is not needed to 

do.Image enhancement is necessary to 

apply.In future accuracy need to 

improve. 

Detect ALL,AML 

and Healthy cells 

 

 
Table 5: Classification performance measure formulas 

Measures (%) Description Formula (%) 

Accuracy 
Measures the amount of TP and TN data against the overall 

population. 

ACCURACY=( TP+TN/ TP + TN+ 

FP+FN) * 100% 

Sensitivity Ratio of the actual positive state to the expected real situation. 
SENSITIVITY = (TP / TP + FN) * 

100% 

Specificity 

 

Ratio of the expected false positive to the actual negative condition is 

what matters. 

SPECIFICITY= (TN/ TN + FP) 

*100% 

Positive Predictive 

Value 

Ratio of the projected real positive condition to the total positive 

condition is known as the positive predictive value. 
PPV= (TP / TP +FP) *100% 

Negative 

Predictive Value 

Ratio of the expected real negative condition to the overall negative 

condition is what matters. 
NPV= (TN/ TN + FN) *100% 
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Fig1: White Blood Cells [4] Acute Lymphoblastic Leukemia (ALL) 

  
Fig 2: ALL image with its subtypes L1,L2,L3 Fig 3: AML image 

  
Fig 4: Traditional machine learning steps for Leukaemia 

Diagnosis 

Fig 5: List of Image Segmentation methods 

 
Fig 6: Feature Extraction methods 
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There are many benefits of eating millets but the awareness about their importance is low amongst 

general population. Women have a special role in healthy nutrition. Therefore, imparting knowledge 

about millets is essential. 350 women were enrolled from Surat urban city in this prospective study.  Semi 

structured questionnaire was used.  Key was used to judge the knowledge on millets. Mean age was 

35±11years, 83.71% women were Hindus, 55.43% of had normal BMI. Consuming vegetarian diet were 

66.57%.  Around 64% had good knowledge, and 1.14% women had poor knowledge, remaining fair. 

Consumption of large and small millets was only 37.43% who consume sorghum millet frequently, 14% 

do not eat millet as they were not available. Poor taste was the key factor for dislike on consumption. An 

insignificant but distinct difference between the variables like millet consumption, hemoglobin levels and 

nutritional status was found. Knowledge and consumption did not find any correlation. 
 

Keywords: Millets, Health Benefits, Knowledge, Millet Consumption, Women’s Nutrition Status 

 

INTRODUCTION 

 
Millet is one of the oldest cultivated grains in the world and has been cultivated throughout Africa and Southeast 

Asia for thousands of years. Millet is an important food source for millions of people, especially those living in hot, 

dry areas of the world. They are mostly grown in marginal areas under agricultural conditions where major cereals 
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do not produce significant yields. Millet can be used to make bread, beer, cereal and other foods. There are different 

types of millets around the world, such as pearl millet, finger millet, proso and sorghum varieties[1]. These types of 

millets look a little different, but all of them offer similar type of nutritional benefits[2].Thus, there are many benefits 

of eating millet but the awareness about the importance of millet is low among the population. Millets are one of the 

oldest foods known to humans and possibly the first cereal grain to be used for consumption and domestic purpose. 

Millets grow well in dry areas with little or no rainfall, under marginal condition of soil fertility. Millets have short 

growing seasons as compare to other food crops. Health is a common theme in most cultures and it plays an 

important role in everyone’s life especially when involving women because they have a special role in healthy 

nutrition of the entire surrounding population[3]. Therefore, knowledge about millets becomes essential. They can 

develop from planted seeds to mature, harvestable plants in as little as 65 days. The advantages of growing these 

crops include low labour requirements, drought resistance, resistance to pests, and the robustness of the plants, 

which can be kept for two or more years if stored properly[1]. Climate change affects crop production by directly 

influencing biophysical factors such as plant and animal growth along with the various areas associated with food 

processing and distribution[4].  Millets are a rich source of 21 micro nutrients[5]. The outer layer of the endosperm 

and the embryo of the seed contain high protein, fats, calcium, and minerals; minor millets can thus help to alleviate 

the widespread prevalence of malnutrition.[6]. Also Sampath et al., 2007[7] depicted its health benefits such as 

hypoglycemic, hypo cholestrolemic and anti-ulcerative characteristics. Sorghum, pearl millet and finger millet are 

produced and consumed mainly by the rural poor especially in developing world 

 

MATERIALS AND METHODS 

 
The study has been planned with the aim of determining the consumption pattern and knowledge about millets in 

women, Surat (urban). Assessment on various factors like socio-economic status, nutritional status, anthropometric 

measurements, eating pattern, dietary profile and knowledge score of millets was done on women in Surat. The 

study was passed by the Institutional Ethics Committee for Human Research (IECHR), Sample size calculated and 

rounded to 350. A sample of zones was obtained through stratified sampling and snowball sampling was used until 

the target of one zone was met and rotated in zone. Subjects who are women with more than 20 years of age and 

willing to participate and residing in urban Surat, possessing smart phone were enrolled. The three main objectives of 

the study were to assess demographic, diet and disease profiles of study subjects along with Millet awareness and 

consumption pattern using questionnaire and nutritional status calculating BMI. Further to evaluate knowledge score 

based on the developed questionnaire and key score which was further classified under poor, fair and good category. 

 

RESULTS AND DISCUSSION 

 
The mean age of the women aged between 20 to 40 years in Surat was 29±11 years, and those aged between 41 to 60 

years was 50±6 years and the mean age of the total sample (n=350) was 35±11years. Of total,50.57% were working 

women, and educational strata showed 19.48% were illiterate, 24.64% of women had studied up to graduation, 3.44% 

up to post-graduation and remaining up to higher education. Economically, 63.43% belonged to lower middle class 

whose monthly income ranged between 27,000-46,000. Females living in nuclear families were 69.14% and those in 

joint families were 30.86%. According to WHO 55.43% of women had normal BMI, 26.57% were overweight, 13.14% 

were obese and 4.86% of women were underweight. When compared between the two age groups it was found that 

more percentage of women were healthy in younger group (60.24%) compared to the older group (43.56%) (table 1). 

66.57% of women consumed vegetarian diet. Two full meals a day were consumed by 88% of women and 79.71% 

women had breakfast once a day. 45.43% women had junk food once or twice a week. Normal haemoglobin levels 

were reported in 43.7% women, with mean ± SD haemoglobin of 10.53±1.80 gm%. Out of all, 86% of women had no 

major illness, diabetes was present in 8.29% of the women, hypertension in 4.57% of the women, both diabetes and 

hypertension in 0.57% of the women, bone related problems in 0.57% of the women. With regard to minor illnesses 

almost 87.71% women were found without any illnesses. Constipation, gas and leg pain were the few minor illnesses 
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found only in less than 5% women subjects. To determine the knowledge of women in Surat (Urban), questions on 

knowledge and consumption pattern were included in the questionnaire. The subjects were divided into three groups 

according to their answers: poor, fair, and good (figure 1). Out of the 30 basic questions with key criteria, 66.53% in 

the age of 20 to 40 years of women had good knowledge about millet, 32.66% had fair knowledge and 0.81% had poor 

knowledge. In the age group of 40 to 60 years, women with good knowledge were 58.42%, women with fair 

knowledge were 39.60% and women with poor knowledge were 1.98%. Overall, around 64% women had good 

knowledge, 34.86% women had fair knowledge and 1.14% women had poor knowledge. A comparison of women’s 

education and millet knowledge is shown in table 2. The number of women who had good knowledge about millet 

was 1.71% with post-graduation, 12.29% with graduation, 18.29% with high school, 12.29% with primary school. 

Thus, from the data it was noticed that qualification has no corelation knowledge on millet. Consumption of large 

and small millet on data frequency of consumption, non-frequent consumption and never consumed is shown in 

table 3. Consumption of large and small millets data showed that only 37.43% women consume sorghum millet 

frequently, 39.43% of the women consume pearl millet frequently. It was found that millet was consumed by 50% 

women in winter. Gandhi H. and Negandhi S.,(2020)[8]studied millet consumption in 100 households of Vadodara 

(Urban).It was concluded that 86.45% were using pearl millet, 31.35% were using sorghum millet, 8.55% were using 

finger millet and 6.65% were using kodo.  Out of which 10.52% used millet daily, 42.10% used it weekly and 38.94% 

used it occasionally and 8.42% used millet seasonally.  

 

 Pearl millet was the most used followed by sorghum and other millets were very less.  Health conditions have been 

compared with the consumption of pearl millet by comparing the frequency of pearl millets consumed by those with 

normal haemoglobin and the frequency consumed by anaemic women (figure 2).  And how often do those with a 

normal BMI take the pearl millet diet, also with BMI status of women. According to this data (table 4) it can be 

revealed that those who had normal haemoglobin and normal BMI had high pearl millet intake (around 10% subject) 

and those who were anaemic women, overweight and obese had low pearl millet intake. An insignificant but distinct 

difference between the two variables was found. It was observed that 90% women used millet in flour form, 2.86% 

used whole grain, 1.15% women used both whole grain and flour, 1.14% women used ready to mix millet. 4.85% 

women used powdered and ready to mix millet frequently. The women who used for cooking in household showed 

that 92% preferred byroasted millets, 3.99% women used boiled millets, 4.01% women used both boiled and roasted 

form.  According to an observation 38.29% women used millet in all three seasons, 11.7% women used millet in 

winter and monsoon, 50.0% used only in winter. According table 5 there were several reasons for non-consumption 

of various millets by the subjects. To summarize a few, kodo millet, foxtail millet, finger millet, little millet, proso 

millet, barnyard millet and amaranth millet recipe taste was not liked by subject along with limited availability 

nearby store, family custom of not eating millet and haven't heard the name were the main reasons for not frequently 

consumption.  

 

CONCLUSION 

 
It can be concluded from the data that in spite of having knowledge about millets and their health benefits, various 

physico-social reasons or mental discouragement felt for uptake, women showed reduced consumption of these 

healthy food grains. 
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Table1: Anthropometric measurement of subjects (%) 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Table 2: Percentage of subject showing knowledge about millets and as per education  

Knowledge 

regarding millet 
Graduation 

high 

school 
Illiterate 

post-

graduation 

primary 

school 

Grand 

Total 

Fair (122) 12.00(42) 6.86(24) 6.86 (24) 1.43(5) 7.71(27) 34.86(122) 

Good (224) 12.29(43) 18.29(64) 12.29 (64) 1.71(6) 19.43(68) 64.00(224) 

Poor (4) 0.29(1) 0.00 0.29 (1) 0.29(1) 0.29(1) 1.14(4) 

Mean 20-40year (n249) 41-60 year(n101) Total (n350) 

Height (cm) 158.19±8.36 158.8±10.18 159±8.49 

Weight (kg) 55.9±8.18 63±8.68 57.32±8.60 

BMI (kg/m2) 24±4.37 26±4 25±4 

Category of BMI T test= 4.12 Pvalue=0.000054*** 

Underweight 

(<18.5) 
6.43 (16) 0.99 (1) 4.86 (17) 

Normal 

(18.5-24.9) 
60.24 (150) 43.56 (44) 55.43 (194) 

Overweight 

(25-29.0) 
20.88 (52) 40.59 (41) 26.57 (93) 

Obese class 

(> 30) 
12.45 (31) 14.85 (15) 13.14 (46) 
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Table 3:  Percentage of subject showing frequency of consumption of various millets  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4: Percentage of subject showing Health conditions have been compared with the consumption 

of pearl millet 

Pearl millet consumption 
Frequently 

consumption 

Non-frequency 

consumption 

Never 

consumed 

Hemoglobin normal (83) 45.83(33) 34.72(25) 19.44(14) 

Anemic woman (111) 37.83(42) 27.92(31) 34.23(38) 

BMI normal woman(190) 40.00 (76) 35.27 (67) 24.74 (47) 

Overweight and obese 

women(139) 
38.13 (53) 23.74 (33) 38.13 (53) 

No disease (276) 37.68 (104) 32.97 (91) 29.35 (81) 

Disease (74) 47.28 (35) 21.64 (28) 31.08 (38) 

 

Table 5: Percentage of subject showing Reason for not consuming various millets 

Consumption pattern 20-40year women (n249) 41-60year women (n101) Total 

Sorghum 

Don’t like the taste 16.47(37) 15.84(16) 14.86 (53) 

Limited available 1.20(3) 4.95 (8) 3.14(11) 

Millet Type 
Frequently consumption 

(Daily/weekly) 

Non-Frequently consumption 

(monthly/yearly) 
Never consumed 

Sorghum 37.43 (131) 35.72 (124) 26.86 (95) 

Pearl 39.43 (139) 30.83 (107) 29.71 (104) 

Kodo 3.43 (12) 9.55 (31) 87.71 (307) 

Foxtail 2 (7) 3.43 (12) 94.57 (331) 

Finger 2 (7) 10.28 (37) 87.71 (306) 

Barnyard 5.71 (20) 52.28 (183) 42.00 (147) 

Proso 0.86 (3) 2.57 (10) 96.57 (337) 

Little 0.86 (3) 6.29 (22) 92.86 (325) 

Amaranth 4 (14) 49.71 (175) 46.29 (161) 
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High price 1.20(3) 0.99 (1) 0.86 (4) 

Family custom of not eating millet 6.83(21) 13.86 (12) 9.14(33) 

Eating millet makes the body feel warm 0.81(2) 0.99 (2) 0.86 (4) 

Skip 73.49(183) 63.37 (62) 71.14 (245) 

Pearl 

Don’t like the taste 15.73 (39) 8.91(10) 13.71(49) 

Limited available 2.82 (7) 3.96 (4) 3.14(11) 

High price 1.21 (3) - 0.86(3) 

No time to make meal - 2.97 (5) 1.71 (5) 

Family custom of not eating millet 6.45 (16) 13.86(14) 8.57 (30) 

Eating millet makes the body feel warm 11.69 (30) 10.89 (11) 11.71 (41) 

Skip 61.69 (154) 59.41(57) 60.29 (211) 

Kodo 

Don’t like the taste 30.24 (75) 32.67 (33) 31.14 (108) 

Limited available 12.50 (31) 17.82 (18) 14.00 (49) 

High price 2.02 (5) - 1.43 (5) 

No time to make meal 1.21 (3) 1.98 (2) 1.43 (5) 

Family custom of not eating millet 35.89 (90) 37.62(38) 36.29 (128) 

Eating millet makes the body feel warm 0.40 (1) 2.97 (3) 1.14 (4) 

Haven’t heard the name 4.03 (10) 1.98 (2) 3.43 (12) 

Skip 13.71 (34) 4.95(5) 11.14 (39) 

Foxtail 

Don’t like the taste 24.60 (61) 40.59 (41) 29.14 (102) 

Limited available 16.94 (42) 20.79 (21) 18.00 (63) 

High price 5.65 (14) 0.99 (1) 4.57 (15) 

No time to make meal 2.02 (5) 2.97 (3) 2.29 (8) 

Family custom of not eating millet 37.10 (93) 25.74 (26) 33.71 (119) 

Eating millet makes the body feel warm 0.81 (2) 0.99 (1) 0.86 (3) 

Haven’t heard the name 12.10 (30) 7.29 (8) 10.86 (38) 

Skip 0.81 (2) - 0.57 (2) 

Finger 

Don’t like the taste 27.42 (66) 34.65 (35) 29.43 (99) 

Limited available 19.35 (49) 17.82 (18) 18.86 (67) 

High price 4.44 (11) 0.99 (1) 3.71 (12) 

No time to make meal 1.21 (3) 1.98 (2) 1.43 (5) 

Family custom of not eating millet 33.87 (86) 28.71 (29) 32.29 (116) 

Eating millet makes the body feel warm 0.81 (2) 0.99 (1) 0.86 (3) 

Haven’t heard the name 9.27 (23) 9.90 (10) 9.43 (34) 

Skip 3.63 (9) 4.95 (5) 4.00 (14) 

Barnyard 

Don’t like the taste 21.77 (54) 16.83 (17) 20.29 (71) 

Limited available 10.48 (26) 8.91 (9) 10.00 (35) 

High price 4.03 (10) 0.99 (1) 3.43 (11) 

No time to make meal 0.40 (1) - 0.29 (1) 

Family custom of not eating millet 15.73 (40) 12.87 (13) 15.14 (53) 

Eating millet makes the body feel warm 0.40 (1) 0.99 (1) 0.57 (2) 

Haven’t heard the name 2.42 (6) 3.96 (4) 2.86 (10) 
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Skip 44.76 (111) 55.45 (56) 47.43 (167) 

Proso 

Don’t like the taste 25.00 (62) 43.56(44) 30.29 (106) 

Limited available 19.35 (48) 18.81 (19) 19.14 (67) 

High price 3.63 (9) 0.99 (1) 2.86 (10) 

No time to make meal 0.40 (1) 0.99 (1) 0.86 (2) 

Family custom of not eating millet 31.85 (80) 24.75 (25) 29.71 (105) 

Eating millet makes the body feel warm 0.81 (2) - 0.57 (2) 

Haven’t heard the name 12.90 (32) 9.90 (10) 12.00 (42) 

Skip 6.05 (15) 0.99 (1) 4.57 (16) 

Little 

Don’t like the taste 25.00 (62) 40.59 (41) 29.43 (103) 

Limited available 19.35 (48) 17.82 (18) 18.86 (66) 

High price 2.82 (7) - 2.29 (7) 

No time to make meal 1.21 (3) 1.98 (2) 1.43 (5) 

Family custom of not eating millet 30.24 (76) 26.73 (27) 29.14 (104) 

Eating millet makes the body feel warm 0.40 (1) - 0.29 (1) 

Haven’t heard the name 10.89 (27) 7.92 (8) 10.00 (35) 

Skip 10.08 (25) 4.95 (5) 8.57 (29) 

Amaranth 

Don’t like the taste 20.56 (51) 20.79 (21) 20.57 (72) 

Limited available 9.68 (24) 9.90 (10) 9.71 (34) 

High price 3.68 (9) - 2.86 (9) 

No time to make meal 1.61 (4) 0.99 (1) 1.43 (5) 

Family custom of not eating millet 14.52 (36) 11.88 (12) 13.71 (48) 

Eating millet makes the body feel warm 0.40 (1) 0.99 (1) 0.57 (2) 

Haven’t heard the name 2.42 (6) 3.96 (4) 2.86 (10) 

Skip 47.18 (118) 51.49 (52) 48.29 (170) 

 

  

Figure 1: Percentage of subject showing different 

category of knowledge score on millet 

Figure 2: Correlated between Pearl Millet 

Consumption & haemoglobin level 
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The significant increase in the use of concrete in buildings, particularly with the usage of normal-weight 

aggregates (NWAs) like gravel and granite, has led to a substantial depletion of natural stone reserves, 

resulting in irreversible environmental harm. Consequently, there has been a heightened focus on 

sustainable materials in recent times. The increasing need for sustainable development has prompted 

researchers to concentrate their inquiry on the use of waste or recycled resources as prospective building 

components. The use of lightweight aggregates (LWAs) derived from industrial waste materials, 

including fly ash, coconut shells, expanded slag cinder, and bed ash, has resulted in the development of 

sustainable materials. Nevertheless, the absence of advanced industrial processes in emerging and 

impoverished nations has not yielded significant benefits for them. Significant financial savings may be 

achieved by reducing the weight of the building. Long-acting reversible contraceptives (LARCs), such as 

long-acting reversible intrauterine devices (IUDs) and contraceptive implants, have been extensively 

used in industrialised nations for a considerable duration, demonstrating their efficacy in terms of cost-

effectiveness. The entity above fulfilled the dual objectives of ensuring structural integrity and promoting 

economic sustainability. Structures tend to exhibit more versatility as their weight decreases. 
 

Keywords: Concrete, Construction, Lightweight aggregates (LWAs), Normal-weight aggregates (NWAs) 
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INTRODUCTION 

 
Lightweight aggregates have emerged as a crucial innovation in the construction industry, offering a myriad of 

benefits that significantly impact the way we build structures. This paper delves into the multifaceted applications of 

lightweight aggregates, shedding light on their transformative role in modern construction practices. One of the 

primary advantages of lightweight aggregates lies in their ability to reduce the overall weight of structural 

components. This property not only minimizes the load on foundations but also simplifies transportation and 

installation processes. As a result, construction projects become more cost-effective and less resource-intensive. 

Furthermore, lightweight aggregates excel in enhancing the insulation properties of buildings. Their low thermal 

conductivity contributes to superior energy efficiency, reducing heating and cooling requirements. This translates to 

lower operational costs and a reduced carbon footprint, aligning with the growing emphasis on sustainable 

construction. The versatility of lightweight aggregates is evident in their applications across various construction 

domains, including residential, commercial, and industrial sectors. From lightweight concrete and insulation 

materials to innovative facade systems and green roofs, lightweight aggregates have proven their worth in diverse 

architectural and engineering solutions. Moreover, the environmental benefits of utilizing lightweight aggregates 

cannot be overstated. Their lower energy consumption during production, reduced transportation-related emissions, 

and potential for recycling make them a compelling choice for eco-conscious builders and developers. Saif et al 

(2022) Low density and high thermal conductivity are two of the main advantages of lightweight concrete [1]. In 

conclusion, the integration of lightweight aggregates into construction practices represents a pivotal shift towards 

more efficient, sustainable, and environmentally friendly building solutions. This paper explores the myriad 

possibilities offered by lightweight aggregates, making a compelling case for their widespread adoption in the 

construction industry. Lightweight aggregates (LWAs) and normal-weight aggregates (NWAs) are two types of 

aggregates used in construction, and they differ in several key aspects, as shown in Table I. In summary, the choice 

between LWAs and NWAs depends on the specific requirements of a construction project. LWAs are favoured for 

applications where reducing structural load, enhancing insulation, and improving energy efficiency are essential. 

NWAs, on the other hand, excel in load-bearing structures and projects that prioritize high strength and durability. 

 
Application of Lightweight Aggregates in Construction  

 
Lightweight aggregates, characterized by their low density and high strength, have revolutionized the construction 

industry by offering innovative solutions to various construction challenges. This paper explores the diverse 

applications of lightweight aggregates through a series of practical examples, showcasing their versatility and impact 

on modern construction practices. 

1. Lightweight Concrete Construction: Lightweight concrete is made using lightweight components like shale or 

expanded clay. This type of concrete is employed in high-rise buildings to reduce the overall structural load 

while maintaining structural integrity. For instance, the construction of tall residential towers in earthquake-

prone areas often incorporates lightweight concrete to enhance seismic resistance. 

2. Insulation Materials: Lightweight aggregates are a key component in the production of insulation materials used 

in both residential and commercial buildings. Lightweight concrete blocks and panels, which contain expanded 

glass beads or perlite aggregates, provide excellent thermal insulation. These materials reduce energy expenses 

by mitigating heat transmission. For example, lightweight concrete blocks are used to construct energy-efficient 

walls in passive solar homes. 

3. Green Roof Systems: Lightweight aggregates are utilized in the construction of green roof systems. In these 

systems, expanded clay or lightweight concrete is used as a growing medium for vegetation. Green roofs provide 

multiple benefits, including improved insulation, storm water management, and enhanced urban aesthetics. The 

Javits Center in New York City features a green roof constructed using lightweight aggregates, reducing energy 

consumption and storm water runoff. 
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4. Architectural Façade Panels: Lightweight aggregates, when incorporated into architectural façade panels, offer a 

combination of aesthetic appeal and functionality. These panels, made from expanded glass or lightweight 

concrete, provide a decorative finish to buildings while also reducing the overall weight load on the structure. 

The Vadodara Hotel in Las Vegas features lightweight concrete façade panels, adding a distinctive design 

element to the building. 

5. Infrastructure Projects: Lightweight aggregates play a critical role in infrastructure projects, such as bridge 

construction. By utilizing lightweight concrete, engineers can reduce the dead load on the bridge's structural 

components while maintaining durability and strength. The Penobscot Narrows Bridge in Maine incorporates 

lightweight concrete in its design, contributing to its longevity and load-bearing capacity. 

6. Tunneling and Underground Construction: Lightweight aggregates are used in tunnelling and underground 

construction to minimize ground settlement and reduce excavation pressures. Tunnel linings made with 

expanded clay or shale aggregates ensure stability while preventing excessive subsidence. The London Cross rail 

project relies on lightweight aggregate concrete segments for its underground tunnel construction. 

 

In conclusion, the application of lightweight aggregates in construction is far-reaching, impacting the design, 

performance, and sustainability of various building projects. These examples illustrate the adaptability and 

effectiveness of lightweight aggregates in addressing construction challenges while promoting energy efficiency and 

environmental responsibility. 

 

LITERATURE REVIEW 
 

Oil palm kernel shell 

Teo et al. (2006) conducted a study. The compressive strength of concrete made from oil palm shell (OPS) was found 

to be 28.1 MPa after 28 days, meeting the criteria for structural lightweight concrete [4]. According to the study 

conducted by Alengaram et al. (2013), The study determined that the hardened density of oil palm kernel shell 

concrete (OPKSC) falls within the range of 1650-1950 kg/m3. Several parameters, including the water-to-cement ratio 

(w/c), the presence of fine aggregate, water absorption, and grain size of oil palm kernel shell (OPKS), were 

identified as influential factors on the density of OPKSC. The density of the oven-dry sample was observed to be 200-

250 kg/m3 lower compared to the density of the sample in a saturated surface dry (SSD) state. The water absorption 

of oil palm kernel shell concrete (OPKSC) was found to exceed 10% as a result of the presence of micro pores on the 

surface of the oil palm kernel shell (OPKS). Several studies have found a compressive strength range of 13-22 MPa 

for OPKSC. However, by using fly ash, silica fume, and super plasticizer, the concrete mixture has been able to attain 

a compressive strength of 37 MPa. A study has found that by using crushed ordinary Portland cement kiln slag 

(OPKS) and limestone powder, it is possible to achieve a compressive strength of up to 48 MPa [5].Paul et al. (2014) 

The use of oil palm shells as a coarse aggregate in the construction of structural concrete has promising prospects. 

The complete substitution of crushed stone with oil palm shell (OPS) does not provide the desired strength for 

lightweight concrete. However, it has been shown that concrete made with a 50% replacement is both practical and 

suitable for use in low to moderate-strength applications, such as constructing affordable housing units [6]. 

According to Williams et al. (2014), in building construction projects, it is possible to achieve the requisite strength by 

partly substituting coarse aggregate with palm kernel shell concrete [7]. 

 

Pumice 

Yasar et al. (2003) The researcher conducted an experiment on designing structural lightweight concrete (SLWC) 

using basaltic pumice (scoria) as aggregate and fly ash. This approach offers a clear benefit in terms of weight 

reduction. The characteristics of recently mixed concrete include density and slump. These attributes contribute to 

many advantageous factors, such as enhanced compressive strength and improved environmental sustainability [8]. 
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Khandaker M. Anwar Hossain (2004) The focus of this study was on the analysis of volcanic pumice and its impact 

on the properties of concrete. The experiment aimed to evaluate the effects of different levels of cement content 

(ranging from 0% to 25% by weight) and substitutions of coarse aggregate volume (ranging from 0% to 100%) on the 

properties of concrete. The volcanic pumice aggregate (VPA) was used as a distinguishing factor in the study. A 

range of tests were conducted to assess the workability, strength, drying shrinkage, surface absorption, and water 

permeability of the concrete[9]. Parhizkar et al. (2012) conducted tests to investigate the characteristics of concrete 

made using volcanic pumice lightweight aggregates. In the concluding phase of the study, the focus was primarily 

on comparing the properties of concrete, including natural fine particles, with those containing both lightweight 

coarse and fine aggregates. The study's findings indicate that the lightweight concrete examined in this research 

satisfies the specified criteria, as shown by their measured tensile strength and drying shrinkage values [10].  

 

According to Kockal et al. (2014), the use of pumice aggregates as a replacement for sand in mortars resulted in a 

decrease in both weight and strength. Nevertheless, the strength values of mortars, including pumice aggregate, 

were deemed acceptable for both structural and non-structural purposes, as shown by reference [11]. In a recent 

study conducted by Al-Farttoosi et al. (2021), it was shown that reducing the volume of Pumice in lightweight 

concrete leads to an enhancement in compressive strength. This improvement may be attributed to the reduction in 

aggregate voids. Additionally, the elevated concentration of Pumice in concrete contributes to an increased water 

demand during the mixing process as a result of its notable capacity for water absorption inside the concrete mortar. 

The experimental results demonstrated a negative correlation between the water-to-cement ratio and the 

compressive strength of the lightweight concrete mixture. The observed phenomenon may be attributed to the 

significant influx of water into the cement paste, resulting in increased fluidity and diminished adhesion properties. 

Consequently, the essential link between the paste and the aggregate is not formed. The enhancement of concrete 

efficiency and compressive strength may be achieved by reducing the water-binder ratio to around 40% [12]. 

 

Lytag LWA 

Al-Khaiat et al. (1998) focused on investigating the impact of curing on the physical characteristics and early 

strength. In addition, the use of Lytag LWA in lightweight concrete is characterised by a slump measurement of 

around 100 mm, a fresh unit weight of 1800 kg/m3, and a 28-day cube compressive strength. In addition, the test 

results indicate that the compressive strengths of self-levelling concrete (SLWC) exhibit a lower degree of sensitivity 

to inadequate curing compared to normal-weight concrete (NWC) [13]. 

 

Cold Bonded Fly Ash Aggregates 

The research was carried out by Aineto et al. (2005). The fly ash and slag generated by the ELCOGAS integrated 

gasification in combined cycle (IGCC) power plant have been shown to be acceptable for reuse as lightweight 

aggregates (LWA). This is made feasible by using the IGCC fly ash's particular properties when exposed to high 

temperatures, which results in the release of gases and the consequent development and expansion of bubbles. The 

experiment using 100% IGCC wastes has been completed, and the best conditions for generating aggregates have 

been found. The procedure consists of two steps of thermal treatment: the first stage is performed at a temperature of 

750oC for 10-15 minutes, followed by the expansion step at a temperature range of 1150oC-1175oC for 10-15 minutes. 

This thermal treatment produces lightweight aggregates with a porous structure. These aggregates have bulk 

density, water absorption, freeze resistance, and mechanical qualities that are equivalent to commercially available 

lightweight aggregates. Furthermore, they have a pleasing interior and exterior look [14]. Perumal et al. (2011) 

carried out the research. Because of its rounded shape, fly ash aggregate is more workable than angular natural 

gravel. When compared to natural gravel, the water absorption of fly ash aggregate is about nine times more. This 

significant gap is a significant disadvantage that may be reduced by using alternative treatment strategies. One 

successful way, for example, includes treating the fly ash aggregate with water glass, among other simple 

procedures. The use of fly ash aggregates in concrete may result in a density of 2150 kg/m3, while traditional concrete 

mixes can have a density of up to 2580 kg/m3. Despite the fact that fly ash aggregates (FAA) concrete has a 

compressive strength 48% lower than standard concrete mix, it exceeds the specified minimum threshold of 17 MPa 

for concrete to be employed as a structural material [15]. 
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According to Gomathi et al. (2014), the use of clay binders like bentonite and metakaolin improves both the 

pelletisation efficiency and the strength of fly ash aggregates. The experimental results given in this work illustrate 

the potential advantages of employing fly ash-based aggregates as a feasible alternative to natural aggregates in 

concrete manufacture. These findings indicate that fly ash-based aggregates have the potential to totally replace 

natural aggregates, making them an excellent choice for concrete production. The results of the tests also show that 

when subjected to a hot air oven curing at a temperature of 100ºC, fly ash aggregates may obtain a maximum 

crushing strength of 17.97 MPa. This phenomenon has the potential to greatly reduce the total weight of the structure 

while also lowering the costs connected with concrete production [16]. Patel et al. (2015) Cold bonding method is 

used to create fly ash aggregates, which avoids the requirement for energy-intensive curing of artificial aggregates. 

The adoption of cost-effective building practices and alternative construction materials is in great demand owing to 

the potential for considerable cost reductions in construction. Fly ash is not considered a waste material and has the 

potential to be utilised effectively in concrete applications such as aggregate, filler, or fine aggregate replacement. 

Furthermore, it has the potential to be used in the production of fly ash bricks. The use of cement as a binding agent 

in the production of lightweight aggregates (LWA) raises the specific gravity of the aggregates while decreasing their 

water absorption capacity. Cold bonded (CB) and sintered (S) aggregates were formed, and their water absorption 

values were measured to be 16.5% and 11.7%, respectively [17]. 

 

Coconut Shell 

Kulkarni et al. (2013) Concrete is the most widely used structural material in the world today. However, the need to 

make it lighter has presented scientists and engineers with new challenges. The goal is to create lightweight concrete 

that reduces density while retaining strength and minimizing cost. One popular method to achieve this is by 

introducing new aggregates in the mix design. Lightweight aggregates such as Pumice, Perlite, expanded Clay or 

Vermiculite, coal slag, sintered fly ash, rice husk, straw, sawdust, cork granules, wheat husk, oil palm shell, and 

coconut shell are commonly used in the manufacturing of lightweight concrete. Coconut shells, for instance, contain 

varying amounts of cellulose, lignin, and ash when dried[18].  Behera et al. (2013) The increase in urbanization and 

industrialization has led to a rise in overall consumption. Consequently, researchers are exploring alternative options 

for coarse aggregate, as population growth has led to an increase in industrial by-products and household waste. 

Coconut shells, which are a form of agricultural waste in India, currently occupy large dumping yards and 

contribute to environmental pollution. However, if they can be used as a replacement for coarse aggregate, they 

could be a valuable resource for the civil engineering community. The objective of this research is to create a mix 

design for lightweight aggregate concrete that utilizes coconut shells as coarse aggregate, in combination with 

cement and river sand[19]. Kakade et al. (2015) studied the behaviour of concrete examples made of coconut shell 

aggregate. Because of the larger porosity in their shell structure, coconut shell aggregates absorb more water. Under 

complete water curing, the 28-day compressive strength of coconut shell concrete was determined to be 14.88 for 50% 

substitution by coconut shell aggregate, and it may be employed for less significant tasks [20]. Prakash et al. (2020) 

stated that combining coconut shells, coconut fibre, and sawdust in buildings may improve numerous qualities and 

provide better outcomes. It is a way to decrease natural waste dumping in the environment [21]. 

 

Expanded Slag Cinder 

Xiao et al. (2017) Volcanic cinder is a porous rock that exhibits high performance characteristics, created after the 

cooling of a volcanic explosion. In a recent study, researchers investigated the impact of fly ash on the mechanical 

properties of cinder lightweight aggregate concrete. The results showed that the addition of fly ash significantly 

improves the mechanical properties of cinder lightweight aggregate concrete. The maximum strength value is 

achieved when the dosage of fly ash is 35%. In addition, the early strength of lightweight aggregate concrete can be 

greatly improved by extending the grinding time of fly ash, reducing particle size, and increasing its activity[22]. The 

influence of fly ash concentration and particle size on the compressive strength of volcanic slag lightweight 

aggregate concrete was investigated by Xiao et al. (2018). Fly ash may diminish the early compressive strength of 

cinder in lightweight aggregate concrete; however, when the secondary hydration of fly ash is completed, the late 

compressive strength is greatly increased [23]. 
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Govandan et al. (2019) Volcanic eruptions produce cinder ash. It is a porous rock with high performance that is 

created as a result of the cooling of a volcanic eruption. The use of thermal industry waste cinder ash may minimise 

natural resource consumption, the amount of costly cement used, and environmental pollution. The cinder ash can 

be successfully refilled. In the same concrete mix, the optimal strength achieved with 30% cement is 26N/mm2[24]. 

Harish et al. (2020) Lightweight aggregate concrete is made by totally or partly replacing regular weight aggregate 

depending on the desired strength and density. Expanded polystyrene (EPS) bead is a low-density polymer with 

strong energy-absorbing properties that may be utilised as a lightweight aggregate in concrete. Structural 

lightweight aggregate concrete (SLWAC) was made by completely substituting standard-weight aggregate with EPS 

beads to Cinder ratios of 20:80, 40:60, 60:40, and 80:20, respectively. Furthermore, GGBS was employed as an 

additional cementitious material. Cinder concrete was discovered to be precisely related to the density of the 

concrete. When strength and density are considered, G46 is shown to be the most optimal blend [25]. Uma et al. 

(2020) Steel cinders, derived from steel manufacturers, can be used to replace coarse aggregates in concrete mixtures. 

This substitution results in lighter concrete due to the lower specific gravity of steel cinders, which reduces both 

construction costs and the weight of the structure. This makes it easier to design massive buildings. Researchers 

tested the compressive strength of various mixtures ranging from M0 to M5, which included different percentages of 

steel cinder replacement with coarse aggregate. As the compressive strength of steel cinder concrete decreases, it can 

be used as lightweight concrete [26]. 

 

Factors affecting lightweight concrete in Construction 

 
Lightweight concrete is a versatile construction material that offers numerous advantages, including reduced 

structural load, improved insulation, and enhanced sustainability. However, its successful application in 

construction is influenced by several key factors. This paper explores the critical factors affecting lightweight 

concrete in construction through an examination of real-world cases and industry best practices. 

1. Aggregate Selection: The choice of lightweight aggregates is a crucial factor in determining the properties of 

lightweight concrete. Examples of lightweight aggregates include expanded clay, shale, perlite, and vermiculite. 

The decision to use a specific type of aggregate depends on factors like project requirements, desired density, and 

structural load. For instance, the construction of a high-rise residential building may require expanded shale 

lightweight aggregate to reduce overall weight and enhance structural strength. 

2. Mix Design and Proportioning: Proper mix design and proportioning are essential to achieving the desired 

properties of lightweight concrete. The ratio of cement, water, lightweight aggregate, and admixtures must be 

carefully calibrated to meet structural and performance requirements. A case in point is the construction of 

precast lightweight concrete panels used in architectural façades, where precise mix design ensures both aesthetic 

appeal and structural integrity. 

3. Quality Control and Testing: Ensuring the quality of lightweight concrete during production and construction is 

paramount. Comprehensive testing, including slump tests, compressive strength tests, and density 

measurements, helps validate the concrete's performance. Projects like airport runways constructed with 

lightweight concrete demand rigorous quality control to meet safety and load-bearing standards. 

4. Structural Design and Load Considerations: Structural engineers must consider load-bearing requirements when 

specifying lightweight concrete. It is essential to evaluate the expected loads and design the structural elements 

accordingly. For instance, in the construction of bridge decks using lightweight concrete, engineers need to 

account for vehicular traffic loads and apply load distribution mechanisms to ensure safety. 

5. Environmental Conditions: Environmental factors, such as temperature, humidity, and exposure to freeze-thaw 

cycles, can affect the durability of lightweight concrete. Special curing methods and protection measures may be 

required to mitigate the impact of adverse conditions. The construction of lightweight concrete pavements for 

highways necessitates attention to weather conditions to prevent premature cracking. 

6. Construction Techniques: The construction techniques employed significantly impact the success of lightweight 

concrete applications. Precise placement, consolidation, and curing processes are essential for achieving the 
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desired properties and structural performance. For example, in the construction of lightweight concrete roof 

insulation, proper installation techniques are crucial to ensure long-term insulation effectiveness. 

7. Regulatory Compliance: Compliance with local building codes and regulations is vital when using lightweight 

concrete in construction. Building authorities may have specific requirements related to lightweight concrete use, 

especially in applications where fire resistance or structural stability is a concern. Compliance with regulations is 

evident in the construction of fire-rated lightweight concrete walls in commercial buildings. 

 

In conclusion, lightweight concrete offers a wide range of benefits in construction, but its successful utilisation hinges 

on careful consideration of these influencing factors. By addressing these factors effectively, engineers and builders 

can harness the advantages of lightweight concrete while ensuring structural integrity, durability, and 

environmental responsibility in various construction projects. 

 

Opportunities And Challenges Of Lightweight Concrete In Construction 

Lightweight concrete presents both promising opportunities and notable challenges in the construction industry. 

This paper explores the multifaceted landscape of lightweight concrete, delving into the opportunities it offers for 

sustainable and innovative construction practices while also addressing the key challenges that need to be overcome 

for its widespread adoption. 

 

Opportunities 

1. Sustainability and Environmental Benefits: Lightweight concrete's reduced density leads to lower transportation 

costs and energy consumption during construction. It also contributes to diminished carbon emissions, aligning 

with the global push for sustainable construction practices. Case studies of eco-friendly residential buildings 

constructed with lightweight concrete showcase their potential to minimise the industry's environmental 

footprint. 

2. Improved Energy Efficiency: Lightweight concrete's enhanced insulation properties make it an ideal choice for 

energy-efficient buildings. Examples from the commercial sector illustrate how lightweight concrete can be 

employed in constructing thermally efficient walls, roofs, and floors, reducing heating and cooling expenses for 

building occupants. 

3. Innovative Architectural Design: Architects and designers are increasingly drawn to the aesthetic possibilities 

offered by lightweight concrete. Through the examination of iconic architectural projects, such as museums and 

cultural centres, this paper illustrates how lightweight concrete enables the creation of intricate and visually 

striking structures. 

4. Reduced Structural Load: In infrastructure projects like bridges and elevated highways, lightweight concrete's 

ability to reduce structural load results in cost savings and improved longevity. Real-world cases of lightweight 

concrete bridges highlight their resilience and ease of maintenance. 

 
Challenges 

1. Strength and Durability Despite its numerous advantages, lightweight concrete can exhibit lower compressive 

strength compared to traditional concrete. The paper discusses how advancements in material science and 

structural design are addressing this challenge and cites examples of high-strength lightweight concrete 

applications in demanding construction projects. 

2. Quality Control Maintaining consistent quality in lightweight concrete production can be challenging. The paper 

examines quality control measures and certifications implemented in the construction of high-rise  

3. Residential buildings to ensure the reliability of lightweight concrete. 

4. Fire Resistance Lightweight concrete's fire resistance properties are scrutinized, especially in applications 

requiring stringent fire safety standards, such as tunnels and public buildings. Case studies demonstrate 

innovative fire-resistant lightweight concrete solutions. 
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5. Cost Considerations The initial cost of lightweight concrete materials and equipment can be higher than 

traditional concrete. However, the paper highlights life-cycle cost analyses that reveal long-term savings, 

particularly in energy-efficient buildings and infrastructure projects. 

6. Education and Adoption Widespread adoption of lightweight concrete requires education and training for 

construction professionals. Examples of training programs and knowledge dissemination initiatives are explored 

to bridge the awareness gap. 

 

In conclusion, lightweight concrete presents an array of opportunities to revolutionize construction practices, from 

sustainability and energy efficiency to architectural innovation and reduced structural load. However, addressing 

challenges related to strength, quality control, fire resistance, cost considerations, and education is crucial for 

unlocking its full potential in construction. By acknowledging and strategizing around these challenges, the 

construction industry can embrace lightweight concrete as a key player in shaping the future of sustainable and 

innovative building practices. 

 

CONCLUSION 

 
1. Lightweight cement has been more popular in recent years owing to its economic properties. 

2. Furthermore, the use of lightweight aggregate in cast-in-place buildings, both load-bearing and non-load-bearing, 

presents a remarkable alternative to the conventional heavy-weight aggregate often employed in the Indian 

markets. 

3. The Indian market exhibits a significant demand for lightweight concrete (LWC), hence necessitating the 

implementation of new necessary regulations to promote its increased use. 

4. Lightweight concrete has a favourable level of strength, making it a viable candidate as an alternative 

construction material within the context of the industrialised building system. 

5. The compressive strength of aerated lightweight concrete tends to decrease as the density of the mixture 

decreases. 

6. The foamed lightweight concrete exhibits inadequate suitability for use as a non-load-bearing wall due to its 

compressive strength, which falls 27% below the acceptable threshold. 
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Table I. Lightweight aggregates (LWAs) and normal-weight aggregates (NWAs) 

Key Aspects 
Lightweight aggregates 

(LWAs) 
Normal-weight aggregates (NWAs) 

Density 

LWAs have a lower density compared to NWAs. 

Their density typically ranges from 600 to 1,600 kg/m³ 

(37 to 100 lb/ft³). 

NWAs have a higher density, typically 

ranging from 2,400 to 2,800 kg/m³ (150 to 

175 lb/ft³). 
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Composition 

LWAs are often made from natural materials like 

expanded clay, shale, or slate. They can also be 

produced from industrial by-products like fly ash or 

slag. 

NWAs are typically dense natural stones 

like granite, limestone, gravel, or sand. 

Strength 

LWAs generally have lower compressive strength 

compared to NWAs. This makes them suitable for 

applications where reducing structural loads is a 

priority. 

NWAs have higher compressive 

strength, which makes them suitable for 

load-bearing structures and applications 

that require high durability. 

Insulation 

Properties 

LWAs are known for their insulation properties due 

to their lower thermal conductivity. They are often 

used in lightweight concrete to improve insulation in 

building envelopes. 

NWAs have higher thermal 

conductivity, making them less suitable 

for applications where insulation is a 

primary concern. 

Transportation 

Costs 

Because of their lower density, LWAs are lighter and 

result in reduced transportation costs, especially for 

long-distance transport [2]. 

NWAs are heavier and can lead to higher 

transportation costs, especially when 

transported over long distances. 

Sustainability 

LWAs can contribute to sustainability efforts by 

reducing the overall weight of structures, which may 

lead to lower energy consumption during the 

building's operational phase. 

NWAs are often considered less 

sustainable due to their higher density 

and potential for increased 

transportation-related carbon emissions. 

Energy 

Efficiency 

LWAs can enhance energy efficiency in buildings by 

reducing the structural load, resulting in less demand 

for heating and cooling. 

NWAs may require more energy-

intensive construction methods due to 

their higher weight. 

Applications 

LWAs are commonly used in lightweight concrete, 

precast concrete products, and applications where 

reduced structural load is important. They are 

suitable for non-load-bearing walls, insulation, and 

lightweight fill materials [3]. 

NWAs are widely used in traditional 

concrete mixes for load-bearing 

structures, bridges, highways, and 

applications requiring high strength and 

durability. 
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Acrylonitrile was grafted onto sodium salt of partially carboxy methylated tamarind kernel powder (Na-

PCMTKP) using potassium per sulphate (KPS) and ascorbic acid (AA) as redox initiators in an aqueous 

medium. The optimum reaction conditions have been established by varying reaction variables including 

concentration of AA, KPS, monomer and amount of backbone as well as time and temperature. The 

influence of these reaction conditions on the grafting yields such as percentage grafting and percentage 

grafting efficiency are discussed. The proposed reaction mechanism could explain very well the 

experimental results. The FT-IR spectroscopy, Thermal Gravimetric Analysis (TGA)and Scanning 

Electron Microscopic (SEM) techniques have been used for the characterization of newly synthesized 

graft co-polymer (Na-PCMTKP-g-PAN). 
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INTRODUCTION 

 
In the modern times it is require to identify or to modify polymer with better properties so it will be used for the 

variety of its applications. Grafting is one method that is useful for the modification of naturally available 

polysaccharides. Tamarind kernel powder [TKP] is one of the cheapest and most readily available gum that can 

derived from its seed. Tamarind seed consist of husk and white kernel in 35% and 65% respectively [1]. The 

constitutes of seed kernel are protein (15 - 20.9%), carbohydrate (65 – 72%) and fat (4 - 16%) [2]. It is composed of (1→ 

4)-β-D-glucopyranosyl units substituted with side chains consisting of a single xylopyranosyl unit is attached to 

every second, third and fourth D- glucopyranosyl unit through   α-D-(1 → 6) linkage. One D- galacto pyranosyl unit 

is attached to one of the xylopyranosyl unit through β-D- (1→2) linkage [3-7]. The structure of TKP is shown in 

Figure 1. Many hurdles occur because of properties like dull colour, unpleasant smell and low water solubility which 

become obstacle in many applications. Hence, we have used carboxy methylated tamarind kernel powder (Na-

PCMTKP) and further modified it via chemical methods using KPS/AA as redox initiator. A literature survey shows 

that there are some reports on the grafting of acrylonitrile [7], ethyl acrylate [8] and methyl methacrylate [9] onto 

TKP. In addition, ceric ammonium nitrate-initiated grafting of hydro xyethyl methacrylate [10] as well as photo-

induced grafting of methacrylate [11] and  acrylonitrile [12] was done and KPS/AA initiated grafting of acrylamide 

[13] and acrylonitrile [14] onto guar gum and Na-PCMGG are visible in reports. However, there are no reports on 

KPS/AA initiated grafting of vinyl monomers onto Na-PCMTKP. In present study, therefore, an attempt has been 

made systematically to optimize the graft copolymerization reaction of acrylonitrile [AN] onto Na-PCMTKP DS  = 

0.15) and characterize the optimally synthesized graft copolymer. Optimization not only develops specialty 

polymeric materials but also to elucidate the KPS/AA initiated grafting mechanism over various reaction conditions 

studied. 

 

MATERIALS AND METHODS 
 

Sodium salt of partially carboxy methylated tamarind kernel powder (Na-PCMTKP, DS = 0.15) was kindly supplied 

by Encore Natural Pvt. Ltd; Naroda, Ahmedabad (Gujarat). Potassium persulphate (KPS) (Qualigens, Glaxo India 

Ltd.) and Ascorbic Acid (AA) (Samir Tech, Chem. Baroda, Gujarat ) of analytical reagent grade were procured. 

Acrylonitrile (AN) (procured from Chiti-Chem Corporation, Baroda) was distilled at atmosphere pressure and the 

middle fraction of it was collected and used. All other reagents and solvents used were of reagent grade. Nitrogen 

gas was purified by passing through freshly prepared alkaline pyrogallol solution. The conductivity water was used 

for the preparation of solutions as well as in polymerization reactions. 

 
Graft copolymerization 

A 250 mL R. B. F. is fitted with mechanical stirrer, condenser and a gas inlet system which immersed in a constant 

temperature (temp. is maintain using temperature controller) bath for grafting reaction. For getting optimized graft 

copolymer turn by turn different variations are done during the synthesis such as varying amount of the Sodium Salt 

of Partially Carboxy methylated Tamarind Kernel Powder (Na-PCMTKP, DS  = 0.15) from 0.25g to 3.00 g, monomer 

(AN) (0.051 – 0.405 mol/L)was taken, keeping temperature between 20° – 80°C. Also different concentration of redox 

initiators KPS (5×10-3- 45×10-3mol/L) and AA (10×10-3- 50×10-3mol/L) was taken and the time duration was ranging 

between 0.5 to 10 hrs. the substrate dissolved in 110mL non- ionize with constant stirring and slow bubbling of N2 

gas for 1 h for uniform swelling of substrate. At the desired temperature the freshly distilled monomer was then 

added to the reaction mixture. After 5 mins., the freshly prepared 10 mL solution of AA in non-ionize water was 

added. After 30 mins., the freshly prepared 10 mL solution of KPS   in non-ionize water was added and stirred to it 

and then after reaction is carried for the decide time interval. Dissolved oxygen was removed by passing slow stream 

of N2 was continuously during the course of the reaction. The contents of the flask were poured immediately into 

excess of methanol at the end of reaction for the complete precipitation of graft copolymer. Then centrifugation 
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method was used to get crude copolymer product which was repeatedly washed with 95% methanol and finally 

with pure methanol. The crude sample thus, obtained was dried under vacuum at 40°C. The homopolymer was 

removed from the crude graft copolymer by exhaustive soxhlet extraction with acetone for 48 hrs. 

 

Isolation of Grafted Chains 

The grafted PAN chains were isolated from the graft copolymer (Na-PCMTKP-g-PAN) sample by refluxing it in 1N 

HCl solution for 12 hrs. as per the procedure reported in the literature [15]. 

 

Grafting Yields and Kinetic Parameters 

The values of the grafting yields (%G and %GE) and the rates of polymerization (Rp), graft copolymerization (Rg) and 

homo polymerization (Rh) were evaluated by using the equations [16]. 

 

IR Spectra 

The IR spectra of Na-PCMTKP ( DS  = 0.15), Na-PCMTKP-g-PAN and PAN were taken in KBr pellets using Nicolet 

Impact 400D Fourier Transform Infrared Spectrophotometer. 

 

Thermo gravimetric Analysis (TGA)  

Sodium Salt of Partially Carboxy methylated Tamarind Kernel Powder (Na-PCMTKP, DS =0.15) and its graft 

copolymer Na-PCMTKP-g-PAN and PAN under inert atmosphere at a scan rate of 100C/min. 

 

Differential Scanning Calorimetry (DSC) 

The DSC scans of Na-PCMTKP ( DS =0.15) and its graft copolymer Na-PCMTKP-g-PAN were recorded under a 

nitrogen atmosphere at a scan rate of 100C/min on DSC METTLER TOLEDO STARe SW 7.01 instrument. 

 

Scanning Electron Microscopy (SEM) 

Model ESEM THP + EDAX, Philips make has been used to obtain the micrographs of Na-PCMTKP ( DS = 0.15) and 

Na-PCMTKP-g-PAN grafted copolymer samples. 

 

Mechanism of Graft Copolymerization 

The present work uses the kinetics of redox initiator system KPS and AA. U.D.N. Bajpai and et al [13] report the 

same kinetics. In this mechanism, there is involvement of formation of primary radicals in sequence. There was 

proposal for forming primary radicals (as corbate radicals) like 
 -

4SO , OH
, AH

 as shown in Scheme-1 

In the scheme-2, the produced primary radicals are express as X ֹֹ ̊ which explains the mechanism of grafting of AN 

onto Na-PCMTKP ( DS  = 0.15) using a KPS/AA redox initiating system in an aqueous system. Scheme-2 also propose 

that vinyl polymerization reaction is initiated by primary radicals (chain carriers) as proton abstraction from vinyl 

polymer reports being faster than the Na-PCMTKP backbone. According to scheme-2, whatever amount of macro 

radicals (Na-PCMTKPO ̊ ) generated may collide with vinyl monomer (AN) and the resulting radical is Na-

PCMTKPOM ̊ . Thus, newly generated radicals can attract more AN molecule available in the reaction mixture. In 

this way, propagation step is continued till the reaction gets terminated by the combination of remaining growing 

polymeric chains. This results in the generation of graft copolymer, Na-PCMTKP-g-PAN 

 
Determination of Optimal Grafting Conditions 

To optimize the conditions for grafting of AN onto the Na-PCMTKP ( DS  = 0.15), various reaction conditions 

including the amount of backbone (Na-PCMTKP), concentrations of monomer (AN), potassium per sulfate (KPS) 

and ascorbic acid (AA) as well as reaction time and temperature were varied keeping the total volume of the reaction 

mixture to be 150mL. The influence of various reaction conditions on grafting yield was also studied as discussed 

below: 
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Effect of Backbone Concentration 

Figure2 explains that, the variation in the backbone concentration is responsible for percentage grafting (%G) and 

percentage grafting efficiency (%GE). Figure2 also indicates that as the amount of Na-PCMTKP increases the value of 

%G and %GE also increases up to optimum reaction condition (Na-PCMTKP from 0.25 gm to 1.5 gm). The maximum 

value of %G is 160.81%.  After the optimum point the values %G and %GE decreases with future increase in the 

amount of Na-PCMTKP. From this we can predict that, the initial increase upto optimum concentration is due to the 

higher availability of reactive sites of Na-PCMTKP but because of the destruction of radical activity at more higher 

concentration due to termination by backbone-backbone and backbone-primary radicals. Similar results are seen in 

[17-19]. 

 

Effect of Monomer Concentration 

The result of percentage grafting (%G) and percentage grafting efficiency (%GE) values upon changing in the 

monomer [AN] concentration can be observed from Figure3. It shows increase in %G value as the concentration is 

varied from 0.05 to 0.35mol/L (from 0.50 to 3.50 ml). The maximum value of %G is found to be 307.49% at 3.50 ml. 

Beyond 3.50 ml (0.35mol/L), the %G value decreases. It is also observed from the %GE results that along with %G, 

%GE increases too, and then after decreases. The gradual increase in %G and %GE up to optimized value may be 

due to the possibility of the concentration of monomer in the neighborhood of Na-PCMTKP in reaction medium also, 

it is noted that, as more graft copolymer radicals are generated, there will be shielding of graft copolymers by excess 

of monomer, and this may be the inhibiting factor for the graft copolymerization. Along with this, at higher 

monomer concentration, more monomer molecules are easily available for initiators, which leads to quick homo 

polymerization, and may be due to this reason, result shows decrease in grafting efficiency too. The similar results 

were also reported in [12, 21,24]. 

 

Effect of Potassium Per sulphate concentration 

From the Figure 4, it is observed that concentration of KPS and %G increases simultaneously up to optimum 

concentration i.e. [KPS] = 25×10-3mol/L and the maximum value of %G is 116.03%. But after this, the concentration of 

KPS and %G is decreases. The initial increase in the value of %G can be explained on the bases of the fact that, as the 

initiator concentration increases there is an excess number of radicals generated on the substrate i.e. Na-PCMTKP 

and monomer too. Due to this, a rise in %G is observed but after optimum value of KPS the decrease in %G might be 

associated with the strong possibility of chain termination reactions. The same kind of result can be obtained in 

[19,22,23]. 

 

Effect of Ascorbic Acid Concentration [Activator] 

Ascorbic acid (AA) is also used as an initiator along with KPS. Effect of concentration of AA on to grafting yield i.e. 

%G is observed from Figure5. The graph explains that, along with AA concentration, the %G value also increases up 

to optimum value i.e. [AA] = 20×10-3mol/L and the %G value is 156.52% at the same point. This increase is attributed 

to the fact that, due to the presence of ascorbic acid, radicals like a•AH and 
--

4SO  are formed in the reaction mixture 

which may attacked Na-PCMTKP molecules and because of it, more active sites are generated which helps the 

addition of AN, so the %G increases. Beyond the optimum concentration of AA, the %G value decreases may be 

because of fact that excess of as corbate ( ) radicals are responsible for homo polymerization. Thus, instead of 

graft copolymers homo polymers are generated. In both the initiator, i.e., KPS and AA, there is little variation %GE 

value explaining that initiators do not much effect on the grafting efficiency of the product. Similar results were 

reported in [14,19]. 

 

Effect of Reaction Temperature 

Figure6 reveals that as temperature increases, the %G value also increases from 20°C to 35°C and then decreases. 

This can be understood in terms of positive influence of temperature at different phase of reaction, such as it 

enhances the swelling of Na-PCMTKP, solubility, mobility and diffusion of monomer molecules and also on the 

collision rate of monomer (AN) with Na-PCMTKP. It affects the initiation and propagation rates too. At higher 
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temperature, the %G value decreases, which may be because at higher temperature, hydrogen abstraction and chain 

transfer reaction rates becomes faster and hence %G decreases. The same results are shown in [25,26]. 

 

Effect of Reaction Time 

It is cleared from Figure 7 that, maximum %G is obtained at 2.5 hrs, and it is due to the easy availability of grafting 

sites during initiation reaction on Na-PCMTKP. But after optimum time i.e. 2.5hrs, it decreases because of lowering 

the concentration of monomer and initiator, and also due to less accessible grafting site. The formation of more homo 

polymers is also one of the major reasons for decreases in %G and %GE values. The same type of results is seen in 

[20,24,25]. Thus, based on this discussion, the optimized reaction conditions for obtaining graft copolymer of PAN 

i.e. Na-PCMTKP-g-PAN are shown in Table I.  

 

EVIDENCE OF GRAFTING 
FTIR Analysis 

The combine FTIR analysis of Na-PCMTKP (a) ( DS =0.15) Na-PCMTKP-g-PAN (b) and PAN (c) give the evidence 

that, grafting of AN is taken place on to Na-PCMTKP successfully. In FTIR spectrum (a), the broad and strong 

absorption band at  ̴ 3428   cm-1 is for the (-OH) starching. The (-CH) stretching is confirmed from the sharp 

absorption band at ̴ 2927 cm-1. For (-CO-) moiety, the asymmetric and symmetric vibrations are assigned to ̴ 1640 cm-1 

and ̴ 1424 cm-1 respectively. This supports the presence of carboxy methyl group in Tamarind Kernel Powder (TKP). 

FTIR spectrum (b), the spectrum of Na-PCMTKP-g-PAN shows all the bands of Na-PCMTKP and the additional 

band at ̴ 2228cm-1. This indicates the presence of (-CN) stretching. It is characteristic band of PAN. The entry of new 

band at ̴ 2228 cm-1 in the spectrum of graft copolymer i.e. Na-PCMTKP-g-PAN, specify without any uncertainty that, 

grafting of AN on to Na-PCMTKP has occurs successfully. Moreover, this graft copolymer (Na-PCMTKP-g-PAN) 

was hydrolyzed in order to isolate the grafted chains of PAN. The FTIR- spectrum of PAN shows that the band at ̴ 

1730 cm-1 supports the presence of (-CO) stretching. All these comparisons prove that AN is grafted on to Na-

PCMTKP successfully.      

 

Scanning Electron Microscopy (SEM) 

The scanning electron micrograph of Na-PCMTKP Figure 9 shows the clustering of the granules and granules could 

be distinguished from one another. The surface topology of Na-PCMTKP-g-PAN (%G = 214.41) can be seen in Figure 

10.Upon comparing the morphology of the grafted samples Fig.10 with un-grafted material Figure 9 it is clearly 

evident that the grafted chains have drastically changed the morphology of Na-PCMTKP ( DS = 0.15) sample. Also, 

additional surface deposits are observed indicating that the grafting has taken place. 

 

Thermo gravimetric Analysis (TGA) 

The thermo grams of Na-PCMTKP ( DS = 0.15) and its graft copolymers as well as homo polymers are discussed. 

The thermal behavior of Na-PCMTKP ( DS = 0.15) and its graft copolymer Na-PCMTKP-g-PAN, along with the 

corresponding homo polymers PAN is examined by a study of their primary thermo grams. The overall degradation 

of Na-PCMTKP ( DS =0.15) 

 (Figure 11) exhibits two steps of degradation. As it can be seen from this figure that the sample begins to decompose 

at about 120° C and loses its weight up to 370° C involving about 62.5% weight loss.  The second step is immediately 

followed in a temperature range 370-520° C during which the sample loses 37.5% of its weight leaving no weight 

residue. The maximum values of weight loss occur at 295° C and 450°C respectively during first and second steps of 

decomposition.  

 

Figure 12 shows the primary thermo grams obtained at a scan rate of 10°C/min for Na-PCMTKP-g-PAN (%G = 

214.41) and PAN in an inert atmosphere. The overall thermal degradation of Na-PCMTKP-g-PAN involves two steps 

of degradation. The decomposition begins at 210° C and proceeds slowly up to 425° C involving about 39% weight 

Shubarat Shameem and Rajeswari 

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

68940 

 

   

 

 

loss with maximum rate of weight loss at 305° C. The second decomposition step comprises of 425-800° C, involving 

about 31% residue with maximum rate of weight loss at 655°C.  The final residue at 800° C amounts to 30%. 
 

CONCLUSION 

 
As we know, TKP is biodegradable in nature but due to is low solubility, in this present work we took Sodium Salt of 

Partially Carboxy methylated Tamarind Kernel Powder (Na-PCMTKP) and positively try to modified it using very 

simple method of grafting which expands its application range as well. We optimized different reaction conditions 

such as concentration of Na-PCMTKP, Monomer, Ascorbic acid, Potassium per sulphate as well as reaction time and 

temperature as discussed earlier. For the optimized reaction conditions, the values of %G and %GE were 214.14% 

and 98.85% respectively. FTIR, SEM and TGA are important evidences for the characterization. It is proved without 

any future doubt that grafting has taken place with the help of result of FTIR and SEM analysis while the result of 

TGA describe loudly that the thermal stability of Na-PCMTKP is increase after its grafting by PAN. 
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Table I  Optimized Reaction Conditions 

Na-PCMTKP ( DS = 0.15) 1.5 g (dry basis) 

[KPS] 25× 10-3 M 

[AA] 20× 10-3 M;  

[AN] 0.35 mol. L-1 

Time 2.5 h 

Temperature 35°C 

Volume of Water 146.5 mL 

Total Volume 150 mL 

 

 
 

 
 

Shubarat Shameem and Rajeswari 

 

 et al., 

http://journals1.scholarsportal.info/search-advanced.xqy?q=Puja%20Goyal&field=AU
http://journals1.scholarsportal.info/search-advanced.xqy?q=Vineet%20Kumar&field=AU
http://journals1.scholarsportal.info/search-advanced.xqy?q=Pradeep%20Sharma&field=AU


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

68942 

 

   

 

 

 

 

 
Figure 1. Structure of TKP Figure 2 .Effect of amount of Na-PCMTKP on (●) 

grafting and (■) grafting efficiency 

 

 

Figure 3. Effect of AN concentration on  

(●) grafting and (■) grafting efficiency 

Figure 4. Effect of KPS concentration on concentration 

on (●)grafting and (■) grafting efficiency 

 

 
Figure 5. Effect of AA concentration on(●) grafting and 

(■) grafting efficiency. 

Figure 6. Influence of the reaction temperature on 

(●)grafting and (■) grafting efficiency 
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Figure  7. Influence of the reaction time on 

(●) grafting and (■) grafting efficiency. 

Figure 8. IR spectra of (a) Sodium Salt of Partially 

Carboxy methylated Tamarind Kernel Powder (Na-

PCMTKP, DS= 0.15) sample, (b) Na-PCMTKP-g-PAN 

sample, (c) Polyacrylonitrile (PAN) sample. 

 
 

Figure 9.TG thermo gram for Na-PCMTKP (DS= 0.15)     Figure 10. TG thermo grams for (       ) Na-PCMTKP- g-

PAN and (- - -) PAN at 100C/min. 

 
Scheme-1: Formation of chain carriers by KPS/AA initiation. 
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Scheme-2: Reaction mechanism for the synthesis of Na-PCMTKP-g-PAN. 
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Accurate sales predictions can help inform business decisions, infrastructure planning, and for 

government policies makers. Time series modeling and forecasting, a technique that forecasts future 

values by examining past values, are crucial in many practical sectors when it comes to the Indian electric 

vehicle (EV) market. In this study, the monthly and annual sales data for ICE (internal combustion 

engine) and  (EV) vehicles from 2014 to 2022 have been evaluated using SARIMA (Seasonal 

Autoregressive Integrated Moving Average), linear regression, and polynomial regression. A detailed 

explanation of model selection and forecasting accuracy is presented. The results indicate a significant 

achievement for the EV industry, and it is in align with goals set by Governments and automakers to 

promote the transition to electric vehicles. 
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INTRODUCTION 

 
India's increasing population brings both opportunities and challenges to the transportation sector. Today, the 

country has contributed about 2.5 billion metric tons of carbon to environment. The IC engine vehicle contributes PM 

2.5, it’s almost about to 40% of the total pollution in India [1]. The nation faces not only a massive fuel investments 

but also big environmental challenges. Adoption of electric vehicles can help create more efficient and sustainable 

transportation networks, which are crucial for addressing the mobility needs of a growing population while 
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reducing the detrimental effects of expanding vehicle use on the environment and the economy. A wide approach of 

transportation planning that includes EVs can help to address challenges efficiently. However, electric vehicles (EVs) 

are emerging of hope, can offering a sustainable and cost-efficient alternative to internal combustion engine (ICE) 

vehicles [2, 3]. In fig.1 and fig.2 shows a breakdown of Diesel and Petrol utilization in India, highlighting the 

dominance of the transport sector and the distribution of Diesel and Petrol percentage sales among different types of 

vehicles within that sector [4]. 

 
Analysis of Vehicle Sales Trends in India (2014-2022) 

Ministry of Road Transport & Highways provided data as shown in fig. 3 represents the percentage sales of vehicles in 

India from 2014 to 2022. Analysis shown the annual sales figures of various types of vehicles in India from 2014 to 

2022.  Petrol vehicles, on the other hand, consistently had the highest sales figures throughout the years, with a 

noticeable growth trend from 2014 to 2019. Petrol/CNG and Petrol/Hybrid vehicles also displayed an increasing trend 

in sales, the data highlights a growing interest in electric battery operated vehicles (BOV), with a remarkable surge in 

sales from 2016 onwards, indicating a shift towards eco-friendly transportation options. However, the overall market 

share of electric vehicles in India remained relatively small compared to conventional fuel-powered vehicles during 

this period [5, 6]. In fig. 4 represents the sales analysis of different types of vehicles in India from 2014 to 2022. These 

vehicles are categorized into various segments, including traditional internal combustion engine (ICE) vehicles and 

electric vehicles (EVs), with a breakdown for two-wheelers, three-wheelers, and four-wheelers. Here is an analysis of 

the trends observed in the EV sales data [2, 8]. Two -Wheeler Sales: Both ICE and EV, have consistently shown strong 

growth over the years. However, there is a noticeable shift in recent years.  

 

While two-wheeler ICE sales continued to rise, two-wheeler EV sales began to increase significantly from 2020 

onwards. This shift may be indicative of a growing preference for electric two-wheelers among consumers, possibly 

due to environmental concerns and increasing awareness of EV technology [7, 9]. Three-Wheeler Sales: Three-wheeler 

sales have also been on an upward trajectory. However, there isn't a clear trend favoring ICE or EV three-wheelers. 

Both types seem to coexist without significant changes in their respective market shares but day by day EV three 

wheelers adoption is increasing [7, 9]. Four-Wheeler Sales: Sales of four-wheelers, both ICE and EV, have been steadily 

increasing over the years. Notably, from 2020 onwards, there is a visible surge in four-wheeler EV sales. This could be 

attributed to factors such as improved EV infrastructure, greater variety of EV models, and government incentives for 

electric vehicles. The data suggests a growing interest in electric four-wheelers [7, 9]. Above data analysis reflects a 

shifting automotive landscape in India. While traditional ICE vehicles continue to dominate, there is a clear trend 

towards increased adoption of electric vehicles, especially in the two-wheeler and four-wheeler segments. This shift 

is likely driven by factors such as environmental consciousness, advancements in EV technology, and supportive 

government policies. The data suggests that as EV infrastructure and awareness continue to grow, electric vehicles 

are gaining a stronger foothold in the Indian market [2]. 

 
Gross National Income (Gni) Per Capita of India and Its Impact 

From 2014 to 2022, India has witnessed a significant increase in vehicle sales, reflecting the country's economic 

growth as indicated by the rise in Gross National Income (GNI) per capita. In 2014, India's GNI per capita stood at 

$1,550, and over the course of these eight years, it steadily climbed to $2,380 in 2022. This upward trajectory in 

economic prosperity has had a notable impact on the automotive industry [10, 11]. There has been substantial growth 

in sales. Two-wheeler internal combustion engine (2W ICE) vehicles, which are incredibly popular in India due to 

their affordability and convenience, saw sales numbers increase from 14,904,666 units in 2014 to 15,592,111 units in 

2022. This growth indicates that as people's disposable incomes has been raised with the increasing GNI (Gross 

National Income) per capita, more individuals were able to afford two-wheelers, contributing to the surge in sales. 

Indian government is targeted to reach $ 4,000 with 70% growth by 2030, from today’s levels of $ 2,450 *10, 11, 12+. 

Moreover, the Light Passenger Vehicle (LPV) segment, which includes traditional internal combustion engine (ICE) 

cars, also experienced growth in sales, possibly due to increased consumer confidence and affordability driven by the 

rising GNI per capita. In addition to two-wheelers and EVs, the data reflects a broader trend toward increased 
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vehicle ownership as a result of improved economic conditions [13]. India has established goal for the wide adoption 

of electric vehicles (EVs) by 2030. Government is motivated to attain a 30% market share for EVs in private cars, 70% 

adoption in commercial vehicles, and 80% in the two-wheeler and three-wheeler segments [9]. To achieve these 

targets, the Indian government is taking active measures to inspire the adoption of EVs. These measures encompass 

a range of incentives implemented at both national and state levels, policy designed to increase the availability and 

affordability of EVs for vehicle ownership. 
 
Electric Mobility in India Today 

Electrical vehicle selling is continuously growing, this is due to promotional scheme by government and continuous 

increase in price of crude oil which has motivated vehicle users to divert from ICE vehicles to electrical vehicles. Up 

gradation in technology of batteries and controller increasing the range of EVs as well as reducing cost of EV day by 

day are some other influencing factors. Study shows in year 2020 due to pandemic situation EV selling was reduced 

but during year 2022 a steep increase in the sales of EVs, in the country. [13,14]. This data illustrates as shown in fig. 

6, the annual electric vehicle (EV) sales for different categories of vehicles, including two-wheelers (TW), three-

wheelers (3W), four-wheelers (4W), and other types, from 2014 to 2023. Over this period, there is a striking growth 

trend in EV adoption. In 2014, EV sales were relatively low across all categories, but by 2023, a substantial 

transformation occurred. Two-wheelers, in particular, have experienced exponential growth, with sales skyrocketing 

from 12 units in 2014 to 359,924 units in 2023, making them the dominant category. Three-wheelers and four-

wheelers have also witnessed significant growth, with 3W sales reaching 56,700 units and 4W sales totaling 567,00. 

units in 2023. These numbers underscore the increasing popularity and acceptance of electric vehicles, highlighting 

the remarkable transition towards sustainable and environmentally friendly transportation options in recent years 

[7, 14, 15]. In both 2022 and 2023, two-wheelers indeed lead in electric vehicle sales. However, the increase in three-

wheelers and four-wheelers in 2023 indicates a notable diversification of the electric vehicle market. This suggests a 

growing demand for electric three-wheelers and four-wheelers, possibly driven by factors such as government 

incentives, improved technology, and a broader range of electric vehicle options, demonstrating the expanding 

acceptance of electric mobility across different vehicle categories [7, 16]. 

 

Forecasting of Electric Vehicle Sales in India 

A time series, in essence, represents observations ordered chronologically over time. Time series forecasting models 

employ mathematical techniques grounded in historical data to predict future demand. These models are built on 

the basis that the future is an extension of the past, allowing us to utilize historical data with confidence in 

forecasting future demand. Numerous studies on time series analysis have been conducted across various domains, 

encompassing demand forecasting for products such as food items, tourism, maintenance and repair parts, electricity 

consumption, automobiles, and a wide array of other products and services [9, 17]. Regression analysis, a powerful 

machine learning technique, serves as a valuable tool for predicting sales. To make accurate predictions, it relies on a 

time series of historical data and uses this information to project future sales trends. In this specific analysis, 

leveraging this historical data, the sales of Electric Vehicles (EVs) in India has been analyzed. The ultimate objective 

is to forecast the trajectory of EV sales for the upcoming years [18, 19]. The accuracy of time series analysis for 

forecasting hinges on the inherent characteristics of the demand time series data. When transition patterns exhibit 

stability and periodicity, we can achieve high forecasting accuracy, but irregular and erratic patterns in the data may 

limit the precision of our forecasts [17]. Data shown in table 1, the EV sales in India, increasing popularity of EVs in 

India. It also highlights the need for further analysis and forecasts to better understand and plan for the future of the 

Indian EV market. 

 

Linear Regression analysis for future forecasting 

A dependent variable (commonly abbreviated "Y") and one or more independent variables (typically abbreviated 

"X") are modeled using the statistical technique of linear regression. Simple linear regression is based on the equation 

𝑌 = 𝑀 ∗ 𝑋 + 𝐶 and seeks to identify the best-fitting straight line to represent the connection between Y and X [18, 

20]. We explored the application of a linear regression model to forecast future electric vehicle (EV) sales based on 
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historical data. Linear regression assumes a linear relationship between the predictor variable (in this case, the years) 

and the target variable (EV sales). In table 2 shows actual yearly electric vehicle registered sales data of India. We 

prepare linear regression model and fit the prepared model with actual yearly EV sales data the result is shown in 

figure 8. And in table 3. linear regression offers simplicity and interpretable results, it might not capture nonlinear 

growth patterns as effectively as polynomial regression. 

 

Polynomial Regression analysis for future forecasting 

Polynomial regression extends the idea of linear regression by introducing polynomial terms, allowing for more 

flexible curve fitting. In polynomial regression, still have a dependent variable (y) and one or more independent 

variables (x), but instead of fitting a straight line, fit a polynomial curve. The general form of a polynomial regression 

equation with one independent variable (x) looks like as shown in equation [21]. 

 
𝑌 = 𝑏0 + 𝑏1 ∗ 𝑋1 + 𝑏2  ∗ 𝑋2 + 𝑏3  ∗ 𝑋3 + . . . + 𝑏𝑛   ∗ 𝑋𝑛   

 

The degree of the polynomial, denoted by 'n,' determines how many terms are included in the equation. For 

example, if n = 2, it's a quadratic polynomial with a squared term (x^2), and if n = 3, it's a cubic polynomial with a 

cubed term (x^3), and so on. Fore casting the sales of electric vehicles (EVs) for the coming years, we utilizing 

historical data. Our dataset consisted of EV sales data from 2014 to 2022, We prepare polynomial regression model 

and fit the prepared model with actual yearly EV sales data result and generated predictions for the upcoming years 

is shown in figure 9. and in table 3 [18]. 

 

Seasonal ARIMA methodology for future forecasting  

Both the forecasting methods ARIMA and SARIMA are used. ARIMA bases its predictions of future values on past 

values (autoregressive, moving average). Similar to SARIMA, seasonality trends are taken into account along with 

historical values. SARIMA is substantially more effective at forecasting than ARIMA since it incorporates seasonality 

as a parameter [22]. The model's remaining components are still the ARIMA's, p- moving average (MA)[23], d- 

integrated (I), and q- autoregressive (AR) components. The SARIMA model is made more robust by the inclusion of 

seasonality(P, D, Q). It is portrayed as under. 

 

 

 

 

Testing the stationarity of time series EV sales data: 

The Augmented Dickey-Fuller (ADF) test and testing for stationarity in time series data for improved ARIMA 

forecasting model are statistical tests used to detect if a time series data set is stationary or not. In time series 

analysis, stationarity is a key notion [24]. Result of conducting an Augmented Dickey-Fuller (ADF) test on EV sales 

time series data set and the result is as follow. 

 

ADF Test Statistic: -2.9851906417801892 

p-value: 0.036300744473384425 

 

In the context of the ADF test, it measures how much the data needs to be differenced to make it stationary. In our 

case for EV sales data, the test statistic is approximately -2.9852. The ADF test statistic being negative also supports 

the conclusion of stationarity. The p-value (0.0363) is less than the generally accepted significance level of 0.05 (5%). 

When the p-value is less than the significance level, reject the null hypothesis. For our data series there is strong 

evidence that the data does not have a unit root, which means that the data is stationary. Form above ADF test 

analysis it has been concluded that the data as stationary time series as shown in fig. 10, which is often a prerequisite 

for ARIMA time series analysis and forecasting methods and This suggests that after applying the seasonal first 

difference (d=1), the data is likely stationary as shown in fig. 9. 

ARIMA            (p, d, q)(P, D, Q) 
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Auto Regressive (AR) models for time series EV sales data analysis and forecasting 

When we intend to use an ARIMA model for forecasting it is essential to do auto correction analysis test it will help 

us to identify AR (Auto Regression) and MA (Moving average) parameters needed for ARIMA model [22]. 

 
𝒀𝒕 =   𝜶𝟏 ∗  𝒀𝒕−𝟏 + ⋯ +  𝜶𝒑 ∗  𝒀𝒕−𝒑  

 

Here in AR model, we assume that the current value  (yt) is dependent on previous values (yt−1, yt−2, yt−3,<.) and to 

identify  the order of an AR model (p) for given input data in our case EV sales data, for that we would use the PACF 

(Partial Autocorrelation function)  

 

Moving Average (MA) model for time series EV sales data analysis and forecasting: 

The Moving Average model is a fundamental component of time series analysis. It focuses on capturing the short-

term variations in data by examining the moving average of data points over a specified time period. It estimates 

indicating how many past observations are considered in calculating the moving average [22]. 

 
𝒀𝒕 =  ∈𝒕 + 𝜷𝟏 ∈𝒕−𝟏 + ⋯ + 𝜷𝒒 ∈𝒕−𝒒  

 

The MA model assumes that the current value (yt) is dependent on the error terms including the current error (ϵt, ϵt−1, 

ϵt−2, ϵt−3, ...) and to identify the order of an MA model (q) for given input data in our case EV sales data, for that we 

would use the ACF (Autocorrelation function). We found the value of q for that we use the ACF plot as shown in fig. 

11. It will inform us of the necessary amount of moving average to eliminate autocorrelation from the stationary time 

series. PACF (Partial Autocorrelation function) plot with significant spikes at lag 1, 2, 3, and 4, with the spike at lag 1 

being more significant compared to the others, with lag 1 (AR (1)) be a crucial component in modelling EV sales time 

series [25, 26]. Partial Autocorrelation function plot is shown in fig. 11, we found the optimal value of p which is our 

number of autoregressive terms. Here we can see that the first lag in PACF is significantly out of the limit so we can 

select the order of the p as 1. 

 

SARIMA model testing and validation 

To perform testing and validation, to assess the accuracy of our train model's forecasts by comparing the forecasted 

values to the actual data, it following the same pattern as same as by actual data. Additionally, we may consider 

splitting our data into training and testing sets to evaluate how well the model generalizes to unseen data. Finally, 

plotted the actual EV sales data (EV sales) along with the forecasted values (forecast) as shown in fig. 12, to visualize 

how well your ARIMA model fits the data and how accurate its predictions are [27]. 

 

SARIMA model for future forecasting of EV Sales 

The SARIMA (Seasonal Autoregressive Integrated Moving Average) model is a valuable tool for forecasting EV sales 

data, especially when historical trends play a significant role. Utilizing a pre-trained SARIMA model enables us to 

make data-driven predictions for an extended period, aiding in better decision-making and strategic planning for the 

future [27, 28]. The SARIMA model is a powerful tool for time series forecasting. In this context, we utilize a pre-

trained SARIMA model to forecast electric vehicle (EV) sales data is shown in table 4 for the period spanning from 

2023 to 2030. The data with SARIMA model suggest a positive outlook for the electric vehicle market, with steady 

and accelerating growth expected through 2030. By the year 2030, the forecasted EV sales are expected to reach 

45,07,022 units per year. This could be attributed to advancements in battery technology, infrastructure development, 

and a wider range of EV models available to consumers. This milestone indicates a significant achievement for the 

EV industry, and it is in align with goals set by governments and automakers to promote the transition to electric 

vehicles.  
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CONCLUSION 

 
Accurate sales forecasting is essential for stakeholders in the EV industry to make informed decisions and plan for 

the future, especially as the market continues to evolve. In this paper the context of the Indian electric vehicle (EV) 

market, the sales predictions generated by each model, by analyzing past vehicle market growth, it shows 

remarkable transition from ICE to EV in recent years.  The Linear Regression model demonstrates steady growth but 

under estimates sales compared to SARIMA. Polynomial Regression offers a more flexible fit, SARIMA a time series 

model, captures seasonality and trends in the data effectively. It provides more realistic forecasts compared to the 

regression models, aligning closely with the actual data. Time series models like SARIMA are better suited for 

capturing the inherent temporal dependencies and seasonality in EV sales data. 
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Table 1: Vehicle category wise Electric Vehicle Sales in India [1] 

 

 

 

 

 

 

 
 

 

 

 

 

 

Table 2: Yearly Electric Vehicle sales in India [1] 

Years EV Sales 

2014 2389 

2015 7801 

2016 49848 

2017 87420 

2018 130253 

2019 166823 

2020 124647 

2021 331463 

2022 1025795 

 
Table 3: Forecasting result of Electric Vehicle sales in 

Year 2-Wheeler 3-Wheeler 4-Wheeler Other 

2014 1679 12 686 11 

2015 1444 5416 905 33 

2016 1454 46903 925 563 

2017 1529 83357 2167 366 

2018 17067 110191 2546 450 

2019 30389 133488 2249 696 

2020 29113 90378 4312 845 

2021 156245 158112 15328 1770 

2022 631176 350236 40880 2489 

2023* 556826 359924 56700 259 

Years Linear Regression EV Sales Prediction 
Polynomial Regression EV Sales 

Prediction 

2023 654738 1107374 

2024 742898 1467116 
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Table 4: Forecasting result of Electric Vehicle sales in India 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Fig.1 Percentage utilization of Diesel by Transport 

section in India [4] 

Fig.2. Percentage utilization of Petrol by transport 

section in India [4] 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3. Percentage Vehicle sales in India [7] Fig. 4.   Category wise vehicle sales in India [7] 

2025 831058 1876236 

2026 919219 2334735 

2027 1007379 2842612 

2028 1095539 3399868 

2029 1183699 4006502 

2030 1271859 4662514 

Year SARIMA Model EV Sales Prediction 

2023 1543586 

2024 1966934 

2025 2390282 

2026 2813630 

2027 3236978 

2028 3660326 

2029 4083674 

2030 4507022 
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Fig. 5.   GNI per capita of India (US $) Fig. 6. Electric Vehicle Sales growth in India [7] 

 

 

Fig. 7. Electric Vehicle Sales growth year 2022 – 2023 

[7] 

Fig. 8. Linear regression model EV sales forecasting 

 

 

 

 

 

 

 

 

 

 

 
 

Fig 9: Polynomial regression model EV sales 

forecasting 

Fig. 10.  Seasonal first difference Stationarity 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11.  Autocorrelation function and Partial 

Autocorrelation function test 

Fig. 12:  Actual EV sales vs test forecasted EV sales 
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The DC micro grid has gained popularity due to its ability to integrate green energy sources, storage 

units and loads on a common DC bus. However, load sharing remains a significant challenge in DC 

microgrid. The droop control method is a common practice to address load sharing challenges in 

microgrid, offering advantages such as simplicity, robust control, and communication independence. 

This research work presents the design and analysis of an automatic droop controller to reduce load 

sharing error and minimize circulating current in a low voltage independent DC micro grid. The 

controller, which relies on the output current of an individual converter, aims to minimize issues of 

circulating current and load sharing error. The proposed controller enhances simplicity and flexibility, 

achieving a more favorable balance between voltage regulation and load sharing accuracy in a low 

voltage independent DC microgrid. The effectiveness of the controller is assessed using MATLAB 

Simulink. 
 

Keywords: Load sharing; DC-DC Parallel converters; circulating current; Droop resistance; Voltage 

regulation. 

 

INTRODUCTION 

 
Fossil fuels have raised up issues related to climate change and global warming. The emerging alternatives to fossil 

fuels have been derived from sources of green energy. Renewable energy sources, including tidal energy, wind 

energy, solar energy, and biomass energy, are being implemented to meet the growing energy requirements [1]. 

Micro grid concept is to interconnect the renewable sources, storage elements and loads at the common DC grid [2]. 
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These electrical sources are scattered at various locations due to the ease of energy harnessing. Integrating the energy 

sources and storage units on a common bus provides flexibility, reliability and lower transmission line losses as well 

as cost [3]. The micro grids can be broadly characterized into three types: AC micro grids, DC  ow, skin effect, 

electromagnetic interference, and power quality concerns. On the other hand, DC micro grids do not entail major 

problems such as management of reactive components, complex numbers, synchronization [4]. Hence, control of DC 

micro grid is easy and promises a more reliable, efficient and economical system [5]. In the DC micro grid, the 

integration of distributed generation and electrical loads is achieved by means of DC-DC converters [6]. Parallel 

operation of converters also provides high reliability and flexibility to the system [7]. At the same time, it also creates 

issues of load sharing among converters. [8]–[11]. The concept of load sharing refers to the distribution of current 

across several entities or resources to attain a more balanced and effective use of electrical resources. 

 

 In the parallel operation of converters, each converter shares the load as per its ratings, if it does not happen 

properly then the circulating current will start to flow from one converter to another converter. It also results in the 

overloading of one converter and while under loading of another. Unfortunately, it leads to extra losses, heating, 

increased size and rating of converters [12]. Hence, it is strongly recommended to distribute the load current 

proportionally among all the converters in the DC micro grid. Additionally, the load voltage should be within 

predetermined limits, often within a range of ±5% [13]. Several methodologies have been proposed in literature to 

attain equal distribution of load current and effective control of voltage regulation in converters. An issue of current 

sharing can be effectively mitigated using both active and passive load sharing strategies [14]. Many load sharing 

schemes are available under active load sharing and passive load sharing. The active load sharing strategy offers 

good performance but its main disadvantages are the need of a large bandwidth communication link, complex 

control, least flexibility and plug-and -play capability[15], [16]. Whereas, droop control does not need a high 

bandwidth communication link for its implementation. Therefore, the modularity and flexibility of the system is not 

affected. Nevertheless, it is crucial to acknowledge that the droop control has a significant constraint in its inability to 

simultaneously execute voltage regulation and proportional load sharing. [17]–[21].  

 

To mitigate this constraint, several droop control solutions have been suggested and extensively analyzed in 

scholarly publications. A unique current-limiting droop control mechanism is developed in reference [22] to facilitate 

the simultaneous operation of DC-DC converters with different converter ratings while maintaining a constant load. 

In reference [23], three distinct nonlinear droop control approaches are introduced. All the strategies used in this 

study are designed with the objective of improving voltage regulation and achieving equal current distribution 

in DC micro grid. To mitigate the impact of sensor calibration errors and cable resistances, efforts are also made to 

reduce their occurrence. In reference [24], a universal droop controller is intended to realize proportional load 

distribution and voltage control in input series–output parallel DC-DC converters. The suggested method uses 

positive feedback with a droop controller. Therefore, an inverse droop controller increases voltage reference as the 

load increases. One inherent constraint of this system is that as the amplification of positive feedback increases, the 

grid stability decreases. In reference [25], a solution for traditional droop is presented, which utilizes a piecewise 

approach. This technique involves the fragmentation of droop curves into smaller. When the load current reaches its 

pre-defined value, the controller starts to use a new droop value. At light load, the trade-off between voltage 

regulation and current distribution is substantially reduced as a result of the non-linear droop characteristics.   

However, a non-linear droop controller ensures a increased droop gain when the load increases and decreased droop 

gain when the load decreases at the common DC bus. The literature highlights that the incorrect choice of the droop 

curve can result in instability of the system. The use of global system frequency is presented in [26] as a means to 

implement superimposed frequency droop control. It aims to achieve proportional load sharing amongst converters. 

In this approach, a low-amplitude AC voltage signal is introduced into the DC grid. This approach has the potential 

to lead to system instability and undesirable power quality concerns. The mode adaptive droop control technique 

(MADC) is introduced in [27]. For different voltage ranges, droop controller is applied to the grid, distributed 

generation and energy storage elements. The MADC approach is built on the premise that distributed generators 

measure identical bus voltages while disregarding the voltage drop resulting from cable resistances. In the cited 

work [28], a new algorithm for decentralized control is proposed. The method offers reliable instantaneous voltage 
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control performance during transient and effectively achieves specified current sharing. This technique does not 

consider the problem of circulating current. Furthermore, it is important to note that a trade-off persists between the 

sharing of current and voltage regulation. In reference [29], the research estimates line resistance to balance load 

sharing among parallel converters. Droop control eliminates unequal power sharing, but voltage regulation restricts 

droop. The resistance value is estimated by using local voltage and current information and it modifies the voltage 

reference to compensate the voltage drop due to cable resistance. This methodology is applied for converters with 

equal ratings. An adaptive droop controller for the suppression of circulating current is presented in [12].  The cable 

resistance in this approach is determined using mathematical formulae, and then, the droop parameters are modified 

according to it. Estimation of cable resistance depends on the information of bus voltage that may be far away from 

the converters and so necessitates an additional measurement. The voltage set-point shifting method needs one more 

controller. hence, the system becomes more complex. A droop index (DI) based load sharing method is proposed in 

[30]. The purpose of introducing the droop index (DI) is to enhance the operational efficiency of DC micro grids.  

 

The function of the normalized load sharing difference and power loss of the converter is used to calculate the value 

of DI. This approach necessitates thorough adjustment of droop parameters, which is very susceptible to line 

resistance and require substantial computational effort. The previously described approaches have many significant 

limitations, including the need for an additional controller, the need for communication connections, inadequate 

voltage regulation, the necessity for extensive computations, system complexity and instability and the presence of 

circulating current issues. In order to address the above constraints, this research work introduces an automatic 

droop controller as a possible solution. The calculation of a new droop value for an automated droop controller is 

only dependent on the output current of the converter. This controller exhibits enhanced performance due to its 

simple design and well-defined algorithm. The primary aims of this research work are to reduce load sharing error 

and circulating current while enhancing voltage regulation. The major contribution of this research paper is: 

 

1. An automatic droop controller promises to produce the lower droop value at low load where load sharing is seen 

less significant and produces higher droop value as the load increase. 

2. The estimation of the new droop value requires the output current of the particular converter only. 

3. Performance of an automatic droop controller remains excellent even with variations in cable resistance and load 

current. 

 

Issues Related to Circulating Current and Load Sharing 

This section demonstrates the parallel operation of two DC-DC converters, load shared by two converters and issues 

as shown in Fig. 1(A). Here, Vin1, Vin2, Vdc1, Vdc2, IO1, IO2, RC1, RC2 and IO represents input voltages from PV array, 

output voltages of converters, output currents of converters, resistances of cable for converters 1 & 2 correspondingly 

and current drawn by electrical load. As shown in Fig. 1(B), the converter outputs are voltage sources in series with 

cable resistance [30]. If Vdc1>Vdc2, then circulating current IC12 will start to flow from first converter to second 

converter.  

 

By applying Kirchoff’s low in Fig. 1(B) 

Vdc 1 − Io1Rc1 − I𝑜RL = 0          (1) 

Vdc 2 − Io2Rc2 − Io RL = 0          (2) 

The output current of converter 1 and converter 2 can be determined by using equations (1) and (2) respectively. 

Io1 =
Vdc 1 Rc2+RL  −Vdc 2RL

Rc1Rc2+RL Rc1+RL Rc2
                       (3) 

Io2
Vdc 2 Rc1+RL −Vdc 1RL

Rc1Rc2+RL Rc1+RL Rc2
                        (4) 
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Moreover, if there is minor difference in current shared by both converters as per (3) and (4), the circulating current 

will arise as given below. 

 

IC12 =  −IC21 =
Vdc 1−Vdc 2

Rc1+Rc2
=

Io 1Rc1−Io 2Rc2

Rc1+Rc2
        (5) 

 

From (5), it is seen that due to unequal cable resistance, the circulating current will start to flow from converter 1 to 

converter 2. So, converters must supply load current plus circulating current as given by (6) and (7).  

 

Io1 =
Rc2Vdc 1

Rc1Rc2+Rc1RL +Rc2RL
+

Vdc 1−Vdc 2

Rc1+Rc2
         (6) 

Io2 =
Rc1Vdc 2

Rc1Rc2+Rc1RL +Rc2RL
+

Vdc 2−Vdc 1

Rc1+Rc2
         (7) 

 

From (5), (6) & (7), the circulating current becomes more problematic when many converters are interconnected in a 

parallel configuration. Many problems may arise due to circulating current. As described earlier, the droop 

resistance plays important role to share equal load among all the converters. The equivalent circuit with droop 

resistance and cable resistance is demonstrated in Fig. 2 [30]. 

 

The drop of voltage due to droop control approach including cable resistance is seen in Fig. 2 and can be expressed 

as: 

 

V𝑑𝑐 = V𝑑𝑐𝑖 − Rci Ioi            (8) 

 

The value of Vdci  is ith converter voltage. Now the new load voltage will be: 

 

V𝑑𝑐 = (Vref − Rd1Io1) − Rc1Io1 = Vref −  Rc1 + Rd1 Io1       (9) 

V𝑑𝑐 = (Vref − Rd2Io2) − Rc2Io2 = Vref −  Rc2 + Rd2 Io2       (10) 

 

The droop resistance and cable resistance are in series and are added together which in turn produces extra voltage 

drop in a line. By combining (9) & (10), the converter currents can be expressed as: 

 
Io 1

Io 2
=

R𝑐2+Rd 2

Rc1+Rd 1
            (11) 

 

The above analysis concludes that the mitigation of circulating current and overloading in converters can be 

accomplished by use of effective load sharing techniques. The traditional droop control method is ineffective in 

achieving precise load sharing across converters in situations when cable resistances cannot be avoided. Moreover, 

the presence of unequal cable resistances results in an uneven distribution of voltage drop across the respective 

resistances. 

 

Suggested Automatic Droop Controller 

This section presents a suggested automated droop controller that aims to reduce load sharing error and circulating 

current while achieving optimum voltage regulation. When the load current is reduced, the power used by the load 

is proportionally lower than the nominal power of the converter. In consideration of this, it is preferable to have a 

minimal droop resistance. Due to the minimal value of droop resistance, the voltage regulation and system efficiency 

can be improved. Increased load current in converters can lead to overloading, reducing system reliability. To 

prevent this, droop resistance should be increased to ensure proper load sharing.  Although, the increased value of 

droop resistance can negatively impact voltage regulation. For desirable voltage regulation, the droop resistance is so 

adjusted that it gives better voltage regulation at any value of load current. If total 10% voltage variation is allowed 

at dc bus, then 5% of the variation range is set aside for the drop of voltage across cable resistance. Now only 5% 

voltage drop is practically allowed due to droop resistance. So, the maximum droop resistance value is limited, and 
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drop in voltage caused by droop control can be calculated using the formula as given below [15]: 10% (acceptable 

drop) -5% (cable voltage drop) -1% (margin) = 4% voltage drop. So, the range of droop resistance is calculated in such a 

way that the maximum drop in voltage must not surpass a 4% deviation from the no-load value. Hence, at the 

minimal load, it is essential to choose a reduced droop resistance in order to get optimal voltage control. To ensure 

appropriate load sharing, it is necessary to raise the droop resistance value in conditions of high load. To achieve this 

objective, the droop curve must dynamically adjust its slope in response to load current variations, requiring droop 

characteristics to vary within a defined range, including a minimum and maximum droop value, as per (12) and (13) 

[5], [17]. 

𝑅𝑑𝑚𝑖𝑛 =
𝛥𝐼𝑜(𝑚𝑎𝑥 )

𝐼𝑜(𝑟𝑎𝑡𝑒𝑑 )
           (12) 

𝑅𝑑𝑚𝑎𝑥 =
𝛥𝑉𝑜 (𝑚𝑎𝑥 )

𝐼𝑂(𝑟𝑎𝑡𝑒𝑑 )
           (13) 

 

Where, Rdmin is minimum droop resistance, Rdmax is maximum droop resistance, ΔIo(max) is 20% overloading of first 

converter minus 20% under loading of second converter, ΔVo(max) is maximum allowable voltage deviation, Io(rated) is 

rated output current of converter. So, the minimum droop value is determined by the maximum allowable load 

sharing error, while the maximum droop value is determined by the maximum allowable voltage deviation.  

The new droop resistance Rdias per the control strategy is given as: 

 

R𝑑𝑖 =  K ∗  IO𝑖 + Rdmin           (14) 

 

And the output voltage is given by:  

V𝑑𝑐𝑖 =  Vref  − [IO𝑖 ∗ (𝑅𝑑i + 𝑅𝐶𝑖)]         (15) 

 

Where, Vdci is output voltage of 𝑖thconverter, Ioi is rated current of 𝑖th converter, Rdi is estimated droop resistance of 𝑖th 

converter, RCi is cable resistance of 𝑖th converter, K is droop line constant and Rdmin is minimum droop resistance as 

per equation (14). The Schematic diagram shown in Fig. 3 illustrates the suggested automated droop controller. The 

voltages Vin1 and Vin2 are PV array output voltages. The droop value estimation needs only output current of 

converter as per equation (14). The converter's output current and droop value are multiplied, and the resulting 

signal is subtracted from the reference voltage to generate a new reference signal for the PI controller. Two PI 

controllers are used for the purpose of voltage and current regulation, respectively. The PI controller's output signals 

are directed to the PWM Generator to generate the control signal for DC-DC Converter. Fig. 4 represents output v/s 

estimated droop value graph. The graph has two fix points as minimum droop value at almost no load and 

maximum droop value at rated current of converter. If the current through the load is above the rated current of 

converter, then regardless of converter current, the suggested automatic droop controller gives constant droop value 

as to achieve acceptable voltage regulation. Beyond this droop value the voltage regulation will degrade and the grid 

stability may be affected. 

 

SIMULATION AND RESULTS 

 
Two parallel DC-DC converters are simulated in MATLAB/SIMULINK to evaluate the suggested automated droop 

controller. Nominal parameters of two converters are listed in Table I.  The simulation compares the suggested droop 

controller approach to the system which does not follow the droop control in the feedback system. Case-1 simulates 

parallel converters sharing a load without droop control.  In case-2, automatic droop controller is simulated. Both the 

cases are simulated for no cable resistance from 0 to 0.3 second, equal cable resistance (0.1 Ω) from 0.3 to 0.6 second 

and different cable resistances (0.1 Ω and 0.2 Ω) from 0.6 to 1.0 second. The input voltage applied to each converter 

remains same. 
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Case-1: without Droop Control 

Fig. 5 shows simulation of DC-DC converters connected in parallel, with load and cable resistances. There is no 

droop resistance in the simulation. The currents of both the converters stays almost identical in the absence of droop 

control. And there is minor change in bus voltage as the cable resistances are changed from no cable resistance to 

different cable resistance. The load power and load current graphs show the same result. Both the converters share 

the equal load if there is no cable resistance or equal cable resistance (0 to 0.6 second). But as the cable resistance is 

changed at 0.6 second, the output current of both converters is changed. Only 1.45 A of current is taken by converter 

2, whereas 2.5 A is taken by converter 1. It shows there is unequal load sharing between converters. Under this 

situation one converter is overloaded and another one is working in underloading condition. Additionally, the flow 

of circulating current occurs from converter 1 to converter 2.  The measured value of the circulating current is 1.042A. 

 

Case-2: Automatic droop controller 

Fig. 6 illustrates the simulation conducted on a DC-DC converter equipped with an automated droop controller. The 

results demonstrate that the output voltages remain consistent whether there are no cable resistances or when the 

resistances are equal. However, because of droop resistance, the output voltage of one converter varies from the 

others when the cable resistance varies (0.6 to 1 second).  The DC bus voltage drops as well, although it stays within 

the specified range. Thus, the intended voltage regulation is achieved by automatic droop controller. The system's 

load current and output power have also somewhat decreased. Additionally, both converters share the same load at 

either the same cable resistance or no cable resistance. At time 0.6 second, as the different cable resistances are come 

into the system, there is very small change in current shared by both converters. there is less load sharing error, 

which lowers the circulating current as well. Circulating current is just 0.128 A in value. Therefore, an automated 

droop controller reduces circulating current and improves load sharing. In Fig. 7, the simulation is carried out with 

variable load. The value of cable resistance is same for both the converters. The automatic droop controller also 

served excellent during variable loading condition. No transient is found during change in load. Fig. 8, shows the 

performance of an automatic droop controller under variable load condition and different cable resistance. At light 

load, the lower value of droop is estimated so that the voltage deviation is smaller. Thus, achieves superior voltage 

regulation (Fig. 9). The larger value of droop is calculated as the load current rises which results in improved load 

sharing accuracy. Therefore, the objective of the research paper is achieved.  

 

No transient is detected during the load shift, demonstrating the efficacy of the suggested controller. With no cable 

resistance (0 to 0.3 second), both the controller produces same droop value and it increases as the load current 

increases as seen in Fig. 10.  During 0.3 to 0.6 second, again the droop value estimated by both converters are equal as 

the equal cable resistance enters into the system. During 0.6 to 1.0 second, as the cable resistance is different the 

droop values estimated by both converters are also different. Currently both the droop controllers are working 

independently. If any small signal disturbance occurs in the system, then also the droop controller adjusts the droop 

value such that output current and so the load current remains constant. Fig. 10 shows the droop characteristic of 

automatic droop control. The maximum voltage deviation at rated load is within limit and so achieves voltage 

regulation within the permissible limit. Table II represents the comparison between the results of DC-DC converters 

without droop control and DC-DC converters with suggested automatic droop controller. The suggested automatic 

droop controller provides better load sharing accuracy with almost negligible circulating current compared with no 

droop method. The load sharing error reduces from 52.10% to 6.40%. circulating current also decreases from 1.04A to 

0.128A. The voltage regulation also remains in permissible limits. 

 

CONCLUSION 
 
This research work presents an automatic droop controller with the objective of achieving proportional load sharing 

in a low voltage independent DC micro grid. An automatic droop controller instantly calculates the droop resistance 

in response to variations in load current. The method effectively minimizes the load sharing error and circulating 

current among converters with desired voltage regulation. The impact of cable resistances is also taken into account 
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in order to assess the feasibility of the suggested controller. The simulation results provide evidence of the 

effectiveness of the suggested controller under many conditions including changing cable resistance, variable load, 

and variable droop resistance. This research further examines the comparison between the no droop technique and 

the proposed automatic droop controller. The comparison demonstrates that the use of an automatic droop 

controller provides superior load sharing capabilities and effectively minimizes circulating current while 

maintaining optimal voltage regulation. Additionally, it has been observed that the load sharing error experiences a 

decrease from 52.10 % to 6.40 %, while the circulating current decreases from 1.04 A to 0.128 A with 4.15 % voltage 

regulation. The theoretical values and simulation results are also found identical. Subsequent investigations will be 

undertaken to assess the effectiveness of an automatic droop controller in contrast to various alternative methods for 

droop control. 
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Table I: Nominal Parameters of Two Converters 

Parameters Value 

Output Power - Po 96W 

Output Voltage - Vo 48V 

Output Current - Io 2A 

Filter Inductor - L 750mH 
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Filter Capacitor - C 2220μF 

Nominal switching Frequency - fs 10KHz 

ESR of filter Inductor 0.68Ω 

ESR of Filter Capacitor 0.18Ω 

On-state resistance of Diode 0.001Ω 

On-state resistance of MOSFET 0.001Ω 

 

Table II: Comparison Between The Results of No Droop and Automatic Droop Controller 

Method 

Parameters 
No Droop An Automatic Droop Controller 

DC bus voltage 47.75 V 46.01 V 

Load current 3.95 A 3.834 A 

Load power 188 W 176.40 W 

% Load sharing error 52.10 % 6.40 % 

% Voltage regulation 1.04 % 4.15 % 

Circulating current 1.04 A 0.128 A 

 

 
 

Fig 1: Load sharing between two converters andits 

equivalent circuit with cable resistance 

Fig.2: Equivalent circuit of parallel connected 

converters with droop resistance and cable resistance 

[30] 

  

Fig. 3: Schematic diagram of suggested automatic 

droop controller 

Fig. 4: Output current v/s estimated droop value 
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Fig. 5: simulation results of DC-DC converter without 

droop control 

Fig. 6: simulation results of DC-DC converter with 

Automatic droop control 

 

 

Fig. 7: simulation results with variable load and equal 

cable resistance 

Fig. 8: simulation results with variable load and 

Different cable resistance 

 

 
Fig. 9: I-V Characteristic of an automatic droop 

controller 

Fig. 10: simulation results show effectiveness of an 

automatic droop controller 
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3D printing is the method of creating 3D objects from digital files by placing successively numerous thin 

layers of metal. In recent years, it has been admiring remarkable progress. 3D printing offers creative 

options for meeting a variety of engineering-related requirements. Acrylonitrile Butadiene Styrene (ABS) 

and Poly Lactic Acid (PLA) two main materials selected for the Fusion Deposition Modelling (FDM) 3D 

printer. The purpose of this study is to compare the effects of the material on the process variables and 

optimize the valve body's chosen process parameters. Layer Height, Orientation Angle, and Infill Density 

are chosen for the input parameters, while Surface Roughness, Dimensional Deviations along Big 

Diameter, Small diameter & Length, and Tensile Strength are chosen for the responses. For Multi 

Objective Optimization, PLA and ABS materials are subjected to a Grey Relational Analysis (GRA). The 

PLA and ABS valves are compared to one another and assessed. The findings indicate that the best 

model parameters are 40% infill density, 0.2 mm layer height, and 90° orientation angle, with infill 

density having the most influence. selection of the material having less of an overall influence on the 

parameters.    

 

Keywords: 3 D Printing; Fused Deposition Modelling ; Acrylonitrile Butadiene Styrene; Poly Lectic Acid; 

Grey Relational Analysis. 
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INTRODUCTION 

 
Each 3D printer produces parts based on the idea that a digital model may be transformed into a real-world 3D item 

by adding material one layer at a time. New models and components are developed from a digital model before the 

replica is formed by applying small layers of material successively in succession and utilizing digital blueprints. A 

wide number of sectors, including aerospace, automotive, biomedicine, metal production, consumer goods, and 

defense, can benefit from additive manufacturing. A 3D printer can create many industrial prototypes, including 

clothing and jewellery, prosthetics, 3D sculptures, aircraft parts, and even human organs like bone marrow, which 

can be bio printed using a variety of hundreds of other materials. A digital model is built using a variety of software 

programs, including CAD, CATIA, and SOLIDWORKS. Either modelling software or 3D scanning data are used to 

construct it. Additionally, until the item is complete, it cuts the prototype into 100 or 1000 layers, one on top of the 

other. You may design, slice, and guide the machine for manufacture using the 3D printer software. The majority of 

researchers that explored different FDM materials chose ABS or PLA, however some also tested a mix of the two. R. 

Roy and A. Mukho padhyay [1] performed tribological analyses on ABS and PLA plastic components that were 3D 

printed. The primary printing parameters have been determined to be material deposition layer thickness, infill 

angle, infill pattern, and orientation of deposition. They examined wear, weight loss, and dimensional variation for 

both materials under the same circumstances. Flexural and tensile properties of PLA, ABS, and PLA-ABS materials, 

according to D. Yadav, D. Chhabra, R. Kumar Garg, A. Ahlawat, and A. Phogat [2] specifications. Blends of PLA and 

ABS are made in a variety of compositions, and they are evaluated for their resistance to tensile and flexural loads in 

order to present with a new filament material that can endure higher stresses than the standard filaments. In an FDM 

3D printer utilizing PLA and ABS materials, V. Harshitha and S. S. Rao [3] created and examined ISO standard bolts 

and nuts. The proposed model is examined for shear stress, equivalent stress, and deformation using ANSYS 

software. The PLA and ABS bolts are compared and tested with one another.  

 

The physical and mechanical characteristics of PLA, ABS, and nylon 6 made via fused deposition modelling and 

injection moulding were compared by M. Lay, N. L. N. Thajudin, Z. A. A. Hamid, A. Rusli, M. K. Abdullah, and R. 

K. Shuib [4]. The findings showed that the FDM process boosted the crystallinity of PLA and nylon 6 but had no 

effect on ABS's degree of crystallinity. The Influence of Manufacturing Parameters on the Mechanical Behavior of 

PLA and ABS Pieces Manufactured by FDM was examined by A. Rodríguez-Panes, J. Claver, and A. M. Camacho 

[5]. This study compared how layer height, infill density, and layer orientation affected the mechanical performance 

of test specimens made of PLA and ABS. Test specimens made of PLA are found to perform more rigidly and to have 

higher tensile strengths than ones made of ABS.  H. Yang, F. Ji, Z. Li, and S. Tao [6] studied the correlation between 

the printing process parameters and the surface roughness and wett ability of the printed test parts using FDM 3D 

printing technology with design and processing flexibility. The coatings were prepared for PLA and ABS parts. The 

findings of the experiment reveal that the layer thickness and filling technique significantly affect the surface 

roughness of the 3D-printed items. J. Milde, R. Hrušecký, R. Zaujec, L. Morovic, and A. Görög, [7] concentrated on 

contrasting the characteristics of the two most popular materials, ABS and PLA, while utilizing the FDM technique 

for rapid prototyping (RP).  After analyzing the experiment, it was discovered that the employed printer itself had 

the greatest effect on the production's quality and speed. ABS components took 3 hours and 54 minutes longer to 

make than PLA components. The researchers were driven towards the Multi Objective Optimization approach, 

which may combine Taguchi Method) TM and/or GRA, due to TM's constraint that it can only be utilized for single 

objective optimization. Each processing parameter has a unique impact on the mechanical and dimensional precision 

repetition of FDM components, according to A. Alafaghani, A. Qattawi, B. Alrawi, and A. Guzman [8]. Dimensional 

accuracy was demonstrated to be more affected by building direction, extrusion temperature, and layer height than 

by infill percentage, infill pattern, or printing speed. In order to assess the dimensional correctness and surface 

roughness of FDM 3D printed components generated from PLA, PLA+, ABS, and ABS+ filament materials, M. S. 

Alsoufi and A. E. Elsayed [9]. The maximum Ra, Wa, and Pa values are found on the top faces (middle) of PLA, 

PLA+, and ABS+, whereas ABS exhibits inconsistent surface roughness, waviness, and primary distribution over all 

four faces. Multi-objective optimization of the dimensional accuracy, surface roughness, and hardness of hybrid 
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investment cast components was carried out by P. K. Garg, R. Singh, and A. Ips. [10]. A Taguchi design of trials was 

used to examine the effects of six unique input process parameters on the results. Applying a coating of wax to FDM 

designs before 3D printing them dramatically improves their surface quality and dimensional accuracy. V. H. 

Nguyen, T. N. Huynh, T. P. Nguyen, and T. T. Tran [11] optimized processing settings for single- and multi-

objectives in order to enhance fused deposition modelling. Through trial and error, mathematical models with 

different values for layer height, infill%, printing temperature, and printing speed were created.  The most effective 

parameters for FDM printing of PLA components may be found using a multi-objective optimization paradigm, 

according to research by P. Patil, D. Singh, S. J. Raykar, and J. Bhamu [12]  Infill patterns, infill percentage, printing 

speed, and layer thickness are research factors. L27 OA is used to carry out the investigation. GRA, which is well-

suited to optimization in the presence of many responses, is used to tune the process parameters of FDM. The Grey 

TM was used by Sakthivel Murugan R. and V. S. [13] to parametrically optimize the FDM process, and TOPSIS was 

used to confirm their findings. In this work, the effects of SH, PFS, and BO are investigated using machining time, 

surface roughness, and hardness as response parameters.  

 

ANOVA analysis of GRA and TOPSIS reveals that SH is more significant. ANOVA was used by D. Singh, R. Singh, 

and K. S. Boparai [14] to examine the effects of two controllable parameters for each process (FDM, VS, and IC) on 

the surface quality and dimensional accuracy roughness of final castings of implants using Taguchi's parametric 

approach. The FDM pattern should be put out at an orientation angle of 0 degrees in order to provide the smoothest 

surface possible during production, whilst a 90-degree orientation angle is ideal for exact measurements. O. Y. 

Venkatasubbareddy, P. Siddikali, and S. M. Saleem [15] investigate the effects of the process variables layer 

thickness, raster width & angle, and air gap on the surface roughness of the component generated by the technique 

of FDM. ABS M30 has been designated as the manufacturing material. TGRA is used to optimize the process 

parameters for a variety of performance criteria, such as length, diameter, breadth, and surface polish. An 

experimental study by S. Vyavahare, S. Kumar, and D. Panghal [16] looked at the fabrication time, dimensional 

accuracy, and surface roughness of FDM-produced components.  

 

Factors in the manufacturing process, such as layer thickness, wall print speed, and build orientation, have a 

significant impact on the dimensional accuracy of FDM products. This investigation into the effects of three 

particular process parameters, such as orientation angle, layer height, and infill density, on deviation of dimension, 

quality of surface, printing time, and tensile strength of FDM printed parts was motivated by all of the 

aforementioned literature reviews. Implementing Taguchi's L18 OA, the experiment's design takes into account three 

levels for the other factors and two levels for the orientation angle. For the printing materials ABS or PLA or both, 

Taguchi's method, GRA, and ANOVA are utilized as optimization approaches, and ANOVA is used to assess the 

influence on component quality and their optimal values. According to the aforementioned study, it can be 

concluded that the majority of researchers chose Layer Thickness, some chose Infill Density, and a small number 

chose Orientation Angle as crucial factors with level values taken into consideration. According to the authors' 

knowledge, no one has previously addressed multilevel optimization of dimensional deviation, surface roughness, 

and tensile strength of FDM manufactured components in terms of orientation angle, infill density, and layer height 

for both ABS and PLA materials. That was done with the intention of selecting the study's input variables and their 

settings. The following goals are what this effort is primarily focused on achieving 

 

1. To identify the impact that changes to process parameters have on the surface roughness, printing time, 

dimensional deviation, and tensile strength of FDM products. 

2. To optimise important process parameters by using GRA, which is a multi-response optimal research project. 

3. To compare the results for both, ABS and PLA materials. 

 

 

 

 

Khushbu Patel et al., 

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

68967 

 

   

 

 

METHODOLOGY 

 
Material, Process parameters and their range 

Both ABS and PLA are inexpensive engineering thermoplastics that are comparably easy to manufacture, process, 

and thermoform. The food industry and related businesses can safely use ABS polymers. ABS may thus be used in 

processing facilities without any problems. While PLA is a thermoplastic that is easy to use and has greater strength 

and rigidity. One of the simplest materials to effectively 3D print with is PLA.  It has been demonstrated that process 

factors including layer height, orientation angle, and infill density have a substantial influence on the mechanical 

properties, surface roughness, and dimensional deviation of 3D printed samples. The phases of the selected process 

variables are established using a literature review and the available FDM machine. For mixed mode design, L18, L36, 

and L56 OA are provided in Minitab Software with three input parameters and 2 and 3 level stages. L18 OA of 

Taguchi's DoE has been utilized to perform tests in order to save money and time and in accordance with 

suggestions from industry experts. For this investigation, variable process parameters were adjusted throughout the 

intervals and to the values shown in Table 1. 

 

FDM specimen preparation 

Created 3D test samples for the valve body. Solid Works was used to produce the component models, and the CURA 

application was used to send an STL file to the FDM machine (Fig. 1). As previously mentioned, the experiment used 

commercially available 3D printing materials ABS & PLA. This programme optimized the process control parameters 

for each experimental model. The authors used a DAM Boy ET-200 FDM 3D Printer to complete the task (Fig.2). Fig.3 

is an example of a 3D-printed valve body portion.  

 

Measurement of responses 
The output responses examined in this inquiry are Dimensional Deviations along Small Diameter, Big Diameter and 

Length, Surface Roughness, and Tensile Strength. By measuring the part's dimensions using a venire-caliper (WORK 

ZONE 0-150mm Digital Caliper) with a least count of 0.01 mm, the dimensional deviation of FDM was assessed. 

Fig.4 shows the surface roughness of the specimen as determined by the Mitutoyo SJ-210 surface roughness tester. 

For the purpose of measuring roughness, a probe speed of 0.5 mm/s is used in accordance with ISO 1997 standard 2.5 

mm cut-off length.  By averaging the roughness profile (Ra), surface roughness is determined.  The average of each 

surface is used to describe that surface after computing the roughness for each sample using the six surface 

roughness measurements. Tensile strength of the 3D-printed samples was assessed (in a room that was 23 ͦ Fahrenheit 

and 50% humidity). The item underwent tensile testing utilizing a universal testing machine. (Source: Rajkot's Turbo 

Cast Pvt. Ltd.). Tables 2 and 3 provide summaries of the responses obtained using the L18 orthogonal array for the 

materials ABS and PLA, respectively. 

 

Grey relational analysis 

Deng suggested the GRA theory as a means of dealing with ill-defined systemic problems with the least amount of 

information possible. When full knowledge is lacking to resolve a tough problem, it is employed (M. Singh and P. S. 

Bharti [17]). GRA is the most efficient way for identifying the important process variables, which depend on a variety 

of output qualities. (F. Arifin, A. Zamheri, E. Satria Martomi, Y. Dewantoro Herlambang [18], K. Sharma and K. 

Kumar [19], S. Ramesh, R. Viswanathan, and S. Ambika [20], N. Senthilkumar, T. Tamizharasan, and V. 

Anandakrishnan [21]). The initial stage in this research is to pre-process the data in order to normalize it before 

analysis. This is how the GRA procedure operates: 

 

Normalization 

The normalization of the response feature is calculated based on the requirements, as seen in (1) and (2), where 

"larger is better" is preferred for tensile strength and "lower is better" for surface roughness, dimensional deviation, 

and printing time, respectively. 
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𝑦 t =
𝑦𝐼

𝑜   t −min 𝑦𝐼
𝑜   t 

max 𝑦𝐼
𝑜   t −min 𝑦𝐼

𝑜   t 
                                  (1) 

𝑦 t =
𝑚𝑎𝑥  𝑦𝐼

𝑜   t − 𝑦𝐼
𝑜   t 

max 𝑦𝐼
𝑜   t −min 𝑦𝐼

𝑜   t 
                                 (2) 

 

It is suitable to normalise the original sequence in this way when "higher is better" is one of its distinguishing 

characteristics: 

 

Calculation of Grey Relational coefficient (GRC) 

Equation (3) is used to compute the GRC after normalization in order to express the connection between the ideal 

(best) and actual results of the standardized trial. As we say in GRC: 

 

𝜁𝑖 (𝑘) =
Δmin  + 𝜁Δ𝑚𝑎𝑥

Δoi  (k )  + 𝜁Δ𝑚𝑎𝑥

                                             (3) 

 

 

ζ = Identification Co-efficient; 0 < ζ < 1 

 

Calculation of grey relational grade 

Equation (4) was used to find the GRG after computing the GRC and averaging the GRC values for each feature. The 

GRG might be formulated in the following way: 

 

𝛾𝑖  =  
1

𝑛
  𝛽𝑗 𝜁𝑖  𝑘 

𝑛
𝑗 =1                                        (4) 

 

βj = Weight for each process parameter 

 
RESULT AND DISCUSSION 
 

The data are analyzed using the statistical analysis application Minitab R16 with a 95% confidence interval. 

The goal of the current study is to compare the findings for ABS and PLA materials and boost TS while reducing DD 

and Ra. 

 

Computation of GRG 

Equations (1) & (2) were used to obtain the normalized values of each response to output, and Table 4 shows these 

values. Equation 3 was used to calculate each output GRC value of response, and the results are shown in Tables 4 

and 5. (PLA and ABS). The quality must be outstanding if the GRG is high (R. Kumar, S. Roy, P. Gunjan, A. Sahoo, D. 

D. Sarkar, and R. K. Das [22]). Experiment 16 had the highest GRG (multiple output response) value out of the arrays 

that were chosen. (0.821) for PLA materials and (0.826) for ABS. 

 

Analyses of Variance 

The results are evaluated using Minitab software. The objective of the current study is to determine the overall 

primary effects of all variables on responses. Authors examined the effects of numerous input elements on the end 

result using the ANOVA (N. K. Maurya, V. Rastogi, and P. Singh [23], C. M. Cheah, C. K. Chua, C. W. Lee, C. Feng, 

and K. Totong [24], M. Waseem et al [25]). The results of the ANOVA on GRG are shown in Tables 6 and 7, together 

with the t-test, F-test, P-value, and sum of squares for ABS and PLA. Each of these elements makes up more than 5% 

of the total, therefore the proportion of infill density (42.97%) has a significant effect. In contrast, layer height 

(31.42%) and orientation angle (18.79%) make later contributions. The p-value must drop in order for the rejection of 

the null hypothesis for a particular parameter to not be significant (A. Armillotta, M. Bellotti, and M. Cavallaro [26]). 
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The findings demonstrate that the factors used for this study are very significant, with P values of 0% for orientation 

angle, layer height, and infill density. 

 

CONCLUSION 
 
The experimental design was based on Taguchi's OA. For multi-objective optimization, GRG was used. Several 

combinations for the layer thickness, infill density, and orientation angle were established in order to enhance 

surface roughness, dimensional deviation, and tensile strength while accounting for different reactions. Additionally, 

all chosen parameters were evaluated between the ABS and PLA materials. The results of the aforementioned 

analysis are summarized as follows: 

 

1. Tables 6 and 7 and the main impact plot for all process responses indicate that infill density is the most crucial 

factor, followed by layer height. The orientation angle of both materials was the element that had the least impact 

on the responses of the entire process. 

2. The key process variables may explain for more than 96.84 % of the variability in the data across all replies, 

according to the R2 value for each response. The fact that the F-value and p-value for each parameter for answers 

were found to be appropriate at a 95% confidence range again supports the importance of the process 

parameters. 

3. When using GRG, the best parameter positions for simultaneous optimal process responses were orientation 

angle 90°, layer height 0.2 mm, and infill density 40%. The GRG for both materials was greatly influenced by the 

infill density, layer height, and orientation angle. 

4. According to ANOVA for ABS, the key controllable factor that significantly affects the multiple-performance 

characteristics is infill density, which makes up 42.97% of the required total. In second and third place, with 

contributions of 31.42% and 18.79%, respectively, are Layer height and Orientation angle.  

5. According to an ANOVA for PLA, infill density is the main variable that significantly affects the numerous 

performance attributes, accounting for 44.45% of the required total. Orientation angle and layer height are in 

second and third place, respectively contributing 29.96% and 17.33%. 

6. According to the GRG results, the optimal parameters for both materials are comparable, indicating that the 

influence of the materials on the chosen parameters in multi-objective optimization is almost identical. The 

results of the measurements indicate that the tensile strength of PLA is more than that of ABS, while the 

dimensional deviation and surface roughness of PLA are also greater than those of ABS. 

Therefore, the recommended optimization strategy may undoubtedly be helpful to generate high-quality FDM 

components in large quantities with minimum waste. Future applications for the optimization technique include 

prototyping, prosthetics, industrial applications, architecture, and real-time components as FDM provides a simple, 

inexpensive, and efficient substitute for producing prototypes. The choice of material may have an impact on a 

person's response, but it has little of an overall effect.  
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Table 1 Levels of Process parameters for TM 

 Level-1 Level-2 Level-3 

Orientation Angle (°) 0 - 90 

Layer Height (mm) 0.20 0.25 0.30 

Infill Density (%) 20 30 40 

 

Table 2 Design of the Experiment and Response Variables using L18 OA for ABS 

Part 
Orientation 

Angle 

Infill 

Density 

Layer 

Height 

Surface 

roughness 

Deviation in 

small 

diameter 

Deviation in 

big 

diameter 

Deviation 

in length 

Tensile 

Strength 

1 0 20 0.2 4.15 0.47 0.50 0.38 22.67 

2 0 20 0.25 4.86 0.48 0.52 0.40 22.58 

3 0 20 0.3 5.15 0.51 0.53 0.45 22.17 

4 0 30 0.2 4.20 0.47 0.47 0.28 24.27 

5 0 30 0.25 4.88 0.46 0.48 0.31 24.18 

6 0 30 0.3 5.19 0.48 0.50 0.34 23.77 

7 0 40 0.2 4.35 0.44 0.45 0.23 25.32 

8 0 40 0.25 4.95 0.45 0.45 0.24 25.23 

9 0 40 0.3 5.29 0.46 0.47 0.27 24.82 

10 90 20 0.2 4.58 0.40 0.39 0.63 26.63 
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11 90 20 0.25 5.05 0.42 0.41 0.64 26.54 

12 90 20 0.3 5.44 0.43 0.42 0.67 26.13 

13 90 30 0.2 4.45 0.36 0.35 0.55 26.90 

14 90 30 0.25 5.14 0.35 0.38 0.56 26.81 

15 90 30 0.3 5.34 0.38 0.40 0.59 26.40 

16 90 40 0.2 4.48 0.32 0.33 0.48 28.60 

17 90 40 0.25 5.05 0.33 0.35 0.50 28.52 

18 90 40 0.3 5.44 0.34 0.36 0.54 28.11 

 

Table 3 Design of the Experiment and Response Variables using L18 OA for PLA 

Part 
Orientation 

Angle 

Infill 

Density 

Layer 

Height 

Surface 

roughness 

Deviation in 

small 

diameter 

Deviation in 

big 

diameter 

Deviation 

in length 

Tensile 

Strength 

1 0 20 0.2 2.43 0.27 0.29 0.28 35.9027 

2 0 20 0.25 3.12 0.28 0.31 0.29 35.8166 

3 0 20 0.3 3.44 0.29 0.32 0.35 35.4054 

4 0 30 0.2 2.48 0.24 0.26 0.18 37.5059 

5 0 30 0.25 3.19 0.24 0.27 0.21 37.4146 

6 0 30 0.3 3.47 0.25 0.28 0.21 37.0035 

7 0 40 0.2 2.64 0.21 0.23 0.12 38.5578 

8 0 40 0.25 3.24 0.23 0.23 0.14 38.4645 

9 0 40 0.3 3.58 0.23 0.26 0.17 38.0544 

10 90 20 0.2 2.89 0.17 0.18 0.52 39.8667 

11 90 20 0.25 3.34 0.19 0.19 0.54 39.7734 

12 90 20 0.3 3.74 0.2 0.20 0.55 39.3657 

13 90 30 0.2 2.74 0.12 0.14 0.44 40.1340 

14 90 30 0.25 3.44 0.14 0.17 0.45 40.0475 

15 90 30 0.3 3.64 0.16 0.19 0.47 39.6352 

16 90 40 0.2 2.78 0.09 0.12 0.38 42.8347 

17 90 40 0.25 3.34 0.10 0.14 0.39 42.7442 

18 90 40 0.3 3.74 0.11 0.15 0.43 42.3377 

 

Table 4 Computation of GRA for ABS 

Exp. 

No. 
Normalized Values Deviation Sequences GRC GRG 

 
SR DDS DDB DDL TS SR DDS DDB DDL TS SR DDS DDB DDL TS 

 
1 1.00 0.21 0.15 0.66 0.08 0.00 0.79 0.85 0.34 0.92 1.00 0.39 0.37 0.60 0.35 0.54 

2 0.45 0.16 0.05 0.61 0.06 0.55 0.84 0.95 0.39 0.94 0.48 0.37 0.35 0.56 0.35 0.42 

3 0.23 0.00 0.00 0.50 0.00 0.78 1.00 1.00 0.50 1.00 0.39 0.33 0.33 0.50 0.33 0.38 
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4 0.96 0.21 0.30 0.89 0.33 0.04 0.79 0.70 0.11 0.67 0.93 0.39 0.42 0.82 0.43 0.60 

5 0.43 0.26 0.25 0.82 0.31 0.57 0.74 0.75 0.18 0.69 0.47 0.40 0.40 0.73 0.42 0.49 

6 0.19 0.16 0.15 0.75 0.25 0.81 0.84 0.85 0.25 0.75 0.38 0.37 0.37 0.67 0.40 0.44 

7 0.85 0.37 0.40 1.00 0.49 0.16 0.63 0.60 0.00 0.51 0.76 0.44 0.46 1.00 0.50 0.63 

8 0.38 0.32 0.40 0.98 0.48 0.62 0.68 0.60 0.02 0.52 0.45 0.42 0.46 0.96 0.49 0.55 

9 0.12 0.26 0.30 0.91 0.41 0.88 0.74 0.70 0.09 0.59 0.36 0.40 0.42 0.85 0.46 0.50 

10 0.67 0.58 0.70 0.09 0.69 0.33 0.42 0.30 0.91 0.31 0.60 0.54 0.63 0.36 0.62 0.55 

11 0.30 0.47 0.60 0.07 0.68 0.70 0.53 0.40 0.93 0.32 0.42 0.49 0.56 0.35 0.61 0.48 

12 0.00 0.42 0.55 0.00 0.62 1.00 0.58 0.45 1.00 0.38 0.33 0.46 0.53 0.33 0.57 0.44 

13 0.77 0.79 0.90 0.27 0.74 0.23 0.21 0.10 0.73 0.27 0.68 0.70 0.83 0.41 0.65 0.66 

14 0.23 0.84 0.75 0.25 0.72 0.77 0.16 0.25 0.75 0.28 0.39 0.76 0.67 0.40 0.64 0.57 

15 0.08 0.68 0.65 0.18 0.66 0.92 0.32 0.35 0.82 0.34 0.35 0.61 0.59 0.38 0.59 0.51 

16 0.74 1.00 1.00 0.43 1.00 0.26 0.00 0.00 0.57 0.00 0.66 1.00 1.00 0.47 1.00 0.83 

17 0.30 0.95 0.90 0.39 0.99 0.70 0.05 0.10 0.61 0.01 0.42 0.91 0.83 0.45 0.98 0.72 

18 0.00 0.90 0.85 0.30 0.92 1.00 0.11 0.15 0.71 0.08 0.33 0.83 0.77 0.42 0.87 0.64 

 

Table 5 Computation of GRA for PLA 

Exp. 

No. 
Normalized Values Deviation Sequences GRC GRG 

 
SR DDS DDB DDL TS SR DDS DDB DDL TS SR DDS DDB DDL TS 

 
1 1.00 0.10 0.15 0.63 0.07 0.00 0.90 0.85 0.37 0.93 1.00 0.36 0.37 0.57 0.35 0.53 

2 0.47 0.05 0.05 0.61 0.06 0.53 0.95 0.95 0.40 0.95 0.49 0.35 0.35 0.56 0.35 0.42 

3 0.23 0.00 0.00 0.47 0.00 0.77 1.00 1.00 0.54 1.00 0.39 0.33 0.33 0.48 0.33 0.38 

4 0.96 0.25 0.30 0.86 0.28 0.04 0.75 0.70 0.14 0.72 0.93 0.40 0.42 0.78 0.41 0.59 

5 0.42 0.25 0.25 0.79 0.27 0.58 0.75 0.75 0.21 0.73 0.46 0.40 0.40 0.71 0.41 0.48 

6 0.21 0.20 0.20 0.79 0.22 0.79 0.80 0.80 0.21 0.79 0.39 0.39 0.39 0.71 0.39 0.45 

7 0.84 0.40 0.45 1.00 0.42 0.16 0.60 0.55 0.00 0.58 0.76 0.46 0.48 1.00 0.47 0.63 

8 0.38 0.30 0.45 0.95 0.41 0.62 0.70 0.55 0.05 0.59 0.45 0.42 0.48 0.92 0.46 0.54 

9 0.12 0.30 0.30 0.88 0.36 0.88 0.70 0.70 0.12 0.64 0.36 0.42 0.42 0.81 0.44 0.49 

10 0.65 0.60 0.70 0.07 0.60 0.35 0.40 0.30 0.93 0.40 0.59 0.56 0.63 0.35 0.56 0.54 

11 0.31 0.50 0.65 0.02 0.59 0.70 0.50 0.35 0.98 0.41 0.42 0.50 0.59 0.34 0.55 0.48 

12 0.00 0.45 0.60 0.00 0.53 1.00 0.55 0.40 1.00 0.47 0.33 0.48 0.56 0.33 0.52 0.44 

13 0.76 0.85 0.90 0.26 0.64 0.24 0.15 0.10 0.74 0.36 0.68 0.77 0.83 0.40 0.58 0.65 

14 0.23 0.75 0.75 0.23 0.63 0.77 0.25 0.25 0.77 0.38 0.39 0.67 0.67 0.39 0.57 0.54 

15 0.08 0.65 0.65 0.19 0.57 0.92 0.35 0.35 0.81 0.43 0.35 0.59 0.59 0.38 0.54 0.49 

16 0.73 1.00 1.00 0.40 1.00 0.27 0.00 0.00 0.61 0.00 0.65 1.00 1.00 0.45 1.00 0.82 

17 0.31 0.95 0.90 0.37 0.99 0.70 0.05 0.10 0.63 0.01 0.42 0.91 0.83 0.44 0.98 0.72 

18 0.00 0.90 0.85 0.28 0.93 1.00 0.10 0.15 0.72 0.07 0.33 0.83 0.77 0.41 0.88 0.65 
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Table 6 Results of the Anova on GRG for ABS 

Source DF Seq SS Contribution Adj SS Adj MS F-Value P-Value 

Orientation Angle 1 0.04051 18.79% 0.04051 0.040509 33.08 0 

Infill Density 2 0.09264 42.97% 0.09264 0.046319 37.83 0 

Layer Height 2 0.06772 31.42% 0.06772 0.033862 27.66 0 

Error 12 0.01469 6.82% 0.01469 0.001224 
  

Total 17 0.21557 100.00% 
    

 

Table 7 Results of the ANOVA on GRG for PLA 

Source DF Seq SS Contribution Adj SS Adj MS F-Value P-Value 

Orientation Angle 1 0.0376 17.33% 0.0376 0.037595 25.18 0 

Infill Density 2 0.09641 44.45% 0.09641 0.048207 32.28 0 

Layer Height 2 0.06498 29.96% 0.06498 0.032489 21.76 0 

Error 12 0.01792 8.26% 0.01792 0.001493 
  

Total 17 0.21691 100.00% 
    

 

 
 

Fig. 1 Valve body model in CURA software Figure 2 DAMBoy ET-200 FDM 3D Printer 

 

 
Figure 3 Valve body part Fig.4 Mitutoyo SJ-210 surface roughness tester 
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Fig.5 Main effect graph for GRG for ABS material. Fig. 6 Main effect graph for GRG for PLA material. 
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One crucial way for finding photographs posted by social users on such social platforms is tag-based 

image searching. It is difficult to make the top-ranked result for tag-based image search useful and 

diverse. In comparison to context- and content-based picture retrieval, it is frequently employed in social 

media. Refinement of social image tags consists of deleting obtrusive or pointless tags and adding 

pertinent ones. Images are randomly selected as the learning data while the remaining ones are used as 

the testing data for image tag assignment. Manual annotation has become impossible due to the internet's 

exponential expansion in image availability. Users cannot find desired photographs without the help of 

such tags. Therefore, a scalable approach that can handle such a high volume of photos is necessary, and 

it might be used to create an effective tag-based image result retrieval system. In this study, four distinct 

models are examined, and a feature extraction method based on deep convolutional neural networks is 

suggested to learn descriptive semantic characteristics from dataset photos. Then, to assign the proper 

tags to our images, we employ inverse distance weighted K-nearest Neighbors classifiers along with a 

number of additional multi-label classification techniques. We use the MSCOCO dataset's numerous 

image categories to show how well our system works. 
 

Keywords: Content based image retrieval, Multi-Modal data embeddings and search, Automatic Image 

Annotation, Image tagging, tag-based image retrieval, tag refinement. 
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INTRODUCTION 

 
In the current duration, the numerous of things being searched in the images form has grown tremendously in the 

modern world of widespread internet usage and the emergence of the e-commerce era. Business to Consumer (B2C) 

e-commerce sales surpassed $1 trillion for the first time in 2012 [1]. By 2020, it is projected to reach $2.5 trillion and 

continue to expand consistently at a rate of about 20% [2]. It has become manually impossible and economically 

unfeasible for person to tag these products due to the exponential development in the quantity of products being 

sold on internet and the virtual variability in the categories these products could be assigned to. In addition, not 

every user will tag the same pictures with the the same tags. As a result, the types of tags given to the products 

differ. Search engines largely rely on the tags assigned to each image in order to find products based on consumer 

queries, however most of the time, only image of the products is provided, making it difficult for the any search 

engine to understand the results. In addition, the inconsistent categorization causes many helpful search results to be 

skipped. An automated tagging system can assist in resolving both of these problems and will be capable of 

producing a useful product database querying system, even if the database simply includes visual information about 

the goods. Such automated methods will result in homogeneous tagging, wherein identical products are given the 

same tags. Additionally, the time-consuming practice of manually labelling such products will no longer be required. 

The online storefront is a genuinely multimodal environment where visual elements coexist with product 

descriptions and feature descriptions. Such a marketplace must enable the user to search for products based on both 

their visual characteristics and their descriptions if it is to be genuinely effective.  We propose an approach to create 

visual feature based image retrieval system. This is accomplished with comparison of VGG16, ResNet50, 

InceptionV3, Efficient Net algorithm with the MSCOCO Database In this effort, our main focus is on improving 

picture tags, adding to relevant tags, removing irrelevant tags, and labeling new images. 

 

 Traditionally, image annotation has been viewed as a machine learning task that always relies on a modest amount 

of manually labeled data. However, the weakly-supervised data prevents them from handling large-scale social 

photos. Tag refinement, which differs from typical image annotation, involves removing unrelated tags from an 

image's initial set of tags. Smart phones and other image-capture software are becoming more and more prevalent as 

a result of the development of mobility and communication technologies. Our daily lives have been impacted by 

social media. People are growing more and more interested in sharing their daily experiences and emotions with 

others online. One respectable photo-sharing service, MSCOCO, has more than 10 billion images of individuals in a 

variety of settings. A photograph contains a wealth of knowledge about a user's preference, insight, and sentiment. 

Numerous industries, including campaign prediction, stock price forecasting, and ad recommendation, may make 

extensive use of this information. People are growing more and more interested in sharing their daily experiences 

and emotions with others online. One respectable photo-sharing service, MSCOCO, has more than 10 billion images 

of individuals in a variety of settings. A photograph contains a wealth of knowledge about a user's preference, 

insight, and sentiment. Numerous industries, including campaign prediction, stock price forecasting, and ad 

recommendation, may make extensive use of this information. 

 

LITERATURE REVIEW 

 
A difficult job is picture annotation, or the prediction of many tags for an image. The majority of modern algorithms 

are built using extensive libraries of custom features. In the categorization of images, deep convolutional neural 

networks recently beat humans, and these networks may be used to extract characteristics that are highly predictive 

of an image's tags. In this article, we evaluate the effectiveness of nearest neighbor-based techniques to tag prediction 

in order to analyses semantic information in features produced from two pre-trained deep network classifiers. When 

utilizing the deep learning algorithms, we often outperform the manual features. 
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VGG16 and VGG19 

The VGG model is consist of 16-layer convolutional neural network model, or we can know that as VGGNet, is often 

referred to as VGG16. And with additional 3 layer it become VGG19. In Image Net, the VGG16 model has a top-5 test 

accuracy of about 92.65%. This is a frequently used Image Net dataset that contains over 14.2 million images that are 

separated into around 1050 categories. It also performed well compared to other models that were submitted to 

ILSVRC-2014. It performs noticeably better than Alex Net by substituting several 3x3 kernel-sized filters for the huge 

kernel-sized filters. The VGG16 model was trained on   Nvidia Titan Black GPUs, and it took around a few weeks.. 

The 16-layer VGGNet-16, which can categorize images into 1,000 distinct item categories—including keyboard, 

animals, pencil, mouse, etc.—can categorize images. as discussed above. The model's picture input size is 224x224 as 

well. 

 

Inception V3 

In terms of the quantity of parameters generated by the network and the economic cost (memory and other 

resources), VGG Net has been shown to be less computationally efficient than Google Net/Inception v1. The 

computational advantages of an Inception Network must be preserved while changing it. It becomes challenging to 

adapt the Startup network for various use cases since the new network's efficacy is unclear. Numerous network 

optimization techniques have been suggested for the Inception v3 model to address issues and facilitate model 

modification. Regularization, dimensionality reduction, factorial convolution, and parallel computing are a few 

techniques. InceptionV3 architecture model is basically develop with this step Factorized Convolutions, Smaller 

convolutions, Asymmetric convolutions, Auxiliary classifier, Grid size reduction 

 

Xception 

"Extreme Inception" stands for "Architecture Xception." In the Xception architecture which is composed with 36 

convolutional layers that is having ability of feature extraction base of the network. The input stream, intermediate 

stream (which is repeated eight times), and output stream are the sequential phases that the data passes through. 

Although it is not depicted in the presented figure, batch normalization is included in each convolutional and  

separable convolutional layer. Additionally, without any depth extension, all separable convolutional layers employ 

a depth multiplier of one. 

 

Dataset 
MS COCO Dataset Microsoft COCO Dataset [8] can be an exceptionally huge dataset of image recognition, 

captioning, and segmentation. The MS COCO dataset has various options such as object segmentation, validation of 

context, this dataset is containing approximately 300K pictures in excess of approx. 2 million occurrences, and 

additionally, 80 article classifications 

 

Flickr30K Flickr30K [9] is a dataset for programmed image explanation and ground language consideration, the 

Flickr30k dataset can be used. it contains 30K images gathered from Flickr with 158,000 tags assigned by human 

annotators. It doesn't present any mounted partitioning of pictures for training. examining and verification. the 

number for training, testing, and verification are chosen by the scholars themselves. 

 

Flickr8K Flickr8k [10] can be a well-liked dataset and can contain 8k photos gathered from Flickr. The coaching 

knowledge contains 6k drawing, checks, and advancement knowledge, each consisting of 1k pictures. Each of the 

images with the dataset has five suggestion captions annotate by humans. 

 

Visual Genome The visual order dataset [11] is an additional dataset for image tagging. Image captioning does not 

need to identify only the items of a photograph, although it additionally argues their communications and 

characteristics. Not like the primary 3 datasets where the caption is given for the total view, a sequence in the scene 

sequence dataset has different captions for several regions.  

Pritesh Pandey et al., 

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

68979 

 

   

 

 

Instagram Dataset Two dataset victim images from Instagram which can be a photo-sharing social networking 

service were created. The dataset creates by Tran et al [12]. which consists 10k pictures is mainly from celebrities. 

However, the social media network used its dataset for hash tag forecast and post-procreation tasks. 

 

Proposed System 

In my research, I focus on the ResNet50 architecture, a deep CNN model known for its depth and efficiency. We 

leverage the extensive MSCOCO dataset, which contains a wide range of images annotated with multiple tags, to 

train and evaluate our image tagging model. 

 

Dataset 

The MSCOCO dataset is a widely used resource for object detection, image segmentation, and image captioning 

tasks. It consists of over 1.5 million images, each annotated with textual descriptions and tags. We use the tags 

associated with each image as ground truth labels for our image tagging task. 

 

Model Architecture 

ResNet50 is a 50-layer deep convolutional neural network known for its residual connections, which help mitigate 

the vanishing gradient problem during training. We use a pre-trained ResNet50 model and fine-tune it for our image 

tagging task. The architecture includes five residual blocks, each containing multiple convolutional layers. 

 

1. Convolutional Layers The network's first layer, which conducts convolution on the input image, is a convolutional 

layer. The output of the convolutional layer is then down sampled by a max-pooling layer. After that, a succession 

of residual blocks are applied to the output of the max-pooling layer. 

2. Residual Blocks Two convolutional layers, a batch normalisation layer, and a rectified linear unit (ReLU) 

activation function make up each residual block. The residual block's input is then combined with the output of the 

second convolutional layer before being sent through one more ReLU activation function. The subsequent block 

receives the output of the residual block. 

3. Fully Connected Layer The output of the last residual block is mapped to the output classes in the network's final, 

completely linked layer. The number of output classes is the same as the number of neurons in the fully linked 

layer. 

 

Residual Block / Identity Block 

The proposed approach involves enabling the network to fit the residual mapping, as opposed to relying on the 

layers to learn the underlying mapping. This is achieved by allowing the network to fit F(x):= H(x)-x, where H(x) 

represents the initial mapping that is replaced by F(x) + x. Essentially, this involves bypassing data along with the 

regular CNN flow from one layer to the next, after the immediately next layer. To facilitate this, a shortcut or skip 

connection is established, which enables information to flow more seamlessly from one layer to the next. 

 

Observations from the residual block 

1. Regularization would simply pass over them if they weren't useful, thus the model's performance wouldn't be 

negatively impacted by the addition of extra or new layers. 

2. The weights or kernels of the layers will be non-zero if the extra or new layers were beneficial, even in the 

presence of regularization, and model performance may somewhat improve. 

 

Therefore, it is assured that the performance of the model does not degrade when new layers are added due of the 

"Skip connection" / "residual connection," albeit it may somewhat improve. These Res Net building bricks may be 

stacked on top of one another to create an extremely deep network. It is quite simple for one of the Res Net blocks to 

learn an identity function when there are Res Net blocks with the shortcut. This indicates that adding more Res Net 
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blocks may be done with little concern for the performance of the training set. Whether the input/output dimensions 

are the same or different determines which of the two primary types of blocks is utilized in a Res Net. The  

 

Identifying Block 

Identical to the one we previously saw. Res Nets is having default block which is The identity block, it will 

communicated with input activation and output activation which is having the same dimension. 

 

The Convoultional Block  

In some of the case we found Input and Output dimensions are differ with each other. In that stituation we have to 

use this type of block, and its shoirtcut parth differes from the Identity Block in CONV2D layer. Figure 7 depicts yet 

another ResNet diagram. Identity Mappings in ResNet is a modified dropout technique that uses stochastic depth for 

training deep networks. In training, however, the entire layer is dropped at random rather than a few nodes. The 

depth of the network may be considerably less during training. As a consequence, training throughput is improved 

and fewer computations are required. In my study, such potential approaches will also be tested and examined. By 

utilizing several techniques, we can build a subtitle that is roughly equal to human-produced inscriptions. 

Additionally, we make an effort to tag every image that might be used as input for the algorithm, and after 

comparing the results with those of the existing method, we can determine which algorithm is more effective at 

tagging photographs. Comparing ResNet50 with VGG16, VGG19, and Inception involves assessing their 

performance and parameter efficiency. Each of these architectures has its strengths and weaknesses, making them 

suitable for different computer vision tasks. Below, we provide a brief comparison, highlighting why ResNet50 often 

stands out as a better choice in terms of parameters: 

 

ResNet50 

Parameter Efficiency 

ResNet50 is known for its parameter efficiency compared to VGG16, VGG19, and Inception. It achieves a remarkable 

balance between depth and efficiency by introducing residual connections. These connections enable training of very 

deep networks without suffering from vanishing gradient problems, reducing the need for excessive parameters. 

 

Performance ResNet50 has demonstrated superior performance in various image-related tasks, including image 

classification, object detection, and image tagging. It often achieves state-of-the-art results on benchmark datasets 

due to its ability to capture intricate features. 

Depth Despite its efficiency, ResNet50 has a depth of 50 layers, making it considerably deeper than VGG16 and 

VGG19. This additional depth allows it to learn more complex and abstract representations. 

 

VGG16 and VGG19 

Parameter Overhead VGG16 and VGG19 are known for their simplicity and uniform architecture with a large 

number of layers. However, this results in a significantly higher number of parameters compared to ResNet50. The 

excessive parameters can lead to longer training times and require larger datasets. 

Performance While VGG16 and VGG19 perform well on many image classification tasks, they may suffer from over 

fitting when dealing with smaller datasets. They are less adept at capturing fine-grained details compared to deeper 

architectures like ResNet50. 

 

InceptionV3 

Parameter Efficiency 

Inception modules, particularly InceptionV3 and later versions, are designed for parameter efficiency. They use a 

combination of 1x1, 3x3, and 5x5 convolutions to capture multi-scale features while keeping the number of 

parameters relatively low. 
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Performance 

Inception architectures perform admirably on a range of tasks and are especially efficient when computational 

resources are limited. They strike a good balance between parameter efficiency and accuracy. 

 

Multi-Scale Feature Extraction Inception models excel at capturing multi-scale features, which is useful for various 

Computer vision tasks. They are known for their ability to detect objects of different sizes within images. In 

summary, ResNet50 tends to outperform VGG16, VGG19, and Inception in terms of parameter efficiency while  

maintaining competitive or superior performance on various computer vision tasks. Its innovative use of residual 

connections allows it to handle deep networks without an excessive number of parameters. However, the choice of 

architecture depends on the specific task, dataset size, and available computational resources, and each of these 

architectures has its unique strengths in different contexts. 

 

CONCULSION 

 
In this study, using the widely used Microsoft Common Objects in Context (MSCOCO) dataset, we investigated the 

use of the ResNet50 convolutional neural network architecture for the task of picture tagging. The process of 

preparing the data, training the model, and evaluating its performance revealed important information on 

ResNet50's efficiency in the context of picture tagging. Our findings show that ResNet50 is a reliable option for 

picture labelling because to its deep design and residual connections. The excellent precision and recall values 

attained demonstrate the system's amazing ability to forecast relevant tags. The F1-score, which provides a fair 

evaluation of accuracy and recall, emphasizes the model's general efficacy even more. The top-k accuracy statistic 

further emphasizes its capacity to produce insightful tag suggestions, coinciding with real-world applications where 

users frequently seek the most pertinent tags rapidly. while our ResNet50-based approach showcased impressive 

results, there remains room for further investigation. Future research could delve into the exploration of additional 

architectures, advanced data augmentation techniques, and more extensive datasets, aiming to push the boundaries 

of image tagging capabilities and cater to the evolving demands of the digital landscape. In conclusion, this study 

marks a significant stride towards advancing the state-of-the-art in image tagging, offering a reliable and adaptable 

solution to an ever-expanding world of visual content. 
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Figure 1:  VGG16 layer structure diagram Figuare 2: InceptionV3 Architecture 

 

 

Figure 3: Xception Architeture Figure 4: ResNet50 Architecture 

 

 

Figure-5 Residual learning: a building block Figure 6: Identity Block 
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Figure 7: Convolutional Block Figure 7: Indentiy Block Mapping in ResNet50. 

 
Figure 8: Result comparision of Resnet50, VGG16, VGG19 and InceptionV3 
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The purpose of this study was to find out factors impacting the adoption of Internet banking services 

using the Technology Acceptance Model (TAM) with reference to Women Customers. The present study 

is based on primary data, collected data from women users of Internet banking services in Gujarat, India. 

167 women participated in this study, and respondents were chosen using non-probability convenience 

sampling. Frequency distribution, reliability, validity, and structural equation modelling were carried 

out. The result found that ease of use, usefulness, and trust have a positive significant relation with the 

attitude towards the use of Internet banking services. Usefulness, trust, and attitude towards use have a 

positive significant relation with the intention to use Internet banking services, whereas ease of use has 

an insignificant relation. The results are expected to have a significant role in the adoption of Internet 

banking services, particularly among women users and banking sectors. 
 

Keywords: Internet baking services factors (Technology Acceptance Model) TAM Women. 

 

INTRODUCTION 

 
In the current era, the development of new technology in the banking sector is increasing. Internet banking services 

are one of the financial services performed through online ways, and nowadays it’s most popular. According to 

(Akhteret al., 2022) ‚Internet banking has been financial services where bank users can perform numerous online banking 

activities using the internet‛. (Rathore, 2022) stated that in India 32% of households use online/Internet banking 
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services in their everyday life. In India after the initiatives by the government as Pradhan Mantri Jan Dhan Yojana 

many Indian women adopted Internet banking Services in their daily lives. Indian banks of India provide three types 

of Internet National Electronic Fund Transfer (NEFT), Real-Time Gross Settlement (RTGS), and Immediate Payment 

Service (IMPS). NEFT: NEFT was introduced by the Reserve Bank of India. In NEFT minimum transfer limit is 1 Rs. 

and the maximum no limit available. This service is available 365 days 24*7, and in half an hour, the settlement is 

done but the IFSC code, and bank account number must be needed for the transfer. This service is free for the users. 

This service is available Online and offline (Paisabazaar.com, 2022). RTGS: RTGS was introduced by the Reserve 

Bank of India. In RTGS minimum transfer limit is 2 lakh Rs. and the maximum no limit available. This service is 

available 365 days 24*7, and in real-time settlement, the settlement is done but the IFSC code, and bank account 

number must be needed for the transfer. This service is free for the inward, but the user’s pay charges as Rs. 2 lakhs 

to 5 Lakhs 25 Rs. Charge, above Rs. 5 lakhs 50 Rs. Charge with that GST is also applicable. This service is available 

Online and offline (Paisabazaar.com, 2022). IMPS: IMPS was introduced by the National Payments Corporation of 

India. In IMPS minimum transfer limit is 1 Rs. and the maximum Rs. 2 Lakh is available. This service is available 365 

days 24*7, and in real-time settlement, the settlement is done but the IFSC code, and bank account number must be 

needed for the transfer. Charges decided by the individual member banks with taxes are included. This service is 

available only on Online (Paisabazaar.com, 2022). In the following part literature review, the research methodology, 

data analysis and interpretation, practical implication, and conclusion.  

 

LITERATURE REVIEW 
 

Technology Acceptance Model (TAM) 

Original TAM Model 

 In the year 1989, Fred D. Davis established TAM. According to (Davis, 1989) this model is specifically based on two 

variables such as perceived usefulness and perceived ease of use, to check the adoption of new technology. This 

study (Davis, 1989) found that both variables are more important for the adoption of new technology. 

Adapted Model 

In this study, researchers adopted the TAM, for the find out factors impacting the adoption of Internet banking 

services with added another variable trust. Because nowadays the development of new technology in banking 

sectors consumers need more trust in a particular technology. Based on that the present study research used ease of 

use, usefulness, and trust as independent variables, attitude towards use as a mediating variable and intention to use 

as a dependent variable. In this study, researchers also checked with mediating effect and without mediating effect 

on the adoption of Internet banking services. Note: Own Compilation 

 

HYPOTHESES DEVELOPMENT AND THEORETICAL FRAMEWORK  

Ease of Use 

According to (Davis, 1989) ease of use means “a personbelieves that using Internet banking services would be free of effort”. 

Many studies found that ease of use has a significant impact on attitudes towards the use of Internet banking 

services (Cheng et al., 2006; Lee, 2009; Nasri & Charfeddine, 2012). Many studies found that ease of use has a 

significant impact on the intention to use Internet banking services (Mohamad Amin et al., 2017;Rawashdeh, 2015). 

H1: Ease of Use has a positive impact on Attitude towards the use of Internet banking services. 

H2: Ease of Use has a positive impact on Intention to use Internet banking services. 

 

Usefulness 

According to (Davis, 1989) usefulness means ‚the degree to which a person believes that using Internet banking services 

would enhance his or her performance‛. Many studies found that usefulness has a significant impact on attitudes 

towards the use of Internet banking services (Lee, 2009;Nasri & Charfeddine, 2012;Rawashdeh, 2015). Many studies 

found that usefulness has a significant impact on the intention to use Internet banking services (Cheng et al., 2006; 

Lee, 2009; Mohamad Amin et al., 2017;Mohamed Asmy et al., 2019;Nasri & Charfeddine, 2012;Rawashdeh, 2015). 

H3: Usefulness has a positive impact on Attitude towards the use of Internet banking services. 
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H4: Usefulness has a positive impact on Intention to use Internet banking services. 

Trust 

(Mayer et al., 1995) defined trust means ‚the willingness to be vulnerable to the actions of other parties on the belief that 

others would carry out the intended action, with or without the ability to monitor or control the situation‛. Many studies 

found that trust has a significant impact on the intention to use Internet banking services (Agyei et al., 2021; Jalil et 

al., 2014). 

H5: Trust has a positive impact on Attitude towards the use of Internet banking services. 

H6: Trust has a positive impact on Intention to use Internet banking services. 

Attitude Towards Use  

(Fishbein & Ajzen, 1975) defined attitude towards use means “an individual’s positive or negative feelings about using 

Internet banking services”. Many studies found that attitude towards use has a significant impact on the intention to 

use Internet banking services (Lee, 2009;Nasri & Charfeddine, 2012). 

H7: Attitude towards use has a positive impact on Intention to use Internet banking services. 

 

RESEARCH METHODOLOGY 
 

Objective 
To study the factors impacting the adoption of Internet banking services using the Technology Acceptance Model 

(TAM) with reference to Women Customers.  

Research Design Descriptive Cross-sectional Research Design 

Sampling Method Non-probability Convenience Sampling. 

Sample size 167 Women users of Internet banking services of Gujarat State, India. 

Data Collection 

Primary Data 

Primary data was collected from Gujarat state, India, with the use of Google Forms, distributed through email, and 

social media. A total of 180 women respondents filled up the questionnaire, out of which 13 responses were excluded 

because they were not using Internet banking services, and 167 were finally used in the data analysis.   

Questionnaire Construction 

The questionnaire should be close-ended. The questionnaire was distributed from June 2023 to August 2023. The 

questionnaire has two parts. Part, one includes demographic information such as name, born year, residential 

location, marital status, education, occupation, annual income, and name of Internet banking services. In the second 

part, a total of 27 statements were included using five Likert scale method (Strongly Agree to Strongly Disagree), 

satisfaction level of the adoption of Internet baking services. Statements should be adapted from the various TAM-

based research.   

The Technique of Data Analysis 

Frequency distribution, Reliability (Cronbach Alpha and Composite reliability), Validity (Average Variance 

Extracted), SEM.  SPSS 25 Software and AMOS 18 Software were used for the analysis purpose. 

 

DATA ANALYSIS 
 

Table 1 shows that the majority of the women respondents belong to 1991-2000 born year and are located in urban 

areas. 50.9% of women respondents are married and 48.5% are unmarried. The majority of the women respondents 

have completed post-graduation, are doing private jobs, and earn between 2 lakhs to 5 lakhs. Women respondents 

used internet banking services such as 45.5% = IMPS, 44.3% = NEFT, and 10.2% = RTGS. The majority of women are 

satisfied with the use of internet banking services (65.3%), 45.5% = highly satisfied, and 9.6% = moderately satisfied.  

Table 2 based on reliability and convergent validity, according to (Hair et al., 2010) said that the value of Cronbach 

alpha = 0.961 (> 0.70), Composite reliability = 0.964 (> 0.70), and average variance extracted = 0.500 (> 0.5) are fulfilled 

all criteria which means all statements of this study have adequate reliability and validity.   
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Model Measurement 
Table 3 related to model measurement, (Fornell & Larcker, 1981) said that the values of FL > 0.5, CA > 0.6, CR > 0.6 

and AVE > 0.5, in this study except for attitude towards to use of AVE all other values are appropriate. 

Table 4 is the result of the hypotheses testing of the study. Hypotheses H1, H3, H4, H5, H6, and H7 are accepted the p 

value is < 0.05, only H2 is rejected. This means ease of use, usefulness, and trust have a positive significant relation 

with the attitude towards to use of Internet banking services. Usefulness, trust, and attitude towards use have a 

positive significant relation with the intention to use Internet banking services, whereas ease of use has an 

insignificant relation.  

Table 5 indicates the structural equation model (SEM). The SEM result shows that Chi-Square = 561.951, df = 300, GFI 

= 0.809, with p-value = 0.000 (< 0.05), TLI = 0.912 (>0.9), CFI = 0.924 (>0.9), RMSEA = 0.071 (<0.08), and SRMR = 0.052 

(<0.08). This means SEM is compatible with this study. 

 

PRACTICAL IMPLICATIONS 
 

Banks should concentrate on making their Internet banking services easy to use as well as useful. More women users 

may be drawn in by functional features and user-friendly interfaces. Trust must be established and maintained. 

Banks must make significant security investments and inform users about the security of online transactions. Banks 

could advertise IMPS and NEFT services through targeted marketing initiatives because women consumers 

frequently use these services. Develop financial literacy programmes, especially for women, to give them more 

confidence while using Internet banking services. To inform women customers about the many features and 

advantages of Internet banking services, banks may arrange workshops and online courses. Banks must offer women 

customers specialized customer service that immediately addresses any issues and concerns they may have. User 

confidence may rise as a result of this individualized support. Sharing the success stories of satisfied female users can 

increase credibility and trust, influencing more women to use Internet banking services. The importance of Internet 

banking for women's financial freedom should be emphasized. Women's economic independence and decision-

making capacity may increase when they have easy access to banking services. 

 

CONCLUSION 

 
In the present study, researchers aimed at the factors impacting the adoption of Internet baking services using the 

TAM with reference to women customers of Internet banking Services. Through this research, researchers found that 

the majority of the women users used IMPS and NEFT services. Researchers done SEM and found that ease of use, 

usefulness, and trust have a positive significant relation with the attitude towards the use of Internet banking 

services. Usefulness, trust, and attitude towards use have a positive significant relation with the intention to use 

Internet banking services, whereas ease of use has an insignificant relation. Lastly, researchers also measured the 

satisfaction level and found that the majority of the women were satisfied the Internet banking services. 
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Table 1: Demographic Information 

Demographic Factor Category Frequency(N=167) Percentage 

Born Year 

1971-1980 7 4.2 

1981-1990 39 23.4 

1991-2000 104 62.3 

2001-2010 17 10.2 
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Location 
Rural 60 35.9 

Urban 107 64.1 

Marital Status 

Unmarried 81 48.5 

Married 85 50.9 

Widow 1 0.6 

Education 

HSC 4 2.4 

Diploma 4 2.4 

Graduation 59 35.3 

Post-graduation 78 46.7 

Doctorate 22 13.2 

Occupation 

Student 60 35.9 

Private Job 76 45.5 

Government Job 18 10.8 

Business 7 4.2 

Researcher 3 1.8 

Housemaker 3 1.8 

Annual Income 

< 2,00,000 58 34.7 

2,00,000 - 5,00,000 82 49.1 

5,00,000 – 10,00,000 20 12 

> 10,00,000 7 4.2 

Name of Internet Banking Services 

NEFT 74 44.3 

RTGS 17 10.2 

IMPS 76 45.5 

Satisfaction Level 

Highly Satisfied 42 25.1 

Satisfied 109 65.3 

Moderately Satisfied 16 9.6 

Note: Output of SPSS 25 

 

Table 2: Reliability and Convergent Validity 

CA CR AVE N of Items 

0.961 0.964 0.500 27 

Note: Output of SPSS 25 

 

Table 3: Normality, Reliability and Convergent Validity  

Factors Items Mean SD FL CA CR AVE 

Ease of Use 

(M=4.315, SD = 0.888) 

EOU1 4.38 0.903 0.633 

0.896 0.839 0.511 

EOU2 4.32 0.858 0.720 

EOU3 4.31 0.857 0.713 

EOU4 4.23 0.918 0.768 

EOU5 4.34 0.909 0.732 

Usefulness 

(M=4.363, SD = 0.865) 

US1 4.49 0.798 0.790 

0.893 0.857 0.503 
US2 4.35 0.835 0.744 

US3 4.40 0.851 0.763 

US4 4.39 0.842 0.742 
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US5 4.37 0.818 0.638 

US6 4.18 1.014 0.546 

Trust 

(M=4.017, SD = 0.885) 

TS1 4.13 0.900 0.770 

0.914 0.907 0.619 

TS2 4.13 0.808 0.716 

TS3 4.04 0.864 0.828 

TS4 3.93 0.868 0.844 

TS5 3.87 0.973 0.805 

TS6 4.02 0.874 0.748 

Attitude towards use 

(M=4.288, SD = 0.841) 

ATU1 4.38 0.782 0.625 

0.929 0.762 0.349 

ATU2 4.20 0.838 0.540 

ATU3 4.29 0.859 0.626 

ATU4 4.30 0.840 0.622 

ATU5 4.28 0.870 0.499 

ATU6 4.28 0.855 0.621 

Intention to use 

(M=4.241, SD = 0.848) 

ITU1 4.32 0.786 0.742 

0.907 0.820 0.533 
ITU2 4.25 0.839 0.693 

ITU3 4.17 0.876 0.732 

ITU4 4.23 0.890 0.753 

Note: Output of SPSS 25 

 

Table 4: Hypotheses Testing 

Hyp. 
 

Estimate SE P Result 

H1 EOU ATU .552 .102 .000 Significant 

H2 EOU  ITU .009 .111 .939 Insignificant 

H3 US  ATU .275 .085 .001 Significant 

H4 US  ITU .173 .088 .048 Significant 

H5 TS  ATU .102 .048 .031 Significant 

H6 TS  ITU .111 .049 .024 Significant 

H7 ATU  ITU .614 .124 .000 Significant 

Note: Output of Amos 18 

Table 5: SEM Result 

Fit Statistic Support References Result 

Chi-square   561.951 

DF   300 

GFI   0.809 

p-value <0.05 acceptable fit (Bentler & Bonett, 1980)(Hu & Bentler, 1999) 0.000 

TLI >=0.90 acceptable fit (Bentler & Bonett, 1980)(Hu & Bentler, 1999) 0.916 

CFI >=0.90 acceptable fit (Bentler & Bonett, 1980)(Hu & Bentler, 1999) 0.928 

RMSEA <=0.05 to <=0.08=Fair fit (Steiger, 1990)(Byrne, 1998)(Hooper, Coughlan, & Mullen, 2008) 0.073 

SRMR <0.05=Excellent fit (Hu & Bentler, 1999)(Hooper, Coughlan, & Mullen, 2008) 0.048 
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Note: Output of Amos 18 

 

 
 

Figure 1: Original TAM Model Note: (Davis 1989) Figure 2: Adapted Model Note: Own Compilation 

 
Figure 3: SEM Result Note: Output of Amos 18 
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This research is dedicated to the development of a precise predictive model designed to assess the risk of 

heart failure in hospitalized patients using exclusively supervised machine learning algorithms. It places 

special emphasis on patient-specific parameters, including age, gender, cholesterol levels, resting 

electrocardiogram (ECG) results, prior peak performance, and fasting blood sugar levels, as these factors 

are crucial for accurate predictions. The study's primary objective revolves around determining the most 

effective normalization technique, specifically comparing Min-Max normalization and Principal 

Component Analysis (PCA) when applied to the dataset. This exploration leads to the creation of an 

optimally efficient predictive model. Within the realm of machine learning, this research underscores the 

significance of supervised learning in training models with labelled datasets to enhance predictive 

accuracy. It thoroughly investigates Min-Max normalization and PCA, unveiling their respective impacts 

on model performance and their contributions to enhancing prediction accuracy. Ultimately, the 

overarching goal is to advance cardiac health diagnostics by identifying the most suitable normalization 

technique to prepare input data for model training effectively. This research offers valuable insights into 

the most effective approach for employing supervised machine learning algorithms in predicting heart 

failure risks with precision. The outcomes hold significant promise for healthcare practitioners, 

equipping them with a robust tool for early risk assessment and enabling proactive interventions and 

personalized patient care in the realm of cardiovascular health. By comprehensively evaluating and 

comparing normalization techniques in the context of supervised learning, this research enriches the 

ongoing dialogue surrounding the use of machine learning for improved cardiac health prognosis. 
 

Keywords: Dataset, machine learning, supervised learning, Features, Labels, Correlation, Models, 

Decision Tree, Random Forest, Logistic Regression, KNN, Support Vector Machine, accuracy, recall, 

precision score, f1 score, train test split, plots, graphs, cardiac arrest, sample, population, classification, 

plots, visualization, data analysis. 
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INTRODUCTION 

 
Heart failure is a critical medical condition affecting millions of people worldwide. Early diagnosis and proactive 

management of heart failure are essential for improving patient outcomes and reducing healthcare costs. Machine 

learning algorithms have emerged as powerful tools for predicting heart failure, offering the potential for early 

intervention and personalized patient care. This introduction sets the stage for the exploration of how machine 

learning can revolutionize heart failure prediction. Heart failure, a condition where the heart cannot pump blood 

effectively, is a leading cause of hospitalizations and mortality. The ability to predict heart failure before it reaches an 

advanced stage is crucial for timely medical interventions. Machine learning algorithms have become indispensable 

in the realm of healthcare, offering the potential to enhance diagnostic accuracy and enable predictive modeling to 

identify individuals at risk. The proliferation of electronic health records (EHRs) and the increasing availability of 

health-related data have created a wealth of information that can be harnessed for predictive analytics. Machine 

learning leverages this vast dataset to identify hidden patterns and relationships, thereby enabling early 

identification of potential heart failure cases. Factors such as patient demographics, vital signs, laboratory results, 

and medical history can be analyzed to create predictive models. Machine learning algorithms are the backbone of 

heart failure prediction. These algorithms encompass a range of techniques, from traditional statistical methods to 

advanced deep learning models. Supervised learning, unsupervised learning, and reinforcement learning 

approaches can be employed to develop predictive models.  

 

The selection of the most suitable algorithm depends on the specific dataset and research objectives. Heart failure 

prediction through machine learning does not stop at identifying at-risk individuals. It paves the way for 

personalized patient care. By understanding an individual's risk factors and tailoring interventions accordingly, 

healthcare providers can offer precise treatments, optimize medication regimens, and improve overall patient 

outcomes. This research paper aims to explore the application of machine learning algorithms in the prediction of 

heart failure. We will delve into the methods, datasets, and results of heart failure prediction using machine learning 

models. By conducting a comprehensive analysis, we intend to shed light on the potential of machine learning in 

revolutionizing heart failure prediction, offering healthcare professionals a powerful tool for early diagnosis and 

personalized patient care. The findings of this study are expected to make a significant contribution to the field of 

healthcare and may have far-reaching implications for heart failure management and prevention. In the subsequent 

sections, we will discuss the methodologies, results, and implications of our research in detail. 

 

LITERATURE SURVEY 

 
The study titled "Heart Disease Diagnosis Using Machine Learning" investigates the application of machine learning 

algorithms in heart disease diagnosis. The research encompasses a range of machine learning techniques, including 

K-Nearest Neighbors, Decision Trees, Random Forest, and Artificial Neural Networks, all applied to a heart disease 

dataset. The outcomes indicate that the Random Forest and Artificial Neural Network models excelled, exhibiting 

high accuracy in classifying heart disease cases [1].They summarize various techniques, discuss their strengths and 

limitations, and suggest future research directions. The study focuses on early detection of heart issues, comparing 

SVM, Decision Trees, Logistic Regression, KNN, Random Forest, and Naive Bayes. SVM and Naive Bayes showed 

better performance than other methods, while Decision Trees struggled due to extensive datasets [2]. The authors 

utilized public datasets and various machine learning algorithms, including SVM, KNN, Decision Tree, and Tensor 

Flow. KNN exhibited the highest accuracy at 96.42%. The study includes a comparison of results across different 

techniques and datasets [3].Emphasizing the significance of timely and accurate diagnosis, the Heart Disease 

Classifier using Machine Learning (HDCML) employs diverse ML techniques on the Cleveland dataset. Findings 

reveal the superiority of Naive Bayes (NB) and Logistic Regression (LR) over other classifiers, with Decision Tree 

(DT) consistently underperforming. This study underscores the potential of ML in improving early heart disease 

detection, with NB and LR leading the way in classification accuracy [4]. It assessed six machine learning algorithms 

Dhruval Patel et al., 

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

68994 

 

   

 

 

across three stages, revealing that the random forest algorithm achieved the highest accuracy at 72.59%. Future 

research intends to include factors like aging's impact on heart health and develop a recommendation system based 

on key determinants of heart disease. The findings underscore the potential of random forest and signal future 

directions in heart disease prediction and individualized recommendations [5]. The CDSS delivers multiple outputs, 

including HF severity assessment, HF type prediction, and comparative patient follow-up management. Comprising 

an intelligent core and an HF management tool that serves as an interface for artificial intelligence training, the 

system utilizes a machine learning approach. Four machine learning algorithms were assessed, with the 

Classification and Regression Tree (CART) method exhibiting the highest performance. CART achieved notable 

accuracy, scoring 81.8% in severity assessment and 87.6% in type prediction.  

 

However, the findings may warrant caution due to the limited sample size [6]. This paper underscores the 

significance of early heart disease detection and critiques conventional risk assessment approaches. The authors 

introduce a novel method utilizing the CART decision tree algorithm and assess its effectiveness with a dataset of 

1190 patients. Their method yields an impressive accuracy of 88% and identifies key predictive features, notably ST 

depression, chest pain type, and cholesterol levels, enhancing heart disease prognosis [7]. Prior studies have 

employed diverse ML algorithms, revealing varying accuracies. Investigations into Data Mining classification 

techniques and comparisons between LR and RF models have yielded mixed results, emphasizing the nuanced 

selection of ML algorithms for heart disease prediction. Furthermore, the evolution of ML in healthcare encompasses 

techniques like hyper parameter optimization. This study's utilization of Grid Search for hyper parameter tuning 

contributes to optimized models with superior predictive capabilities [8].This study delves into the fusion of machine 

learning and data mining to advance heart disease prediction, especially in regions lacking cardiovascular expertise.  

 

Previous research, notably the Skating algorithm, has concentrated on honing predictive accuracy. The foundation of 

data collection from a Kaggle heart disease dataset enables exploratory data analysis, ensuring robust predictive 

models [9]. It concludes by highlighting the effectiveness of SVM and Naive Bayes while identifying challenges 

associated with Decision Trees due to dataset complexity. Ali and Manikandan's work not only underscores the 

growing importance of machine learning in healthcare but also directs future research directions in this vital field. 

Their comprehensive assessment serves as a valuable resource for researchers and practitioners seeking to enhance 

heart disease diagnosis and prediction through machine learning methodologies [10]. The initial information 

suggests a substantial contribution to predictive healthcare and data-driven management of hyperglycemia. This 

work is indicative of the broader trends in medical informatics, as researchers increasingly employ machine learning 

to develop intelligent tools for early diagnosis and proactive intervention in chronic health conditions. Smith and 

Johnson's work promises to open new horizons in the early prediction of hyperglycemia, carrying implications for 

improved patient outcomes and health system efficiencies [11]. It provides valuable insights into the utilization of 

machine learning techniques for enhanced risk prediction in heart failure. This research is pivotal in addressing the 

critical need for accurate prognostic tools in the context of heart failure, a significant cardiovascular concern. By 

integrating machine learning methods, the study contributes to the refinement of risk assessment models, ultimately 

leading to improved patient care and outcomes. The study delves into the development and application of a 

classification and regression tree algorithm, offering a novel approach to heart disease modeling and prediction. By 

utilizing this algorithm, the authors aim to enhance the accuracy and efficiency of predictive models related to heart 

disease. Their work opens new avenues for more effective and precise diagnosis and prognosis in the realm of 

cardiovascular health [13]. 

 

DATASET DESCRIPTION 
About the Dataset 

The researchers sourced their dataset from Kaggle, an open-source platform which had not been previously 

explored. This dataset comprises 303 rows and 14 columns, encompassing various heart health indicators. These 

encompass age, gender, angina induced by exercise, major vessel count, chest pain type, resting blood pressure, 

cholesterol levels, fasting blood sugar, electrocardiographic readings at rest, maximum heart rate, prior peak values, 
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slope, thall, and an "output" column denoting heart attack presence. Of these columns, 13 are features, and one is the 

label. Each row encapsulates an individual patient's diagnostic information, rendering this dataset instrumental for 

the study's purposes. 

 

Analysis of Dataset 

The predictive target in this study is the occurrence of a patient's death event, indicating whether a heart attack was 

experienced. Among the 303 patients, 165 individuals suffered heart attacks, while the remaining were in good 

health. The distribution of these outcomes is visually represented in the accompanying pie chart, underscoring the 

significance of predicting heart attacks and assessing their impact on patient health and safety. Understanding the 

determinants and extent of influence on the target column is crucial. To achieve this, we will assess the correlation 

between each column and all other columns. Please refer to the figure below for a visual representation of these 

correlation insights. A crucial aspect of our analysis was examining the correlation between the target column (i.e., 

"output") and the other columns. This correlation reveals how strongly a feature influences the values in the target 

field. The following figure illustrates the dependency of the target field on various feature fields, presenting 

correlation values in descending order. Higher correlation values indicate a more substantial impact on determining 

the target values. The feature columns have no null values and all the fields have a data type of either ‘int64’ or 

‘float64’ .Thus, no need for pre-processing. 

 

MODEL USED 
In this experiment, various classification prediction models were employed, including Decision Tree (DT), Random 

Forest (RF), K-Nearest Neighbor (KNN), and Support Vector Machine (SVM): 

 

Decision Tree (DT) 

Decision trees, a key component of supervised machine learning, are primarily used for classification tasks, which 

involve categorizing objects based on a model's predictions. Decision trees can also address regression problems by 

forecasting outputs from new, unseen data points. 

 

K-Nearest Neighbor (KNN) 

The K-Nearest Neighbor Algorithm (KNN) is a versatile supervised machine learning method capable of handling 

both classification and regression problems. This intuitive algorithm relies on distance metrics to identify the k 

nearest neighbors to make predictions for new, unlabeled data points. 

 

Support Vector Machine (SVM) 

SVM is a versatile tool applicable to both classification and regression tasks, although it is predominantly utilized for 

classification. It operates by establishing a hyper plane to separate data points effectively. 

 

Random Forest (RF) 

Random forest, a supervised machine learning algorithm, is well-suited for both classification and regression 

challenges. It derives its name from the amalgamation of multiple decision trees, forming a "forest" and utilizing 

random features from the provided dataset. 

 

Logistic Regression (LR) 

Logistic regression is a supervised learning algorithm in the realm of machine learning, primarily used to estimate 

the probability of binary outcomes, where the result can fall into one of two distinct categories. 

 

EXPERIMENTS AND ITS APPROACH 
The experiment revolves around predicting a patient's likelihood of experiencing a heart attack based on available 

patient features. This section delves into the experiment's specifics. The dataset is bifurcated into two segments, 

where one serves for training the model, and the other, constituting a smaller portion of the dataset, is reserved for 
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testing. The training and testing sizes are allocated at 80% and 20%, respectively. Two scaling techniques were 

employed: Min-Max scaling and Principal Component Analysis (PCA) scaling, applied to standardize the data. An 

additional experiment was conducted without data scaling, yielding distinct results compared to the scaled 

counterparts. The experiment incorporates various benchmarking methods, including precision score, accuracy 

score, recall, and F1 score to assess the model's accuracy and precision. Each of the five models specified in the 

'Model used' section was individually applied with both scaling techniques, and the results are presented in the table 

below Multiple applications of the models yielded varying results. The table presented above displays the highest 

accuracy achieved by the utilized algorithms. A graphical representation of these findings is visualized below  Figure 

2 shows the accuracy of the different classification models on the dataset after Min Max normalization. The Random 

Forest model achieved the highest accuracy, followed by the Logistic Regression model, the Decision Tree model, the 

KNN model, and the SVM model. Figure 3 shows the accuracy of the different classification models on the dataset 

after PCA normalization. The Random Forest model again achieved the highest accuracy, followed by the Logistic 

Regression model, the Decision Tree model, the KNN model, and the SVM model. Figure 4 shows a final comparison 

between the results of PCA and Min Max normalization. PCA normalization resulted in better performance for all of 

the models, except for the KNN model. The difference in performance was most significant for the SVM model 

 

CONCLUSION 

 
This study encompassed the application of various predictive models, coupled with the assessment of their 

performance under both Min-Max normalization and Principal Component Analysis (PCA) normalization. It was 

evident that the Random Forest algorithm, particularly when paired with PCA normalization, emerged as the most 

accurate and reliable predictor. This model consistently outperformed its counterparts in terms of accuracy score, F1 

score, and recall score, showcasing its superior predictive capabilities. The findings from this research hold the 

potential to enhance the accuracy of heart attack prediction, thereby contributing to advancements in public health. 
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Table 1. Information about the dataset 

SR. NO. Data Non-Null Count Dtype 

0 age 303 non-null int64 

1 sex 303 non-null int64 

2 cp 303 non-null int64 

3 trtbps 303 non-null int64 

4 chol 303 non-null int64 

5 fbs 303 non-null int64 

6 restecg 303 non-null int64 

7 thalachh 303 non-null int64 

8 exng 303 non-null int64 

9 oldpeak 303 non-null Ffloat64 

10 slp 303 non-null int64 

11 caa 303 non-null int64 

12 thall 303 non-null int64 

13 output 303 non-null int64 
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Table 2: Output of pre-processing 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3 Result for PCA normalization 
 

 

 

 

 

 

 

 

 

 

 

Table 4 Result for Min Max normalization 

Model Name Accuracy Score Precision Score Recall score F1 score 

KNN 0.852459 0.885714 0.861111 0.873239 

DT 0.803279 0.800000 0.848485 0.823529 

RF 0.901639 0.971429 0.871795 0.918919 

LR 0.852459 0.914286 0.842105 0.876712 

SV 0.868852 0.971429 0.829268 0.894737 

 

 

Output Name Values 

cp 0.433798 

thalachh 0.421741 

slp 0.345877 

restecg 0.13723 

fbs -0.02805 

chol -0.08524 

trtbps -0.14493 

age -0.22544 

sex -0.28094 

thall -0.34403 

caa -0.39172 

oldpeak -0.42357 

exng -0.43676 

Model 

name 
Accuracy Score Precision Score Recall score F1 score 

KNN 0.672131 0.571429 0.8 0.666667 

DT 0.737705 0.714286 0.806452 0.757576 

RF 0.918033 0.942857 0.916667 0.929577 

LR 0.868852 0.942857 0.846154 0.891892 

SV 0.704918 0.714286 0.757576 0.735294 
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Figure 1: Information of Suffered attack Figure 2 Graph of result using min max normalization 

 

 
Figure 3 Graph of result using pca normalization Figure 4 Final comparison between both normalisation 

results 
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The integration of Mobile Ad Hoc Networks (MANETs) into 5G networks to fulfill the specific 

communication demands of mobile devices in highly dynamic circumstances. MANETs are typically 

employed in emergency, military, and vehicular communication systems because of their self-organizing, 

infrastructure-free nature. We can improve the network's adaptability, scalability, and resilience by 

integrating MANET capabilities into 5G, making it ideal for a variety of applications. We highlight the 

advantages of this integration, including increased communication in scenarios with quickly changing 

network topologies, better coverage in remote and disaster-affected areas, and lower infrastructure costs. 

Additionally, we look at practical applications of MANETs in 5G, such as installations for smart 

transportation systems, the Internet of Things (IoT), and disaster response. We also talk about the 

difficulties and potential negative effects of this integration, like the complicated network administration 

and security issues. In conclusion, integrating MANETs into 5G networks is a promising way to increase 

the capabilities and reach of 5G technology.  
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INTRODUCTION 

 

An important turning point in the development of wireless communication has been reached with the introduction of 

the fifth-generation mobile networks, or 5G [3]. Massive connection, ultra-high speeds, minimal latency, and the 

potential to serve a variety of applications, from augmented reality to autonomous vehicles, are all promised by 5G. 

But reaching these lofty objectives is not without difficulty, especially in dynamic and difficult network contexts. The 

incorporation of Mobile Ad Hoc Networks (MANETs) is one cutting-edge strategy to handle the changing 

communication requirements of the 5G era. Mobile devices connect directly with one another using decentralized, 

self-organizing wireless networks known as MANETs, which eliminate the need for permanent infrastructure like cell 

towers or base stations. This abstract examines the justification for using MANETs in 5G, highlighting the advantages 

and opportunities this integration presents. The distinctive qualities of each paradigm are the foundation for the 

interoperability of MANETs and 5G technologies. While 5G networks excel at delivering high-speed, low-latency 

connectivity in well-planned urban areas, they can have issues covering remote locations or settings that are changing 

quickly [5]. However, MANETs have demonstrated their value in applications including military operations, disaster 

response, and vehicle communication when standard infrastructure is either unavailable or impractical. We can take 

advantage of the best of both worlds by incorporating MANET capabilities into 5G networks. 

 

 The robustness, flexibility, and adaptability of 5G networks can be improved through this integration, making them 

suited for a larger range of applications and ensuring connectivity even under difficult circumstances [11]. In the 

context of 5G technology, this abstract will go into the architectural concerns, routing protocols, security methods, and 

practical applications of MANET integration. The integration of MANETs in 5G technology represents a promising 

avenue to address the evolving communication needs of our increasingly interconnected world. By leveraging the self-

organizing nature of MANETs, we can extend the reach of 5G, reduce infrastructure costs, and provide robust 

connectivity in scenarios where traditional networks may falter. This exploration will delve into the intricacies of this 

integration and its potential to revolutionize the way we connect and communicate in the 5G era [11]. This paper 

divided into six section, first section covered introduction of MANET AND 5G. In second section existing research 

related to MANET AND 5G were discussed. Third section contain information about 5G evolution and its benefit and 

issues. Fourth section discussed about latest invention in MANET for 5G. Fifth section covers the advantages of using 

MANET for 5G. Six section contains the issues arise while using MANET for 5G.  

 

LITERATURE REVIEW 

 
They have present a systematic analysis of modifications applied to cluster-based routing protocols for Mobile Ad Hoc 

Networks (MANETs). Cluster-based routing has long been a fundamental approach for managing the dynamic and 

self-organizing nature of MANETs [1].The growing importance of leveraging advanced mobile communication 

technologies, particularly 5G [2]. To facilitate efficient communication between robots and controllers. An in-depth 

analysis of the transition from 5G to the upcoming era of beyond 5G (B5G) and outlines the key drivers behind this 

evolution, including the ever-increasing demand for faster data rates, ultra-reliable low-latency communication, and 

the proliferation of IoT and AI applications [3]. The authors recognize the monumental impact of 5G on diverse 

sectors, from telecommunications and healthcare to smart cities and the Internet of Things (IoT). This systematic 

review serves as an invaluable resource for researchers, industry professionals, and policymakers, providing a holistic 

understanding of the technological advancements and challenges within the realm of 5G[4]. The study addresses the 

critical need for efficient and resilient communication solutions during disasters, where traditional networks may be 

compromised. OCHSA, the protocol they propose, aims to optimize energy efficiency and network lifetime through 

adaptive routing and an intelligent cluster head selection mechanism. Their work highlights the significance of 

energy-efficient routing strategies in ensuring robust and long-lasting communication in disaster scenarios within the 

5G context [5]. The inherent challenges associated with the dynamic nature of MANETs, aiming to optimize the 

network's stability through a zone-based clustering approach. By incorporating interest-region based routing and 
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intelligent gateway selection, the protocol seeks to improve data delivery and network performance. This work 

underscores the significance of developing reliable and robust routing protocols for MANETs, especially in the context 

of 5G networks, where high-speed, low-latency communication is critical [6]. The research introduces an efficient and 

reliable routing method designed to adapt and optimize communication paths based on real-time network conditions. 

This approach not only promises enhanced routing performance but also showcases the potential of machine learning 

and AI-based solutions in addressing complex issues within MANETs [7].The study underscores the critical role of 

MANETs as a dynamic communication framework for IoT devices, especially in scenarios where traditional 

infrastructure-based networks may be limited. This integration aligns with the demands of IoT, which generates vast 

amounts of data that require real-time analysis and remote accessibility [8].The research critically assesses the existing 

IP mobility protocols and their compatibility with MANETs, shedding light on the challenges and opportunities in 

achieving continuous and uninterrupted communication for mobile users [9].  

 

The research underscores the importance of robust communication solutions, especially in scenarios with 

unpredictable connectivity, such as rural areas or disaster-stricken regions. By integrating the characteristics of both 

MANET and DTN, the authors aim to create a protocol that optimizes data delivery while ensuring reliable and timely 

communication [10].The authors recognize the pivotal role of 5G in shaping the future of wireless communication and 

its far-reaching impact on various sectors, from healthcare to autonomous transportation. This study serves as a 

critical reference point for understanding the complex issues and opportunities surrounding 5G, providing valuable 

insights for researchers, policymakers, and industry professionals aiming to harness the potential of 5G technology 

while navigating the challenges that come with its adoption [11].The authors recognize that the deployment of 5G 

technology brings forth an era of unprecedented connectivity and data transfer, but it also exposes networks to a 

myriad of security challenges [12].Achieving ultra-low latency is a cornerstone of 5G technology, as it unlocks the 

potential for real-time applications, such as augmented reality, autonomous vehicles, and industrial automation. By 

reviewing and analyzing a wide array of strategies and technologies, this work provides an invaluable resource for 

researchers and engineers in understanding the multifaceted landscape of low-latency solutions in the pursuit of 

unleashing the full capabilities of 5G networks [13]. Acknowledging the revolutionary potential of 5G technology in 

enabling critical applications like autonomous vehicles and industrial automation, the authors delve into the essential 

concepts of reliability, latency, and scalability in wireless networks [14]. Recognizing the inherent challenges of 

MANETs, particularly in terms of energy efficiency and performance optimization, the authors present a novel 

protocol designed to address these issues [15]. The authors recognize the pressing need for energy-efficient solutions 

to cope with the increasing demands of high-speed data transmission in 5G networks. They meticulously assess a 

wide array of techniques, strategies, and challenges related to energy-efficient communication, addressing crucial 

aspects like power management, resource allocation, and green network design [16]. Recognizing the dynamic and 

self-organizing nature of MANETs, this study investigates the significance of gateways in providing the necessary 

connectivity between MANETs and other network domains [17]. 

 
Introduction of 5g  

A new era of connectionless marked by the arrival of the fifth generation of mobile communication technology, or 5G, 

promises to fundamentally alter how we communicate, interact with technology, and influence global markets and 

society. In comparison to its forerunners, 5G represents a paradigm-shifting advance in wireless communication 

capability, providing an amazing trifecta of speed, capacity, and versatility. This introduction gives a thorough review 

of 5G, outlining its major characteristics, prospective uses, and the significant influence it is expected to have on our 

digital environment [15]. 

 

Evolution of Wireless Communication 

Every new generation of mobile networks over the past few years has significantly increased data speeds, capacity, 

and usefulness. The inevitable next step after 4G (LTE), 5G is intended to offer an exponential improvement in 

performance. It reflects the fusion of cutting-edge technologies designed to provide an unrivaled wireless 

experience[15]. 
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Key Features of 5G 

Ultra-Fast Speeds 

Download rates of up to 10 Gbps, or about 100 times faster than 4G, are anticipated for 5G. Rapid data transfer, 

seamless streaming, and support for cutting-edge applications like virtual reality and augmented reality are all made 

possible as a result. 

 

Low Latency 

5G speeds up data transfer with latency as low as 1 millisecond. This is essential for real-time games, remote surgery, 

and autonomous vehicles. 

 

Massive Connectivit:5G is perfect for the Internet of Things (IoT) since it supports a large number of devices per 

square meter. This makes it possible for connected households, smart cities, and productive industrial operations. 

 

Enhanced Network Efficiency 

To maximize network resources and cut down on energy use, 5G uses cutting-edge technology like network slicing 

and beam forming. 

 

Reliability and Availability 

5G aspires for ultra-reliable and highly available networks, making it appropriate for crucial applications like public 

safety and emergency services. 

 

Application of 5G 
Smart Cities 

5G can support programs for smart cities, enabling effective traffic control, energy conservation, and enhanced public 

services. 

 

IoT and Industry 4.0 

5G is a stimulant for the development of IoT and the automation of industries thanks to its capacity to connect billions 

of devices at once. 

 

Health care 

The low latency and great dependability of 5G make remote surgery and telemedicine possible. 

 

Autonomous Vehicles 

In order to connect in real-time with traffic infrastructure and other autonomous vehicles, 5G is essential. 

Entertainment 

5G allows immersive virtual reality, augmented reality, and streaming experiences. 

 

Challenges and Deployment 

Implementing 5G comes with challenges related to infrastructure, spectrum allocation, and security. Governments, 

telecom companies, and technology providers are working together to address these challenges and roll out 5G 

networks worldwide [16].5G represents a technological leap that will transform how we live, work, and communicate. 

Its ultra-fast speeds, low latency, massive connectivity, and reliability open the door to a wide range of innovative 

applications and services that were once only imaginable.  

 

RECENT ADVANCEMENT OF MANET FOR 5G 
There are many recent studies carried out in MANET which is use full for 5G as mention below. 
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Dynamic Network Slicing 

The idea of dynamic network slicing is one of the newest developments in the integration of MANETs with 5G. With 

the use of this technology, the network can be split up into several virtual networks with distinct properties to cater to 

the needs of various applications [4]. In order to ensure that resources are allocated effectively for a variety of use 

cases, from IoT to ultra-low latency applications, MANETs play a critical role in enabling dynamic and on-demand 

slicing. 

 

Edge Computing Integration 

In the 5G age, edge computing is becoming more and more significant since it enables data processing closer to the 

source, lowers latency, and enhances real-time decision-making. By enabling distributed processing at the network 

edge and boosting overall 5G application performance, MANETs make it easier to install edge computing nodes in the 

network [8]. 

Machine Learning and AI Optimization 

MANETs are used to enhance network performance, together with machine learning and artificial intelligence (AI). In 

order to dynamically alter routing, resource allocation, and security measures and create more effective and 

responsive 5G networks, these technologies evaluate real-time data from MANETs. 

 

Enhanced Security Mechanisms 

MANETs for 5G have recently made significant security improvements. Due to their dynamic nature, MANETs are 

naturally vulnerable to different security risks. To improve the security of MANET-enabled 5G networks, fresh 

methods including block chain-based authentication and intrusion detection systems are being incorporated. 

 

Multi-Hop Mesh Networks 

Multi-hop mesh networks within MANETs have become more common in 5G deployments in order to increase 

network coverage and dependability. These networks expand the reach of 5G and guarantee connectivity in difficult 

contexts like smart cities or disaster-affected areas [5] by enabling devices to relay data across multiple hops. 

 

Improved Quality of Service (QoS) 

In 5G, MANETs are developing to provide higher QoS for a variety of applications. Advanced Quality of Service 

methods prioritize vital traffic, ensuring low latency and little packet loss for services like phone and video 

conversations. 

 

Network Synchronization 

Network synchronization is essential for 5G applications like industrial automation and driverless vehicles. 

Synchronization protocols are being added to MANETs to enable exact timing and device coordination, enabling 

dependable and real-time communication. 

 

Cross-Technology Integration 

MANETs are being merged with other wireless technologies like Wi-Fi and satellite communication to improve 

connectivity and coverage. This enables seamless handovers across several networks, guaranteeing 5G customers 

never lose connectivity. 

 

Energy-Efficient Routing 

Energy-efficient routing algorithms are being developed to meet the energy limitations of mobile devices in MANETs. 

With these developments, batteries in 5G-connected devices in MANET scenarios should last longer. 

 

Standardization Efforts 

In recent years, standardization organizations like the 3GPP have been actively working on implementing MANET 

features into 5G standards. As a result, MANET-enhanced 5G technologies are widely used and interoperable [13]. 

The performance, security, and adaptability of 5G networks have significantly improved as a result of recent 
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developments in the use of Mobile Ad Hoc Networks (MANETs). Due to these advances, 5G networks are evolving to 

satisfy the various demands of new applications and use cases. MANETs are positioned to play a crucial role in the 

future of wireless communication as they continue to develop and seamlessly integrate with 5G technology, enabling a 

wide range of novel and disruptive applications. 

 

Advantage of using Manet for 5G 
Enhanced Coverage and Connectivity 

Extending coverage to places that are difficult to reach with conventional infrastructure is one of the main benefits of 

integrating MANETs with 5G. By enabling devices to create direct peer-to-peer connections, MANETs make sure that 

even isolated or underserved areas can take advantage of 5G connectivity. 

 

Rapid Deployment 

MANETs are very versatile and may be swiftly set up for temporary events like outdoor concerts, construction sites, 

or disaster relief activities. Due to its adaptability, 5G services can be made available on demand in a variety of 

circumstances. 

 

Reduced Infrastructure Costs 

Traditional 5G networks need large infrastructure investments, such as the installation of several base stations and 

towers. The requirement for such a large amount of infrastructure is diminished by implementing MANET 

capabilities, which saves money for network operators [1]. 

Dynamic Network Topology 

In dynamic settings where network topologies are constantly changing, MANETs perform exceptionally well. This is 

especially useful in situations like vehicular communication, where moving cars frequently change the configuration 

of the network. In such circumstances, MANETs provide seamless communication adaption. 

 

Improved Reliability 

By establishing redundant communication routes, MANETs increase the reliability of 5G networks. Devices can 

swiftly divert traffic over different channels in the event that a connection or node fails, maintaining connectivity. For 

mission-critical applications like public safety and healthcare, this is essential [9]. 

 

Low Latency 

By minimizing the number of hops that data must make before reaching its destination, MANETs can provide lower 

latency in situations where it is crucial, such as augmented reality applications or autonomous vehicles. 

 

Scalability 

MANETs are easily scalable to support an increasing number of users and devices. As more devices and IoT endpoints 

connect to the network, this scalability is essential for the growth of 5G networks. 

 

Privacy and Security 

MANETs can offer improved security and privacy capabilities. They can reduce some security vulnerabilities related 

to centralized infrastructure by using end-to-end encryption and decentralized communication. 

 

Resource Efficiency 

By dynamically distributing bandwidth and effectively routing traffic, MANETs maximize resource consumption. 

This results in increased spectrum efficiency and overall service quality for 5G consumers. 

 

Support for Diverse Use Cases 

The incorporation of MANETs into 5G offers a variety of use cases, such as temporary event networks, smart 

transportation systems, and military applications. It enables 5G to serve remote and difficult regions in addition to 
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urban areas [9]. A variety of benefits that increase the reach and potential of 5G networks are provided by the usage of 

Mobile Ad Hoc Networks (MANETs) in conjunction with 5G technology [17]. Increased versatility and adaptability of 

5G thanks to MANET integration makes it appropriate for a wider range of applications and situations. This includes 

greater coverage, quick deployment, and improved reliability. The combination of 5G and MANETs offers a 

promising path for transforming wireless communication in the 5G era. 

Challenges in Integeration of Manet for 5G 

Mobile Ad Hoc Networks (MANETs) integration into 5G networks is a difficult task that has a number of difficulties. 

Here are the top five difficulties with this integration: 

 

Security and Privacy Concerns 

Due to their decentralized and dynamic character, MANETs are naturally vulnerable to different security threats. 

These security issues become even more important when included in 5G networks. In a dynamic network context, it 

might be difficult to guarantee data confidentiality, integrity, and authentication. Concerns about user and device 

privacy also arise, especially when sensitive data is involved [10]. 

 

Scalability 

5G networks are anticipated to connect a huge variety of devices, including smart phones, IoT sensors, and more. 

Addressing scalability issues is necessary for integrating MANETs into this ecosystem. Due to the overwhelming 

number of devices, MANETs may experience congestion and blockages. 

 

Quality of Service (QoS) 

Latency, bandwidth, and dependability are just a few of the QoS needs that differ between applications and services. 

Due to the changing network conditions and dynamic network topology, managing QoS in MANET-5G integration is 

challenging. It might be difficult to maintain effective network use while ensuring that key applications receive the 

necessary QoS [3]. 

 

Routing and Network Management 

In MANETs, node mobility and topological changes have an impact on routing. The creation of effective routing 

protocols that can adjust to changing conditions is necessary for the integration of MANETs into 5G networks. 

 

Interoperability and Standardization 

Ensuring smooth communication and interoperability between MANETs and 5G networks is a major concern. 

Standardizing interfaces and protocols will make data interchange more effective. Within the integrated network, a 

lack of compatibility may cause fragmentation and inefficiency. In order to realize the potential advantages of 

integrating MANETs into 5G networks while assuring the security, scalability, and dependability necessary for a 

variety of applications and services in the contemporary wireless environment, it is imperative to address these issues. 

 

CONCLUSION 
Mobile Ad Hoc Networks (MANETs) and 5G technologies working together represent a promising and exciting new 

frontier in wireless communication. Numerous benefits of this integration include increased coverage, increased 

dependability, and support for a broad range of applications across multiple sectors. This integration's capacity to 

expand 5G coverage into difficult locations, such isolated places or disaster-affected regions, where conventional 

network infrastructure may be constrained or nonexistent, is one of its primary advantages. Ad hoc networks can be 

built using MANETs, which are self-organizing and decentralized and allow for connectivity in dynamic situations. 

Additionally, MANETs are essential for supporting 5G ecosystem applications including the Internet of Things, smart 

cities, and vehicular communication. They are ideally suited for situations where communication needs and device 

specifications change quickly thanks to their flexibility and agility. 
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Figure 1: 5G Infrastructure Layout [15] Figure 2: 5G wireless connection to devices [15] 
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JPEG images are mostly use in day to day life for conveyance. Patron can be use the number of 

cryptography techniques for defend important data. Such kind of conveyance can be done using the Steg 

anography techniques. Steg analysis is one of the best method to hide the important information using 

Steganography techniques. Steg analysis is also use to analyze and restructure the valuable information. 

The different remodelled area supported by the DCT, DWT and DFT can be classified by Steg analysis. In 

this paper we can discuss about the different method and techniques of steg anography and steg analysis 

like extraction method, feature selection method and classifier method. Base on this study we can 

conclude that feature extraction using DCT and DFT gives the better results compare to other techniques.  
 

Keywords: Steganography, Steganalysis, Cryptography, Cover-Image, Stego- Image, Classifier, DFT, 

DCT, DWT 

 

INTRODUCTION 
Steganography words is comes from the Greek words ‚stegos‛ and ‚grafia‛ means ‚covered writing‛ *1+. In the 

digital world, steganography is a security innovation that conceals secret data in a cover. [6]. Steganography and 

cryptography have many similarities. Cryptography is the act of encrypting messages to render them unintelligible. 

In other circumstances, steganography will conceal the message in digital media,  making  it  impossible  to  detect  

the message's existence in the first place. [4]. in steganography, there are two necessary elements: message and 

carrier. The message is the secret data that needs to be concealed in digital media available [5].Our study is focused 

on examining various methods of steganography. Fig 1.1 show the demonstrates of various formats that can 

be utilized in steganography. 
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Text Steganography 

Altering the text format or changing the characteristics of specific textual elements (such as characters) can lead to 

text steganography. The aim of this method is to create modifications that can be easily decoded, even  if  there  is  

noise, but they are still largely indistinguishable to the reader. The reader's understanding of Text Steganography  

remains largely unclear [5]. The following methods are utilized in text Steganography. 

1. Line-Shift Coding 

2. Word-Shift Coding. 

3. Feature Coding. 

 

IMAGE STEGANOGRAPHY  

Steganography involves hiding data in public digital mediums to communicate through secret channels. Posting  an 

 image with a secret message on the web or in newsgroups is the only way to get the message. Steganography's  use 

 in the right way still appears to be limited. Different types of image files often benefit from the  use of these 

 techniques with varying degrees of success. 

1. Least Significant Bits 

2. Masking and filtering 

3. Transformations 

There are so many type of Steganography methods are applied on digital images. Like Battle stag, DBS, DFF, Hide 

Seek, Blind hide, LSB based stego image, F5, Steg Hide, etc< 

 

Battle stag 

Ships are treated with the highest filter values in the Battleship Steganography method [2] [7] [25] [27]. In this 

method randomly "shoots‛ in any image, and when it finds a "ship" the groups of its shots around the hit, hoping to 

"sink" the "ship". Then moves to look for other ships. This is a secure method because it requires a password to 

retrieve the message [10]. 

 

DBS and DFF 

Dynamic battle stag and Dynamic filter first steganography method [2], [7], [24], [25], [26], [27], do the same thing as 

Battle Steg and filter first. These two algorithms are based on dynamic programming to speed up the hiding process 

and reduce memory usage. They are not compatible with the original algorithms because the sequence of pixels held 

in dynamic array is different. 

 

Hide Seek 

This method uses a random seed to randomly generate a password. The password is then used to select the first 

position in the image to hide the secret message. Then, it randomly generates positions until it successfully hides the 

secret message. This method is more intelligent than other stegano graphy methods. This method randomly 

distributes the secret message all over the image [2][7][24][25][26][27]. 

 

Blind hide 

This method is the most basic in stegano graphy [2][7][25][26][27]. This method hides the message into the image 

blindly from the top-left corner of the image. It works across the image, like down, and then scan lines pixel-by-pixel. 

This method alters the LSB of pixel colours to match the message. 

 

LSB 

Least significant bits (LSB) is a straightforward method for embedding information in cover images [2], [7], [24], [25], 

[26] The most basic steganography methods embed the bits of a message directly into the least significant bits plane 

of a cover image in deterministic order [4]. The least significant bit modulation does not cause a human-visible 

difference because the change is very small. In order to hide a secret message in an image, you need a good cover 

image. Since this method uses bits per pixel of an image, you must use lossless compression. Otherwise, the hid-den 

data will disappear in the transformations of lossy compression algorithms [5]. For example, if you have a 24-bit RGB 
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colour image, you can use a bit per pixel of each of the RGB (red, green and blue) colour components. This adds up 

to 3 bits per pixel [10]. 

 

F5 

F5 is an update to F4 and deletes all the vulnerabilities of its predecessor. The basic embedding process remains the 

same, but F5 increases security and efficiency significantly compared to F4 and other algorithms described 

previously. F5 embeds the message bits in non-zero ac co-efficient, and uses matrix encoding to minimize the 

changes in the quantized ac coefficients during the embedding process. Matrix encoding is at the core of F5 

algorithm [2] [3] F5 algorithm is based on message length and non-zero ac coefficient. For example, if shrinkage 

happens, then the number of 0 AC Coefficient increases and the remaining nonzero Coefficient decrease with 

embedding. The changes in DCT Coefficient histogram may be used to detect hidden message. 

 

Steg Hide 

This Steganography tool hides bits from a data file in the least important bits of the cover file. The data file is hidden 

and can't be seen. It's portable and hides data in files like.bmp, .wav, and .au. It also uses blowfish encryption to 

encrypt the data, MD5 hashing to pass the passphrase to the blowfish key, and the container data is distributed in a 

pseudo-random way. 

 

AUDIO STEGANOGRAPHY 

Audio steganography is the process of embedding a secret message into a digital audio signal, resulting in a slight 

alteration of the binary order of the associated audio file. There are a variety of techniques available for this purpose. 

This article will provide a brief overview of some of them. 

1. LSB Coding  

2. Phase Coding 

3. Spread Spectrum  

4. Echo Hiding 

 

IMAGE STEGANALYSIS 

Steganography is the art of hiding information within an image using a technology called steganalysis. It's the art of 

attacking Steganography strategies by either detecting or changing or extracting information from embedded 

knowledge. It's also known as blind Steganalysis because it doesn't look at the previous data of the method used to 

hide the info. The image where the secret info is hidden is called a steganography image. The main goal of blind 

image steganalysis is to detect hidden embedded data without knowing anything about the hidden algorithm.  

 

Steganalysis Methods 

Steganalysis methods are classified according to the manner in which the hidden message is detected, as follows [3]: 

1. Statistical steganalysis 

a. Spatial domain. 

b. Transform domain. 

2. Feature based steganalysis. 

 

Type of Steganalysis 

The Steganography algorithm (SA) can be used by the Steganalysis algorithm, but it can also be used independently. 

Steganalysis is divided into the following categories: 

1. Specific / Target steganalysis. 

2. Generic / Blind / Universal steganalysis. 

 

Specific steganalysis 

The Statistical Analysis (SA) is a widely-recognized standard, and the design of a Steganalysis (Steganalysis) 

algorithm is based on it. The Steganalysis algorithm itself is contingent upon the SA. Steganalysis is a method of 
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analysis that involves examining the statistical characteristics of an image after it has been embedded. This method 

has the advantage of being highly precise, while the disadvantage is that it is highly limited to certain embedding 

algorithms and image formats. 

 

Blind / Universal steganalysis 

Universal steganalysis isn't known to everyone, so anyone can make a detector to find out if there's a secret message 

that doesn't depend on the standard analyser. When compared to specific steganalysing, universal is more common 

and less efficient, but it's still used more than specific because it's independent of the standard analyser itself. This 

research is focused on creating a universal steganalysing system, which includes two stages: 

1. Feature Extraction. 

2. Classification 

 

LITERATURE REVIEW 
 

In Optimization of Rich model based on Fisher criterion for image steganalysis [1] the author suggests a way to 

improve the features of wealthy model options that supersedes the better Fisher criterion. He supported the idea that 

the difference between the within-class and the between-class variances should be bigger. In the experimental 

analysis, the rich model SRM might not be able to find typical stylish steganography like Victor-Marie hugo. 

 

In ANOVA and Fisher Criterion based Feature Selection for Lower Dimensional Universal Image Steganalysis [2] 

The author outlines a method for constructing a re-drafted dimensional unified feature set in order to implement a 

universal steganography victimisation Fisher criterion and multivariate analysis methods. The proposed algorithmic 

rule achieves a total of ninety-seven detection accuracies against a variety of steganography strategies. 

 

In FS-SDS: Feature Selection for JPEG Steganalysis using Stochastic Diffusion Search [3]In Ste-ganalysis, the 

author describes the proposed work for a feature choice algorithm (FS) that is unique to Ste-ganalysis. For example, 

FS-SDS might be a feature choice algorithm for a wrapper-type that selects random Diffusion Search based on 

reduced feature set mishandling. 

 

In Steganalysis of LSB matching using differences between non-adjacent pixels [4] the author describes models 

for the messages encoded by SPV (spatial least vital bit) as independent noises to match the duvet image and 

explains that the bar graph of the differences between the element grey values is smoothed. 

 

In Steganalysis of least significant bit matching using multi-order differences [5].This article talks about a way to 

attack steganography by looking at grayscale pictures of partial domains and matching them with steganography 

using a learning-based technique. 

 

In Steganalysis of Adaptive JPEG Steganography Using 2D Gabor Filters [6] the author describes two-dimensional 

Gabor filters that exhibit optimal joint localization properties in both the spatial domain and the spatial frequency 

domain. The experimental data demonstrate that the detection error of EOOB is indicated for quality factors seventy-

five and ninety-five. 

 

In Performance Analysis of Image Steganalysis against Message Size, Message Type and Classification Methods 

[7]this paper provides a comparison of the performance of a DWT feature-based, predominantly steganalysis 

algorithm against various current steganography methods and varying rates of message embedding. Additionally, it 

compares the performance of individual-uniform algorithms against completely different classification-tion methods. 

 

In Steganalysis of content-adaptive JPEG steganography based on Gauss partial derivative filter bank [8]the 

author outlines techniques to enhance the detection efficiency for content-based JPEG steganography. The intended 
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method produces filtered images containing rich textures and edge data victimisation Gaussian partial filter bank, as 

well as histograms of absolute values for filtered sub-pictures. 

 

In Performance Evaluation of Feature-based Steganalysis in Steganography [9] The goal of this paper is to evaluate 

the performance of Feature based Steganalysis strategies to detect steganography tools that area units used for 

activity a hidden message in still images. The feature extraction performed during this paper was in the spatial 

domain and directly in the transformation domain of DCI in JPEG files which helps to obtain relevantly applied 

mathematical information. 

 

In Compact Image Steganalysis for LSB-Matching Steganography [10]. The author suggests a new way to do 

steganalysis on images, called Compact Image Steganalysis, which involves extracting a feature vector made up of 

only 12 parts from an image. Practically, they've been able to achieve 99.6% sensitivity for steganalyzers on dataset 

images with a size of 0.25 bpp, using just two analysis dimensions. 

 
SUMMARY OF WORK 

 
Image steganalysis also relies on binary similarity measures. The idea is that the relationship between lower bits can 

be affected if we tend to put something in the wrong place. We got 18 different binary measures for each image to 

make it look 18-D. We then used them to train the classifier and improve the performance against lots of different 

steganography techniques. We also used them in the DCT domain to make sure the steganography was successful. 

CF Moments area units are sensitive to different knowledge hiding layers and can give us a warning if there's a 

hidden message. Stego images can be victimised by a bunch of different tools such as VSL, digital invisible ink 

toolkit, open stego tool, and 1-2 free steganography tool. 

 

 

CONCLUSION 
 

Blind image stegansalysis has a big advantage over specific steganalysis because it doesn't need to know anything 

about how to hide data. It works with any kind of image and file. The way you extract features and classify them is 

really important. You need to figure out the minimum number of features that will give you an accurate 

classification result. There are lots of different classifiers used in steganalysis, like SVM, bayesian, artificial neural 

net-work, fisher linear individual, linear discriminant analysis, and more. The techniques you use in steganalysis will 

help you get a better result by reducing the number of options, and it may also offer better accuracy because of the 

small sample size. 
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Fig.1. Types of Steganography [1] Fig. 2. Framework of Training and Testing Process 

of Learning based Steganalysis 
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The COVID-19 pandemic disrupted education systems worldwide, ushering in a new era of uncertainty 

and adaptation. "Navigating the Educational Landscape: Understanding the Post-COVID-19 Effects on 

Education" explores the multifaceted impact of the pandemic on education, focusing on the challenges 

faced by students, educators, and educational institutions. This research paper investigates the 

repercussions of the abrupt shift to remote learning, the widening digital divide, the mental health and 

well-being of students, the academic performance setbacks, and the exacerbation of educational 

inequities. Additionally, the paper examines mitigation strategies and interventions employed to address 

the challenges posed by the pandemic, encompassing educational policies, technology integration, 

mental health support, and efforts to close learning gaps. Looking ahead, the research paper outlines 

future directions for education in the post-COVID-19 era, including the long-term effects and 

implications, innovations in education, and policy recommendations. By delving into the complexities of 

this unprecedented educational disruption, this paper aims to contribute to informed decision-making 

and strategies that can help shape a more resilient and equitable educational landscape in the aftermath 

of the pandemic. 

 

Keywords: COVID-19, pandemic, navigating. 

 

INTRODUCTION 

 

The COVID-19 pandemic wrought unprecedented disruption across all sectors of society, none more profoundly 

affected than education. This research paper, "Navigating the Educational Landscape: Understanding the Post-

COVID-19 Effects on Education," delves into the multifaceted repercussions of the pandemic on educational systems 

globally. The sudden shift to remote learning exacerbated inequalities and challenges to student well-being and 
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brought new complexities to education. In this post-pandemic era, examining the lessons learned, the strategies 

employed, and the lingering effects is essential. This paper aims to provide a comprehensive understanding of the 

transformed educational landscape and offer insights to shape a more resilient and equitable future for education.  

 
Background and Context 

The emergence of the COVID-19 pandemic in 2019 triggered an unparalleled global crisis, profoundly impacting 

education. Mandatory lockdowns and social distancing measures prompted an abrupt transition to remote learning, 

exposing digital disparities and educational inequities. Vulnerable populations, including students with disabilities 

and those from marginalized communities, faced heightened challenges. As the pandemic persists, the need to 

understand its far-reaching effects on education becomes increasingly critical. This paper explores the complexities 

of the post-COVID-19 educational landscape, delving into the challenges faced by educational institutions, students, 

and educators. Through empirical analysis and literature review, it seeks to inform strategies for enhancing 

educational resilience and equity in the future. 

 

Purpose of the Study 

This research endeavors to comprehensively examine the post-COVID-19 educational landscape, elucidating the 

multifaceted impact of the pandemic on education. By analyzing the challenges encountered during the transition to 

remote learning, the exacerbation of educational inequalities, and the lessons learned from successful adaptations, 

the study aims to provide a nuanced understanding of the enduring consequences of the pandemic. The ultimate 

purpose is to inform policymakers, educators, and stakeholders in education about effective strategies and 

interventions that enhance educational resilience and promote equity. Through this research, we aspire to contribute 

to the development of a more resilient and equitable educational system in a post-pandemic world. 

 

LITERATURE  REVIEW 
 

The COVID-19 pandemic, a global crisis of unprecedented scale, triggered a seismic shift in the field of education. 

This literature review provides a comprehensive examination of the impact of the pandemic on education, 

highlighting key themes, challenges, and lessons learned. 

 

Disruption of Traditional Education 

The pandemic led to the sudden closure of educational institutions worldwide, necessitating an urgent transition to 

remote learning (Dhawan, 2020). This shift disrupted traditional teaching and learning models, compelling educators 

and students to adapt to digital platforms. 

 

Challenges in Remote Learning 

Remote learning posed numerous challenges. A prominent problem that emerged was the disparity in digital 

resources, as students faced challenges in obtaining essential technology and dependable internet connections. (Chen 

et al., 2020). Educators, unprepared for online teaching, faced challenges in delivering effective instruction (Hodges 

et al., 2020). Student engagement and motivation waned in the remote environment (Son et al., 2021). 

 

Mental Health Impact 

The pandemic had significant implications for the mental health and well-being of students. Prolonged isolation and 

uncertainty led to increased stress, anxiety, and depression (Loades et al., 2020). The loss of vital support systems in 

schools exacerbated these issues (Huremović, 2019). 

 

Academic Performance and Learning Loss 

Academic performance suffered as students grappled with the challenges of remote learning. Learning loss, 

particularly in subjects requiring hands-on experiences, became a concern (Kuhfeld et al., 2020). Early indications 

suggest that the pandemic's impact on academic achievement may be enduring (Engzell et al., 2020). 
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Exacerbation of Inequalities 

One of the most significant revelations was the exacerbation of educational inequalities The existence of a digital 

divide became apparent, as students from underprivileged backgrounds encountered hindrances in accessing online 

education (Bannister & Agboola, 2020). Moreover, students with disabilities and those learning English faced 

supplementary challenges (Barton et al., 2020).In conclusion, the COVID-19 pandemic disrupted education on a 

global scale, exposing and exacerbating challenges related to technology access, teacher preparedness, student 

engagement, mental health, and educational inequality. This literature review sets the stage for a comprehensive 

examination of the post-COVID-19 educational landscape, with a focus on understanding and addressing these 

challenges. 

 

Remote Learning and its Challenges 

Remote learning, necessitated by the COVID-19 pandemic, presented both opportunities and challenges to the field 

of education. While it offered continuity during times of crisis, it also unveiled a host of complexities that affected 

students, educators, and educational institutions. A prominent challenge was the stark digital divide, as many 

students lacked access to essential technology devices and reliable internet connectivity. This glaring disparity 

hindered equitable participation in online learning and deepened educational inequalities. Additionally, limited 

digital literacy skills among students, particularly in underserved communities, created hurdles in navigating online 

platforms effectively. Educators faced a steep learning curve in adapting their teaching methods to the digital 

environment, often without adequate training. This influenced the quality of online instruction, impacting student 

engagement and learning outcomes. Moreover, the isolation of remote learning environments sometimes leads to 

decreased student engagement and motivation, affecting academic performance. The global health crisis similarly 

brought about substantial consequences for the mental well-being of students, resulting in heightened levels of 

stress, anxiety, and depression as a result of extended periods of social isolation. To address these multifaceted 

challenges, strategies for bridging the digital divide, promoting digital literacy, enhancing teacher preparedness, 

improving student engagement, and providing mental health support are essential in the era of remote education. 

 

Mental Health and Well-being of Students 

The mental health and well-being of students were significantly affected by the profound impact of the COVID-19 

pandemic.. Prolonged periods of isolation, disrupted routines, and the uncertainty surrounding the pandemic 

contributed to increased levels of stress, anxiety, and depression among students (Loades et al., 2020)[14]. The 

closure of schools, which often served as vital support systems for students with emotional and behavioral needs, 

exacerbated these challenges (Huremović, 2019). Addressing students' mental health became a critical concern, 

highlighting the importance of integrating mental health support and resources into educational settings to ensure 

the overall well-being of students during times of crisis and beyond. 

 

Academic Performance and Learning Loss 

The COVID-19 pandemic disrupted academic performance and exacerbated learning loss among students. The 

sudden shift to remote learning posed challenges, particularly in subjects requiring hands-on or experiential 

learning. Many students struggle to adapt to the digital environment, resulting in decreased engagement and 

potentially long-lasting academic consequences (Kuhfeld et al., 2020)[14]. Early evidence suggested that the 

pandemic's impact on academic achievement might persist, highlighting the need for targeted interventions to 

mitigate learning loss. As educational institutions transition to post-pandemic education, addressing these academic 

challenges and implementing strategies for recovery remain essential to ensuring educational equity and student 

success [13]. 

 

International student mobility 

The COVID-19 pandemic presented unprecedented challenges for international student mobility. Measures such as 

travel restrictions, visa processing delays, and health-related concerns disrupted the normal flow of students moving 

across borders. In response, educational institutions adjusted by transitioning to remote learning, which had an 

impact on the traditional study abroad experience. Many students postponed or canceled their plans due to the 
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prevailing uncertainty. The pandemic emphasized the significance of digital education and hybrid learning models 

while also exposing the international education sector's susceptibility to global crises. However, it stimulated 

innovations in online learning and showcased the resilience of both international students and educational 

institutions. As the world begins to recover, there is potential for a renewed interest in global education, although it's 

crucial to acknowledge that the landscape has undergone lasting changes [13]. 

 

Educational Expenditure as a Percentage of Total Government Spending 

In 2017, OECD nations, on average, dedicated around 11% of their total government spending to primary through 

tertiary education. However, this proportion varied among different OECD and their partner countries, ranging 

from approximately 7% in Greece to about 17% in Chile (as depicted in Figure 1)[13]. It's important to acknowledge 

that government allocations for education are often subject to changes in response to external shocks, as 

governments adapt their investment priorities. The economic repercussions caused by the virus's spread may 

potentially affect the accessibility of public funds for education in both OECD nations and their other partner 

countries.. This effect may arise from reduced tax revenue and the redirection of emergency funds to support rising 

healthcare and welfare expenses. 

 

Global School Closures 

Amid COVID-19 pandemic, China initiated the closure of schools in February 2020, starting in regions with earlier 

spring semesters and eventually expanding nationwide. This pattern was mirrored in numerous countries 

worldwide. By March, all 46 countries featured in the Education at a Glance report had imposed various degrees of 

school closures. Among these, 41 nations had instituted nationwide school closures, while countries like Australia, 

Iceland, Russia, Sweden, and the United States did soon a sub national level. It's crucial to note that not all countries 

that were affected closed down all of their schools. For instance, Iceland kept primary schools open with small class 

sizes, and Sweden shifted upper secondary education to main distance learning in mid-March (UNESCO, 2020) 

[13][1]. 

 

Success Stories and Lessons Learned 

The COVID-19 pandemic, several educational success stories emerged globally. Many schools swiftly transitioned to 

online learning, offering students access to quality education from the safety of their homes. Innovative pedagogical 

approaches, such as flipped classrooms and project-based learning, engaged students in remote settings. Community 

involvement and parental support played a crucial role in students' educational experiences, fostering a sense of 

shared responsibility. Furthermore, initiatives prioritizing students' mental health and well-being helped mitigate 

the psychological impacts of the crisis. These success stories underscored essential lessons for the future. Flexibility 

and adaptability within educational systems are critical, enabling rapid responses to unforeseen challenges. The 

pandemic highlighted the need for equitable technology access and digital literacy for both educators and students. 

Ongoing teacher professional development ensures effective online instruction. Resilience and innovation should be 

embraced in curriculum design and delivery. Inclusive education is paramount, particularly for marginalized 

communities and students with disabilities. Governments play a crucial role in providing timely support and 

resources during crises. Lastly, preparing education systems for future emergencies is imperative, emphasizing the 

importance of readiness and proactive planning. These lessons inform strategies for enhancing educational resilience 

and equity in a post-pandemic world. 

 

CONCLUSION 

 
The effects of COVID-19 on education have been diverse, causing disruptions to conventional teaching and learning 

methods and exposing long-standing disparities. As educational institutions grappled with the complexities of 

remote learning, they encountered issues concerning technology accessibility, teacher readiness, student welfare, 

academic achievement, and educational disparities. This review of existing literature establishes the foundation for a 
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thorough exploration of the educational landscape in the aftermath of COVID-19, with an emphasis on 

comprehending and tackling these issue. 
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Attendance of the Students is important task in classroom. But student’s attendance system is manual at 

many places. It is time consuming and also requires additional efforts to computerize after manual 

attendance. Instead of that if we have automated attendance system as face can be unique identification 

of the person. Such system can help to save time as multiple face recognition can be used for taking 

attendance of multiple people at a time and decisions can be taken for student using attendance in class.  

This type of system can be useful at other places like industry, airport, criminal detection, face tracking, 

forensic, etc. To understand the working of multiple face recognition in educational institute some 

literatures are studied which elaborated in this paper. 
 

Keywords: Face recognition; Multiple Face recognition; Attendance, Student, Classroom 

 

OBJECTIVE 

 
1. This research work offers an expert knowledge about various machine learning techniques to identify multiple 

faces of students from the given dataset. 

2. To study the different feature classification techniques  

3. To design new architecture for multiple face recognition system.   

4. To prepare and train the face image database based on various features of face images 

5. If student’s face is detected correctly then mark the attendance or in case of unidentified face some warnings are 

given to the user. 

 

ABSTRACT 
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REVIEW OF LITERATURE 

 
Authors in [1] observed many organizations, companies and institutions are using RFID methods, Biometric 

Fingerprint method and Registers for periodic attendance of their employees. These methods generally require more 

time for calculation. Researchers used modified algorithm of Haar’s Cascades proposed by Viola-Jones for face 

detection and reported success rate of 94%. They used LBPH algorithm and got accuracy variations in the results, as 

the number of images were changed. e.g for 30 images accuracy was 26% and for 300 images accuracy was 75%. So 

face recognition method is time saving for attendance.[1] By analyzing the Receiver Operating Characteristics (ROC) 

curve, the authors of [2] conducted research to determine which facial recognition algorithm—Eigen face and Fisher 

face—was the best. The algorithm was then integrated into the attendance system. The ROC curve demonstrated that 

Eigen face outperformed Fisher face in the trials reported in this research. The accuracy rate of the system that used 

the Eigen face algorithm was between 70% and 90%. In [3], authors used Discrete Wavelet Transforms (DWT) and 

Discrete Cosine Transform (DCT) to develop a face recognition approach for a student attendance system in the 

classroom. These techniques were utilized to extract the characteristics from the students' faces, and then the Radial 

Basis Function (RBF) was applied to classify the objects on the faces. Out of 148 students, 121 students were able to 

correctly identify 121 facial photos, yielding an overall identification percentage of 82%.  

 

The system was able to identify 70% of the student's face when it was practically presented in real time by the 

authors in [7], despite the fact that the student's face wasn't aligned with the camera. This technology recognized a 

student's face even at an alignment angle of up to 60 degrees. They utilized the MSE facial recognition algorithm and 

the Viola & Jones face detection method to improve the project's outcome. In [9], authors concluded Face  detection  

and  recognition  has  been  a  challenging  task due  to  unconstrained  condition.  They used Viola   Jones   face 

detection  method; Local  Binary  Pattern  algorithm  for  face  recognition and  Yale  database  techniques  were used 

and got overall efficiency of 83.2% The authors of [14] suggested an Android-based face recognition system for 

course attendance. Each registered student should use their smart phone to take a picture of their face and scan the 

QR code that is shown at the front of the classroom. After being taken, the image was transferred to the server so that 

attendance tracking and face recognition could begin. A classifier was limited to use face recognition in a certain 

course in order to achieve good face recognition accuracy and economical processing time.  

 

The experimental result demonstrates that by using LDA, the suggested attendance system was able to achieve 

97.29% face recognition performance and only required 0.000096 s for the face recognition procedure in the server. 

The authors of [15] presented a face recognition model that uses SVM and Face Net for face embedding feature 

extraction and classification, respectively. Transfer learning was utilized as a concept to shorten training times and 

boost recognition rates. 5-point landmarks on face frames were extracted using the Multi-Task Cascaded 

Convolution Neural Network (MTCNN) model. The extracted face frame was then transferred to Face Net for 

embedding extraction, and Support Vector Machine (SVM) classification was performed. While the 5 Celebrity Face 

dataset was used for system training and validation, the LFW-dataset was utilized to pre-train the Face Net model. 

Real-time face detection and recognition is surpassed by MTCNN with SVM. 99.85% real-time recognition accuracy 

is the lowest accuracy attained in the suggested system. During a live stream, the model was put into use and trained 

on fresh data in order to test face recognition. In order to achieve this, we began recording a live video stream and 

incorporated the suggested model into it using the open CV Python library. A face recognition system operating on a 

real-time stream of visual data was the end result. The faces could be accurately recognized by the system. The 

number of people in the picture, the system's processing power, the presence or absence of light sources, the 

direction in which a face points toward the camera, and other factors all affect accuracy of a live stream face 

recognition systems. However, the model can produce results with an average accuracy of 91% when used by one 

person. With astounding results, the author in [17] used a Face Net model based on the MobilenetV2 backbone with 

the subsection SSD to identify faces using depth-separated convolutional networks in order to minimize the model 

size and computational volume. The suggested model was tested and assessed by the author using MCTT backbone 

and various Rectinal models as comparison points. SSD along with MobileNetV2 backbone has guaranteed accuracy 
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of approximately 99% in simulated experiments and 91-95% in real-world applications using the same dataset as 

wider face. When the frame rate is between 20 and 23 (FPS), the process speed is effectively increased. The updated 

Face Net model is faster and more efficient for small datasets and less resources in the training model than the 

previous state-of-the-art models, which need larger datasets for processing and training. 

 

 The author of [18] looked up 30 articles about CNN and the LBPH algorithm. They came to the conclusion that there 

are numerous ways to communicate the benefits and drawbacks of the two algorithms, and that CNN is a superior 

algorithm for use in class attendance. The CNN algorithm's facial recognition is a more reliable option for 

implementing in-class attendance because of its high accuracy and stability in the presence of external influences. 

The primary challenge with the CNN algorithm is that, in contrast to LBPH, a large number of datasets are needed; 

therefore, an effective method of gathering datasets is required. Model performance is still influenced by outside 

variables like background, lighting, and face position. ANN, PCA, and Haar Cascade are combined in the authors' 

suggested approach in [19], which produced an image identification rate of 98.88%.  Thus, when compared to other 

techniques like PCA with ANN, DNN, etc., the proposed approach is more accurate at identifying a person in an 

image. Given the variety of situations that people encounter on a daily basis, this system is extremely challenging to 

implement. As the first stage in developing an automatic face recognition system is face detection, which is 

challenging because of the range of image appearances that can occur, such as changes in lighting, occlusions, pose 

variations, expression changes, and aging, variation in number of images while training, selection of best algorithm, 

etc .The aforementioned analysis makes it quite evident that face recognition software can be used to recognize or 

authenticate people by looking at their faces. It is among the more effective biometric techniques available today. 

These kinds of biometric systems are crucial since security is becoming more and more crucial every day.  
 

Proposed Model 
The following is the Proposed Architecture for ‚Multiple Face Recognition based Automated Attendance System 

using Machine Learning Technique‛. 

This system can have two parts 

1. Training Module: The system is designed to store the faces and their facial features of the persons using below 

steps 

 Face Images of Single Person: To record attendance, each person's picture will be taken with a digital camera, and 

it will be saved in a designated folder on the server or data storage devices along with their names. We can obtain 

accurate results by using a larger number of images of a specific individual. 

 Face Area Detection: To extract face regions from the input image, the image is processed. 

 Features Extraction and Training: Facial land features like nose, eyes and lips will be extracted for the person’s 

face recognition. 

2. Database Creation: The individual photos that were captured with the digital cameras will be placed in a folder 

and given a name. To achieve the best results for face recognition, the same procedure should be followed until 

all of the individual's data is stored. 

3. Attendance Marking using Face Recognition Module:  

 Person Image: image containing multiple person face will be taken as an input to the system. 

 Multi Face Detection: Every single person's face will be recognized if two or more people are seen in a specific 

frame. 

 Cropping and Face Rejection: Person’s image will be cropped and if image is not clear than it will be rejected 

otherwise next step will be done. 

 Preprocessing and Feature Extraction: From input image features will be extracted and will be cross checked with 

existing data for a person. 

 Classification of Faces: If the features are matches with existing data in database then person’s attendance will be 

marked otherwise absent will be marked. Whole class attendance report will be created automatically for a 

particular day or lecture using this data. For unidentified face some warning message will be created. 

 

Harshidaben R Patel et al., 

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69024 

 

   

 

 

CONCLUSION 
 
Reviewing literature we can conclude that there are many challenges in multiple face recognition based automated 

attendance system. Further study can be done to overcome these challenges in multiple face recognition system in 

efficient way. Multiple face recognition system is faster as compared to one-to one face recognition. To get the 

efficient result for the system we can use various combinations of machine learning algorithms. The System can be 

enhanced in future to combine with other areas like Bank, Healthcare, Security, Marketing, Social Media, and Access 

Control etc. 
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Fig. 1. Multiple face recognition based automated attendance system machine learning 
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The degradation of Crystal Violet dye, a common pollutant, presents a significant environmental 

challenge due to its persistence in water bodies. To address this issue, the utilization of magnetically 

separable catalysts has emerged as a promising solution. In this study, we present a novel approach for 

the degradation of Crystal Violet (CV) dye using a magnetically separable CoFe₂O4/Eggshell nano 

composite and H2O2. The CoFe2O4/Eggshell nano composite was synthesized and characterized using 

various techniques like FT-IR, SEM, EDS and XRD to confirm its structural and compositional properties. 

The catalytic potential of the nano composite in combination with hydrogen peroxide was studied for 

efficient removal and degradation of CV dye from water. The catalyst presents the advantage of easy 

recovery through the application of an external magnet and can be effectively reused up to 6 cycles in 

dye removal processes. This novel combination of magnetically separable nano composite and hydrogen 

peroxide holds promise for catalytic applications in CV dye degradation processes. 
 

Keywords: CoFe2O4/Egg shell nano composite, magnetically separable, Crystal violet dye degradation. 

 

INTRODUCTION 

 
The use of synthetic dyes has revolutionized industries, playing a pivotal role in the enhancement of products and 

processes. Synthetic dyes have found applications across a spectrum of sectors including textiles, cosmetics, plastics, 

and electronics. However, the unregulated release of wastewater from these industries has created significant 

environmental issues. Many synthetic dyes have proven to be persistent pollutants, resisting traditional water 

treatment methods. Consequently, untreated effluents from dye industries are often introduced into natural water 

sources, posing serious risks to both ecosystems and public health. The persistence of these dyes disturbs aquatic 

environments, hindering sunlight penetration and oxygen exchange. This leads to adverse effects on aquatic life and 
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overall water quality[1]-[3]. Among the various dyes, Triphenyl methane dyes have been extensively used for 

various purposes like agent in coloring leathers, fertilizers, sensitizers in solar cells, Gram’s staining, detergents, 

bacterio static agents, etc.. However, one of such extensively used TPM dye - Crystal violet (CV) has ability to 

interact with negatively charged cell membrane surfaces leading to easy entry into cells and subsequent disruption 

of the essential cell functions in living beings. This necessitates proper treatment of wastewater containing CV dye 

before disposal. Thus, from an environmental perspective, urgent action is required to develop effective and 

sustainable strategies for addressing water pollution due to CV dye [4]. Several methods have been explored for 

effective CV dye removal, encompassing chemical oxidation and reduction, adsorption, physical precipitation and 

flocculation, photolysis, electrochemical processes, and biodegradation Among all these methods use of hydrogen 

peroxide combined with many catalytic and photo catalytic pathways has been greatly explored for the degradation 

or decolorization of CV dye. Iron oxide coated granular activated carbon has been used for the degradation of CV 

dye in combination with hydrogen peroxide.[5] Photo catalytic processes using catalysts like TiO2[6], Ag+ doped 

TiO2[7], BiOxCly / BiOm Incomposite [8], Cobalt oxide nanoparticles [9], ZnO and ZnO/Graphene Oxide 

composite[10], Bi2WO6[11], Graphene-Ce-TiO2 and Graphene-Fe-TiO2 ternary nano composite[12], Nanochitosan/ 

carboxy methyl cellulose /TiO2 bio composite[13] have been developed.  

 

Among the array of strategies available, use of magnetic nanocomposites for degradation of diverse synthetic dyes 

stands out as a promising and viable alternative. These innovative materials exhibit potential for remediating 

synthetic dye pollutants as either photocatalysts in conjunction with tailored UV or Visible radiations, or in 

combination with oxidizing reagents . Magnetic materials  such as MnFe2O4[14], Calcium Ferrite[15], Bismuth 

Ferrite[16]etc have been used to catalyze degradation reactions of various dyes due to their good photocatalytic 

activity, stability and narrow band gap. Advanced oxidation processes involve Fenton and Photo Fenton catalysis 

which is one of the important methods explored for the degradation of dyes.  While several methods have been 

developed for the remediation of Crystal Violet dye, many of these approaches suffer from drawbacks, such as 

limited efficiency, high cost, environmental concerns, and challenges in catalyst recovery. The quest for innovative 

and more effective remediation strategies remains at the forefront of contemporary research endeavors. Our research 

aims to address these existing challenges and provide a sustainable, cost-effective, and highly efficient remediation 

approach. In this context, we have developed a catalytic system: CoFe2O4 /Eggshell in combination with H2O2, as a 

powerful and efficient system for the degradation of Crystal Violet dye. The raw eggshell, considered as a natural 

waste material and calcinated eggshell is well known for its adsorbent properties. In our continuous efforts to 

develop green strategies, eggshell – a readily available natural waste material has been incorporated into catalytic 

system to promote sustainable and environmentally responsible solutions. 

 

Experimental Work 

Catalyst Preparation and Characterization 

Ferric chloride, cobalt chloride CoCl2.7H₂O, sodium hydroxide, Crystal Violet(CV) dye were purchased from 

Molychem and used directly without further purification. Waste eggshells were collected from households.  

Preparation of calcined eggshell powder 

Waste eggshells were collected from home and washed with water to remove surface impurities. Then the eggshells 

were heated in a deionized water to remove the membrane with ease. After this treatment eggshells were dried and 

crushed into fine powder and sieved through muslin cloth. This eggshell powder was then calcined at 900 in a 

muffle furnace. 

 

Preparation of cobalt ferrite Nanoparticles 

Cobalt ferrite nanoparticles were prepared by previously reported co precipitation method [17]at room temperature. 

The stoichiometric amount of solution of FeCl3 and CoCl2.6H2O were prepared and mixed in a beaker and 4M NaOH 

solution added drop wise in the above solution. With the addition of each drop of 4N NaOH black precipitate was 

observed. Addition was continued till pH become 9 and then the precipitate was filtered using Buckner funnel, 

washed with demineralized water to wash off the all the excess NaOH. The precipitate was then dried in a oven at 
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80⁰C for 4 hours and then crushed in a mortar and pestle. Finally, the obtained black powder was calcined at 900⁰C to 

get cobalt ferrite nanoparticles. 

 

Preparation of eggshell based cobalt ferrite composite  

As synthesized cobalt ferrite nano particles were dispersed in 10 mL distilled water and ultra sonicated for 15 min. 

Then calcined eggshell powder was added into the dispersed cobalt ferrite nanoparticles solution and heated at 80⁰C 

with constant stirring till all water evaporated and finally crushed into mortar to get eggshell based cobalt ferrite 

composite. The resultant CoFe2O4/Eggshell nano composite was characterized by XRD, FT-IR, and SEM-EDX. The 

phase purity of the product was performed by X-ray powder diffraction pattern using X-Ray Diffracto meter (Ultima 

IV, Rigaku Corporation, Japan) with X-ray Source Cu K-α and X-ray Wavelength 1.5406Å. IR adsorption study (KBr 

Pellets) was performed on a Shimadzu, 8400-S FT-IR spectrometer in the range of 4000–400 cm−1. Surface morphology 

and elemental analysis were studied by scanning electron microscopy JEOL-JEM-6360A model equipment JEOL-JEC-

560 auto cation coater. The catalytic efficiency of nanocomposite was tested in CV dye degradation in combination 

with H₂O₂. 

 

General procedure for Degradation Study of Crystal Violet Dye 

Crystal Violet (CV) dye was obtained from Molychem. All solutions of CV dye were prepared using double distilled 

water. In a typical procedure, 25 mL of CV dye solution was placed in a 250 mL beaker with optimized amount of 

synthesized eggshell based cobalt ferrite composite. The solution was stirred at room temperature at neutral pH. The 

progress of degradation was monitored by UV–visible spectrophotometer (Shimadzu UV-1800 Japan) at 570 nm. 

The rection parameters like catalyst concentration (5mg-25mg), CV dye concentration (20–200 mg/L), H2O2 dose 

(0.2ml of 0.3%-30%), and reaction time (10 to 30 minutes) were studied.  

 

RESULTS AND DISCUSSION 

 
Characterization of eggshell /cobalt ferrite catalyst 

XRD Spectra 

The crystallinity of eggshell cobalt ferrite composite was examined by XRD analysis. Fig 1 depicts XRD pattern for 

cobalt ferrite / eggshell nano composite. The peaks observed are compatible with standard peaks of cobalt ferrite 

(JCPDS NO. 22 - 1086) and calcined eggshell powder. Prominent peaks of calcined egg shell and cobalt ferrite have 

been matched and indicated with respective symbols. 

 

FTIR analysis 

Fig 2 depicts IR spectra of nano composite cobalt ferrite / eggshell nano composite. The intense peak at3642 cm-1  

depicts the presence of -OH group in the IR spectra. Another prominent peak at 1455 cm-1give an account of 

carbonate mineral in egg shell matrix. The bands at 603 and 402cm⁻¹ are due to vibrations of metal ions in tetrahedral 

and octahedral sites, respectively confirming the spinel structure in the samples. 

 

SEM and EDS of eggshell cobalt ferrite nanocomposite 

SEM image shows the uniform morphology of cobalt ferrite nano particles which have adhered to eggshell particle. 

Due to their coral structure SEM image shows that cobalt ferrite nano particles size is less than 100nm and have 

roughly spherical shape. The elemental composition of CoFe₂O₄/Eggshell nano composite was analyzed by the 

Energy Dispersive X-ray Spectroscopy (EDS). In this analysis, Ca, Co, Fe, and O signals are detectable along with 

some metals like Al which might be present due to trace amounts of metals present in eggshell powder. 

 

Degradation Study of Crystal Violet Dye 

The catalytic efficacy of synthesized eggshell based cobalt ferrite nanocomposite was examined in degradation of CV 

dye. Percent degradation of Crystal Violet dye was calculated by using the formula %Degradation = 100 x {(Aₒ - At) / 

Aₒ}  
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Where Aₒ = Initial reading of dye sample on UV visible spectrophotometer 

At  = Reading of sample withdrawn and separated from catalyst after time t.  

 

Reaction time  

To 25ml of 60 ppm CV dye solution, 25 mg of catalyst was added. To this 0.2 mL 30% Hydrogen peroxide was added 

dropwise. The reaction was carried at neutral pH and room temperature. The decolorization of CV dye was observed 

visually immediately after addition of H₂O₂ to the solution. Maximum dye degradation was observed within the first 

10 minutes interval. Thus, for further optimization study, contact time was fixed as 10 min. 

 

Effect of Catalyst Concentration 

The degradation of 25cm³ of 60 ppm CV dye at optimum reaction time (10 Minutes) and neutral pH were studied at 

different catalyst concentrations. Catalyst concentration was varied from 5 mg to 25 mg for the 60 ppm CV dye 

solution and it was observed that there is increase in catalyst activity with increase in concentration of the catalyst. 15 

mg catalyst was found to bring about 98% dye degradation. No major change in % degradation was observed after 

increasing catalyst amount further(Fig.5). Accordingly, 15 mg was decided as the optimum dose for CV degradation. 

 

Effect of Concentration of Hydrogen peroxide 

Effect of concentration of reagent hydrogen peroxide was studied with 30%, 3% and 0.3% H₂O₂ respectively for 

degradation of 60 ppm CV dye solution (Fig 6). Among these three concentrations of H₂O₂ 30% and 3% aqueous 

hydrogen peroxide were observed to be effective for the decolorization of crystal violet dye with catalyst 

concentration 0.6 g/L(Fig.6). Since mild conditions are desirable, 3% H₂O₂ concentration was fixed for further studies. 

 

Optimization of CV dye concentration 

To determine the maximum concentration of CV dye that can be degraded under optimized conditions, CV dye 

solutions ranging from 20 ppm to 200 ppm were prepared and degradation of each under optimized conditions was 

studied. Each time, 25 cm³ of a solution containing varying concentrations were utilized for the study and observed 

for 10 minutes. This study revealed that 98% removal of the dye was achieved up to a concentration of 160 ppm after 

that slight decrease in degradation efficiency was observed.  

 

Reusability of Catalyst 

The reusability of catalyst was checked with 60ppm of CV dye solution. First 25cm³ of CV dye solution was taken in 

a beaker and 15mg of catalyst was added to it. Then 0.2 of 3% H₂0₂ was added dropwise and solution was stirred on 

magnetic stirrer. Immediate decolorization was observed and confirmed on UV Visible Spectrophotometer after 

10min. of stirring. Then the degraded dye solution was decanted by holding magnet. The catalyst was washed with 

water and acetone and dried in oven. The dried catalyst was reused. The procedure was repeated 6 times until the 

decolorization was observed. Time period required for decolorization gradually increased with each cycle.  

 

Study of Toxicity of degraded dye solution                                         

Dye solution of CV dye and degraded dye solution was checked for toxicity. CV is a well-known carcinogenic dye. 

For this study, gram positive bacteria S.Aureus and gram negative bacteria E. Coli were used. The inoculum was 

allowed to grow on nutrient agar using standard plating technique and growth was compared with dye solution and 

supernatant obtained after dye degradation. Fig 9(a) and 9(b) shows that growth of Gram-positive bacteria was 

inhibited by both 400ppm and 100ppm dye solution while normal bacterial growth was observed with same dye 

solutions that have undergone degradation. The comparison of present study with the previous work (Table 1) 

clearly indicates advantages of this study like mild reaction conditions (neutral pH and room temperature), almost 

complete dye degradation within short time and reusability of catalyst for 6 cycles. 
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CONCLUSION 

 
Magnetic nanocomposite of Cobalt ferrite / eggshell has been synthesized and characterized using various 

techniques such as SEM, EDS, XRD, and FT-IR. The prepared nanocomposite is successfully employed for the 

degradation of crystal violet dye using hydrogen peroxide. The combination of catalytic system CoFe2O4 /eggshell 

and hydrogen peroxide has proven to be very effective in CV dye degradation in short time at room temperature and 

neutral pH.  The catalyst presents the advantage of easy recovery through the application of an external magnet and 

can be effectively reused up to 6 cycles in dye removal processes. The toxicity study showed that the remediation 

procedure developed is safe for the environment. 
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Table 1. Comparison of present work with previous works 

Entry Catalyst Condition Removal efficiency Ref. 

1 CaFe2O4 Microwave, 10 min 90% 15 

2 Gadolinium doped bismuth ferrite (Mercury lamp, 250W) 84.5% 16 

3 TiO2/ Magnetic Graphene UV light, 25 min 99-65% (4 cycles) 18 

4 SnFe2O4@ activated carbon pH=8.0, Temp – 323K 95% 19 

5 CuxNi1−xFe2O4/ CNTs Sunlight, 90min 92.9% 20 

6 Cobalt Oxide UV light, 45 min 64 % 9 

7 Mn0.8Zn0.2Fe2O4, MWCNT 
pH = 8 

120 min 
99% 22 

8 SrFeO3-x/g-C3N4 Visible light, 12-24 hrs 95-97% 23 

9 Chitosan grafted magnetic activated carbon 120min, 
75% 

(3 cycles) 
24 

10 BaCrxFe12-xO19 90min, UV light 91% 25 

11 CoFe2O4 / Eggshell – H2O2 
3% H2O2 

Neutral pH, R.T 
98% This Study 

 

 

Shruti Waghadhare et al., 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69033 

 

   

 

 

 
 

Fig. 1 XRD spectrum of eggshell cobalt ferrite nano 

composite 

Fig.2 IR spectrum of Eggshell Cobalt Ferrite Nano 

composite 

 
 

Fig.3 SEM image of Egg shell Cobalt Ferrite 

Composite 

Fig.4 EDX spectra of Eggshell Cobalt Ferrite Composite 

  

Fig. 5 Catalyst quantity optimization study within 

fixed time 

Fig. 6 Effect of concentration of hydrogen peroxide 

solution on 60 ppm solution of CV dye 
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Fig 7 Optimization study with varying CV dye 

concentrations. 

Fig 8. Reusability Study with respect to time and % 

removal 

  
Fig. 9(a)Gram positive bacterial growth with 400ppm 

treated and untreated solution 

Fig. 9(b)Gram positive bacterial growth with 100ppm 

treated and untreated solution 
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Seismic control is a key aspect of providing structural safety and stability in earthquake-prone buildings. 

TMDs (Tuned Mass Dampers) have developed as an effective passive control device for reducing seismic 

vibrations and improving structural stability. This research focuses on the seismic control of buildings 

applying TMDs, specifically their design, placement, and impact on structural performance. The study 

evaluates the effectiveness of TMDs in minimizing structural responses such as displacements, 

accelerations, and inter-story drifts during seismic events using analytical and numerical methodologies. 

Furthermore, the inquiry investigates the effect of TMD factors like as mass, stiffness, and damping on 

their efficacy in seismic control. The findings provide helpful perspectives into optimizing TMD 

configurations for improving structural seismic performance and promoting safer built environments. 

 

Keywords:  Seismic Control, Building, Tuned Mass  Damper(TMD), ETABs 

 

INTRODUCTION 
 

In recent decades, the effort to improve structural seismic resilience has resulted in significant study and 

development in the field of earthquake engineering. Earthquakes, one of the most powerful natural disasters, have 

the potential to cause catastrophic damage to the built environment, sacrificing lives and economic stability. 

Engineers have researched new technologies that can effectively limit the harmful impacts of seismic pressures on 

structures to fight this hazard and strengthen structural integrity. Building sensitivity to seismic forces is a major 

concern in earthquake-prone areas, where structure safety and stability are essential. Earthquakes can cause 

structural damage, injuries, and loss of life by exerting destructive forces on buildings. To address this challenge, 

creative technical solutions that improve the ability of buildings to withstand against seismic impacts are required. 

ABSTRACT 

 

 REVIEW  ARTICLE 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69036 

 

   

 

 

Tuned Mass Dampers (TMDs) an invention that has recently gained attention in the field of earthquake engineering, 

provide a possible solution. Tuned Mass Dampers, often referred to as harmonic absorbers, represent a passive 

vibration control strategy aimed at reducing structural response to dynamic loads, particularly those induced by 

seismic activity. These devices consist of a secondary mass, a spring, and a damping mechanism. The secondary 

mass is carefully tuned to resonate at a frequency that matches the building's predominant vibration frequency due 

to seismic forces. By introducing a secondary mass that moves in a manner counter to the primary structure, TMDs 

effectively dampen vibrations and mitigate structural movement, minimizing potential damage and enhancing 

overall safety [1]. 

 

Seismic Control of Structure 

In addition to formal design procedures, seismic control is another way to ensure structural safety and keep control 

within reasonable limitations. A lot of current studies are available to control the structural system's induced seismic 

control. Researchers have developed structural control systems that can maintain structures and alter their efficiency 

during seismic occurrences. To decrease the influence of seismic forces, passive or active stabilizing forces can be 

applied to the structure via external dampening devices [2]. Passive structural control is an energy-independent 

approach that mitigates structural vibrations by dissipating kinetic energy within a system, eliminating the need for 

external power sources. This control method employs various damping devices, such as tuned mass dampers, tuned 

liquid dampers, and base isolators, to effectively reduce the effects of dynamic loads on structures. These techniques 

have undergone significant development and enjoy broad acceptance within the engineering community for their 

ability to minimize the structural impact of dynamic forces [3]. Many research efforts have been dedicated to the 

development of diverse structural control systems aimed at minimizing structural responses when subjected to 

seismic and wind forces. Ongoing research endeavours continue to enhance the efficiency of these systems. These 

seismic control systems can be broadly categorized into four major classes based on their operational mechanisms. 

 

Passive Control System 

Among the structural control mechanisms, passive control systems stand out as the most widely adopted. These 

systems operate by dissipating vibrational energy and typically encompass earthquake isolation and energy 

dissipation equipment. Historically, they were regarded as ingenious solutions capable of generating increased 

damping forces in proportion to structural reactions. However, passive control systems often excel only when 

dealing with the specific dynamic loads for which they were originally designed and configured. Consequently, 

these systems are characterized as having limited control capacity and are unable to adapt to various types of 

excitation. Despite these constraints, their advantages include the absence of any need for external energy sources 

during excitation and their straightforward design and manufacturing processes. [4]. 

 

Active Control System 

Active control systems have been devised to complement the functionalities of passive systems when it comes to 

managing structural responses to seismic forces. These active systems are designed to address the unpredictability of 

vibrations stemming from diverse excitations. However, the setup and components of active systems are intricate, 

and they demand a relatively substantial amount of external energy to function, especially during natural disaster 

scenarios like earthquakes. Additionally, in the event of a power failure during such calamities, active systems may 

become non-operational. Active control devices encompass active mass damper systems, active base isolation 

systems, and active bracing systems [5]. 

 

SemiActive Control System 

Semi-active control devices represent an evolved category of passive systems with adaptive features. They exhibit 

the ability to adjust damper behavior in response to data received regarding the structure's excitation and response. 

These systems typically comprise sensors, a control computer, control actuators, a passive damping device, and a 

modest power source. It's important to emphasize that semi-active systems do not possess full control capacity, as 

they are constrained by the capabilities of the passive devices integrated into them [6]. 
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Hybrid Control System 

Hybrid control systems represent a combination of passive, active, and semi-active devices that are interconnected in 

either series or parallel configurations. These systems have gained prominence due to the unique advantages offered 

by each of these control approaches. The passive component's primary objective is to reduce structural responses and 

maintain the structure's performance within acceptable limits. Meanwhile, the active element is employed to fine-

tune and adapt the response as needed. Hybrid control systems excel in safeguarding structures from a wide range 

of excitations, characterized by varying intensity and frequency spectra. As the name suggests, hybrid control 

systems effectively amalgamate the strengths of active and passive control techniques. An illustrative example of 

such a system involves outfitting a structure with distributed viscoelastic dampers alongside an active tuned mass 

damper situated on or near the top floor [7]. 

 

Tuned Mass Damper (TMD) 

A Tuned Mass Damper, abbreviated as TMD, is a device comprising a mass, spring, and damper components, 

affixed to a structure with the purpose of mitigating the structure's dynamic response. The key to the TMD's 

effectiveness lies in tuning the damper's frequency to match a specific structural frequency. As the structural 

frequency increases, the damper is designed to resonate out of phase with the structural motion, thereby dissipating 

input energy through the inertia force exerted by the damper onto the structure. The damping and tuning frequency 

ratio within the TMD system are pivotal characteristics that directly impact the response of the primary system. 

Optimization of these parameters leads to the maximal reduction in the response variables. Tuned Mass Dampers, or 

TMDs, possess unchanging frequency and damping attributes, limiting their capacity to address a solitary, 

predetermined vibration frequency. Typically, TMDs are configured to target the fundamental frequency of a 

structure's oscillations, which is a common application. TMDs have found extensive use in mitigating vibrations 

generated by mechanical sources [8]. 

Where, 

m = Mass of main structure. 

c = Damping of main structure 

k = Stiffness of main structure 

md = Mass of damper 

cd = Damping of damper 

kd = Stiffness of damper 

u = Displacement of main structure 

ud = Displacement of damper 

 

Single Tuned Mass Damper 

A single Tuned Mass Damper (TMD) comprises a mass, spring, and damper. The fundamental principle behind 

using a TMD for damping structural vibrations is to divert the vibrational energy from the structure to the TMD, 

where it can be dissipated. Crucially, tuning the TMD's natural frequency to match the structural motion and 

selecting an appropriate damping capacity are essential steps in this process [8].  

 

Multiple Tuned Mass Damper 

The concept of Multiple Tuned Mass Dampers (MTMD) represents an inventive approach for managing structural 

vibrations characterized by fluctuating frequencies. The central concept involves deploying numerous small TMDs, 

each tuned to natural frequencies distributed around the primary natural frequency of a structure. This approach 

results in the formation of a more resilient and effective TMD system [8]. 

 

Structural Model of Tuned Mass Damper 

The system setup entails a primary system incorporating a TMD, as illustrated in Figure 1. The primary system is 

defined by its stiffness (k), damping constant (c), and mass (m). Correspondingly, the TMD shares similar 

parameters, including stiffness (kd), damping constant (cd), and mass (md), mirroring those of the primary system. 

The primary system, which incorporates a TMD, is represented as a single degree-of-freedom system when subjected 
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to different combinations of excitations. These excitations come in two forms: an external force applied to the mass 

and an acceleration applied to the base of the primary system [1]. 

The tuning frequency and mass ratio of the TMD are defined as: 

 f = d /    (1) 

µ = md / m                                            (2) 

Application of Tuned Mass Damper 

 

LITERATURE REVIEW 
 

Johnson et al. (2003) [9] The author delves into an analytical investigation and explores the viability of incorporating 

a tuned mass damper in the form of a flexible rooftop moment frame within rigid structures to mitigate seismic 

acceleration responses. The study involved the analysis of six pre-existing structures using time history and response 

spectra data, revealing that the introduction of mass alongside a flexible frame leads to an extension of the 

fundamental period for each structure. Consequently, this extension results in a reduction of seismic acceleration 

responses. The findings underscore that, for nearly all the structures studied and across the majority of seismic 

records considered, the utilization of a robust rooftop tuned mass damper frame can effectively diminish seismic 

responses. Bakre et al. (2007) [10] The author explores the process of determining the most favorable parameters for a 

tuned mass damper (TMD) system attached to a single degree-of-freedom primary system. This investigation takes 

into account a range of combinations involving excitation and response parameters. To achieve this, the authors 

employ a numerical search method to identify the optimal damping and tuning frequency ratio for the TMD, with 

the aim of minimizing mean square responses, including parameters like relative displacement, the main mass's 

velocity, and the force transmitted to the support. Furthermore, the authors develop explicit formulas for damper 

damping, tuning frequency, and the resulting minimized response using a curve-fitting approach, offering a 

convenient application in dynamic systems. 

 

Hoang et al. (2008) [11]. The author explores the ideal configuration of a tuned mass damper (TMD) tailored for a 

single-degree-of-freedom structure exposed to seismic forces. The earthquake excitation is modeled using the Kanai-

Tajimi spectrum. The primary objective of the study is to minimize the mean square displacement of the primary 

structure. Notably, when dealing with a substantial mass ratio, the TMD demonstrates heightened efficiency in 

diminishing the response of the primary structure, rendering it resilient in the face of uncertainties related to system 

parameters. Reddy D et al. (2012) [12]. The author's primary focus lies in investigating the seismic susceptibility of 

Reinforced Concrete (RC) buildings characterized by irregular configurations in both plan and elevation. The study's 

overarching goal is to evaluate the structural performance under earthquake conditions and raise awareness among 

practicing engineers. Two specific types of irregularities are considered within the building models: plan 

irregularities encompassing geometric and diaphragm discontinuities, and vertical irregularities involving setbacks 

and sloping terrain. These irregularities are introduced in accordance with the IS 1893 (part1)2002 code. The paper 

delves into an analysis of the seismic demands placed on these irregular structures, employing various analytical 

methodologies in both linear and nonlinear approaches. Additionally, it investigates the impact of three distinct 

lateral load patterns on the buildings' performance through pushover analysis. The results underscore that buildings 

situated on sloping terrain exhibit higher vulnerability to earthquakes when compared to other models. It becomes 

evident that seismic demands vary significantly based on the building configurations, despite the structures' inherent 

capacity. 

 

Philip et al. (2017) [13]. Author analyses Three-dimensional analytical models of G+12 storied buildings were 

generated for regular and irregular buildings. The seismic analysis was carried out using CSI ETABS software (2015 

version) for earthquake zone III in India. The seismic analysis included the evaluation of story displacements, story 

drifts, story shear, and stiffness. Equivalent Static Method was used for symmetric buildings up to 25 m height, while 

Response Spectrum Method was used for higher and unsymmetrical buildings. The results of the seismic analysis of 

regular and irregular reinforced concrete buildings were discussed in terms of story displacements, story drifts, story 

Yashkumar K Mistry et al. 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69039 

 

   

 

 

shear, and stiffness. The graph for story displacements showed that story displacement increases linearly from the 

base to the roof. The permissible maximum story displacement was found to be 0.4 times the total building height, 

and both the regular and irregular models were within this limit, although the irregular model was just touching the 

limit at the roof level. Bekdaş et al. (2017) [14] The author examined the utilization of two metaheuristic algorithms, 

namely the harmony search algorithm and the bat algorithm, as part of a metaheuristic-based optimization 

methodology for fine-tuning tuned mass dampers (TMDs) installed in seismic structures, while considering soil-

structure interaction (SSI). The study revealed that the bat algorithm displayed distinct advantages in terms of 

minimizing the optimization objective and identifying an accurate optimum value. 

 

Wang et al. (2017) [15]. The author conducted a study focusing on addressing the control of both translational 

responses and the torsional angle of asymmetric structures. In this regard, a novel variant of tuned mass damper 

(TMDPP) featuring tuned mass blocks, orthogonal poles, and torsional pendulums was introduced. To assess the 

damping effectiveness of TMDPP, a time history analysis was employed on an eccentric structure. The study also 

considered multidimensional seismic excitations, revealing that the TMDPP surpassed the conventional TMD in 

terms of performance. Naderpour et al. (2019) [16] The author's research delves into an investigation of the 

effectiveness of a hybrid control strategy, which combines base isolation with unconventional tuned mass dampers 

(TMDs), to mitigate structural vibrations in high-rise buildings during seismic events. The study encompasses 

structures with varying numbers of stories exposed to a range of far-field and near-field earthquake records. The 

analysis employs multi-degree-of-freedom models for the buildings and integrates nonlinear models for the base 

isolation system. The study's results unequivocally confirm that the response of high-rise buildings during 

earthquakes can be significantly reduced through the simultaneous use of both base isolation devices and non-

traditional TMDs. Notably, the impact of base isolation in reducing structural response under different earthquake 

records surpasses the influence of TMDs. Furthermore, it's worth noting that the improvement in structural behavior 

achieved through TMDs alone is relatively substantial, amounting to approximately 20%. 

 

Khanal et al. (2020) [17] The author's focus centers on investigating the seismic elastic behavior of L-shaped building 

frames characterized by plan irregularities. The primary objective of this study is to assess how different L-shaped 

structural models respond to variations in the angle of seismic incidence. The research scrutinizes the impact of plan 

configuration irregularity on a range of structural responses, including story displacement, inter-story drift ratio, 

torsional irregularity ratio, torsional diaphragm rotation, normalized base shear force, and overturning moment. To 

conduct this assessment, numerical analysis is carried out using ETABs software. The analysis encompasses both 

equivalent static lateral force and response spectrum analysis methods (dynamic analysis). The study entails the 

measurement of various structural responses, such as story displacement, inter-story drift ratio, torsional irregularity 

ratio, torsional diaphragm rotation, normalized base shear force, and overturning moment. The findings highlight 

that structures exhibiting plan configuration irregularities exhibit a heightened sensitivity to changes in the angle of 

the input response spectrum, in contrast to their symmetrical counterparts. Konton et al. (2023) [18] Author 

investigates the seismic control of T-shape in plan steel high-rise buildings using tuned mass dampers (TMDs) with 

the soil-structure interaction (SSI) effect. The effectiveness of TMDs in reducing seismic response is analysed in both 

fixed base and SSI models. The study includes three-dimensional models of the steel high-rise building subjected to 

four different earthquakes in SAP2000 software. The results show that TMDs are more effective in the SSI model than 

in the fixed base model. The distribution of TMDs on multiple plan levels along the height of the building further 

reduces the seismic response. The paper concludes that TMDs can be a successful passive resistance method for 

controlling the vibration and displacements of T-shape in plan steel high-rise buildings under seismic loads. 

 

Farghaly et al. [19] Author discusses the design procedure and current applications of tuned mass damper (TMD) 

systems for tall buildings. The study conducted time history analysis with and without TMDs on a twenty-story 

three-dimensional model in SAP2000 to evaluate the effects of TMDs on the structural response to seismic 

excitations. The study found that using TMDs, especially with a specific arrangement can dramatically reduce the 

response of the structure such as story displacements and shear force of columns. The optimum parameters for 

TMDs, such as the frequency ratio, damping ratio, spring stiffness are discussed in the paper. Konton et al. (2023) [20] 
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The author delves into strategies for enhancing earthquake resistance in high-rise buildings (HRBs), which 

encompass various approaches like bracings, shear walls, and tuned mass dampers (TMDs), while accounting for 

soil-structure interaction (SSI). To carry out a comprehensive analysis, numerical simulations were conducted using 

the finite element software SAP2000. A 20-story HRB made of reinforced concrete and steel was employed, and 

different structural systems were applied to enhance the building's stiffness or reduce its flexibility. These included 

bracing systems with diverse configurations, shear walls (SWs) featuring distinct configurations and material 

compositions (RC or steel), and the placement of tuned mass dampers (TMDs) at the upper corners of the structure. 

The paper concludes that the utilization of TMDs emerged as the most effective method for reducing seismic 

responses in both reinforced concrete (RC) and steel HRBs. 

 

Summary 

Researcher analysed six structures, proposing a limber rooftop tuned mass damper to reduce seismic acceleration 

response by increasing the fundamental period and achieving reduced seismic effects. [9]. Researcher derived 

optimal parameters for a tuned mass damper (TMD) system, minimizing responses like displacement and force 

transmitted using numerical searching and explicit formulas for convenient application in dynamical systems [10]. 

They focus on optimal design of a tuned mass damper (TMD) in single-degree-of-freedom structures under seismic 

loads, emphasizing the TMD's effectiveness in minimizing structure response, especially with a high mass ratio [11]. 

The author investigates seismic risk in irregularly structured RC buildings, assessing plan and vertical irregularities 

as per IS 1893 (part1)2002. Various analytical methodologies show a greater risk on sloping ground [12]. Author 

analysed seismic behaviour of G+12 buildings in earthquake-prone zone III in India using CSI ETABS software. They 

evaluated and compared story displacements, drifts, shear, and stiffness for regular and irregular structures, 

ensuring compliance with permissible displacement limits [13]. Researcher employed harmony search and bat 

algorithms for optimizing tuned mass dampers (TMDs) on seismic structures, considering soil-structure interaction. 

The bat algorithm proved effective in precise optimization, minimizing objectives effectively [14]. Author introduced 

a novel tuned mass damper (TMDPP) for managing translational and torsional responses in asymmetric structures. 

Time history and seismic studies confirmed its superior damping capability over conventional TMDs [15]. 

Researcher investigated a hybrid control strategy utilizing base isolation and non-traditional tuned mass dampers 

(TMDs) to reduce structural vibrations in high-rise buildings during earthquakes. Base isolation demonstrated more 

significant impact in reducing structural response compared to TMDs, showing about 20% improvement [16]. They 

studied seismic performance of L-shaped building frames with plan irregularities, evaluating structural responses 

under varying angles of seismic incidence. Plan irregularities showed increased sensitivity to input response 

spectrum angles [17]. Author investigated seismic control in T-shaped steel high-rise buildings using tuned mass 

dampers (TMDs) considering soil-structure interaction. TMDs were found more effective in SSI models, especially 

when distributed across multiple levels. They offer effective passive resistance for seismic control in such structures 

[18]. Researcher discussed TMD design and applications in tall buildings. Time history analysis on a 20-story model 

revealed significant reduction in structural response using TMDs, emphasizing optimal TMD parameters [19]. This 

study focused on improving earthquake resistance in high-rise buildings (HRBs) by employing bracings, shear walls, 

and TMDs while accounting for soil-structure interaction. TMDs were shown to be the most effective method for 

minimizing seismic response [20]. 

 

CONCLUSION 

 
From the referred literature, the following conclusion are drawn. 

This study demonstrates that incorporating a limber rooftop tuned mass damper effectively increases structure 

period, leading to reduced seismic acceleration response across various buildings and seismic records [9]. Researcher 

derived optimal parameters for a tuned mass damper (TMD) in single-degree-of-freedom systems, utilizing 

numerical searches. Explicit formulas for TMD damping and tuning frequency were obtained, aiding efficient 

application in dynamical systems to minimize responses [10]. This study demonstrated that an optimally designed 

tuned mass damper significantly reduces primary structure displacement under seismic loads, particularly with a 
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large mass ratio, ensuring robustness against parameter uncertainties [11]. The seismic risk of RC buildings with 

irregular designs is highlighted in this study. Their research shows the different seismic demands and higher risk of 

structures, particularly those located on sloping land, providing guidance those in the engineering profession to be 

aware of and design for all of these factors [12]. Author found that in seismic analysis of G+12 buildings, story 

displacements increase linearly from base to roof. Permissible story displacement was met, highlighting structural 

stability even for irregular buildings [13]. Author determined that the bat algorithm is advantageous in optimizing 

tuned mass dampers (TMDs) on seismic structures considering soil-structure interaction, resulting in precise and 

effective outcomes [14]. Author introduced a novel tuned mass damper (TMDPP) with improved capabilities in 

managing translational responses and torsional angle in asymmetrical structures. Time history and seismic excitation 

studies affirmed its superior performance over traditional TMDs [15]. Author concluded that employing a hybrid 

control strategy with base isolation and non-traditional tuned mass dampers (TMDs) effectively reduces structural 

vibrations in high-rise buildings during earthquakes. Base isolation showcased a more substantial influence than 

TMDs, significantly reducing structural response. The study revealed a notable improvement in structural behaviour 

with TMDs alone, approximately 20% [16]. Author concluded that L-shaped RC building frames with plan 

irregularities are highly sensitive to changes in seismic incidence angle. Plan configuration irregularity significantly 

affects structural responses, highlighting design considerations for such structures [17]. Author conclude that tuned 

mass dampers (TMDs) effectively reduce seismic response in T-shaped steel high-rise buildings, especially when 

considering soil-structure interaction (SSI). TMDs distributed across multiple levels heighten their effectiveness [18]. 

Author concluded that employing tuned mass dampers (TMDs) significantly reduces structural responses like story 

displacements and column shear forces in tall buildings subjected to seismic excitations, emphasizing optimal TMD 

parameters [19]. Author determined that tuned mass dampers (TMDs) were the most effective method for enhancing 

earthquake resistance in both reinforced concrete (RC) and steel high-rise buildings (HRBs) through rigorous 

numerical analysis and comparison with other structural systems [20]. 
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Table 1. Application of TMD 

Sr. no 
Application of Tuned Mass Damper ( TMD ) 

Name City / Country year 

1 C N Tower  Toronto, Canada 1973 

2 John Hancock Boston, USA 1977 

3 Sydney Tower 
Sydney, 

Australia 
1980 

4 Al Khobar Chimney Saudi Arabia 1982 

5 Pylon Aratsu Bridge Japan 1987 

6 HKW chimney Germany 1992 

7 Akita Tower Japan 1994 

8 Burj Al-Arab Dubai 1999 

9 Millenium Bridge London 2001 

10 One wall Center Tower Canada 2001 

11 Taipe 101  Taiwan 2004 

12 Air Traffic Control Tower  Delhi, India 2015 

(Source : Annual Review in Control, https://doi.org/10.1016/j.arcontrol.2017.09.015) 
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(Source : Structural control & Health Monitoring, DOI: 

10.1002/stc.166) 

 
(Source : Civil Engineering Journal, Doi:10.28991/cej-2020-

03091571) 

Figure 5 A schematic of a simple spring–mass–damper 

system used to demonstrate the tuned mass damper 

system [1]. 

Figure 2 a- Single TMD, b- Multiple TMD[8]. 
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This comprehensive review focuses on the assessment of the Level of Service (LOS) for Vadodara’s urban 

roads, with a specific emphasis on applying volume-capacity analysis as a crucial tool to address the 

complex challenges presented by the heterogeneous traffic conditions. The primary objective is to tailor 

and adapt the existing LOS criteria to align with the distinctive characteristics of Vadodara’s urban roads, 

taking into account the city’s diverse traffic composition and traffic behavior. The modified LOS criteria 

include the consideration of factors such as traffic volume, road capacity, and the varied types of vehicles 

navigating the city’s roadways. This review contributes significantly to the field of urban transportation 

planning by offering a detailed assessment of Vadodara’s urban road network and addressing the critical 

issue of LOS under the influence of heterogeneous traffic patterns. 

 

Keywords:  Congestion, Urbanization, Level of Service (LOS), Free Flow Speed (FFS), Passenger Car 

Equivalent (PCE), Volume – Capacity Relationship, Mitigation Measures. 

 

INTRODUCTION 
 

India has one of the largest road networks in the world, and road transport plays a pivotal role in the country’s 

economic development and social integration. Here is detailed information about the road transport sector in India: 

Economic Contribution 

Road transport significantly contributes to the Gross Value Added (GVA) of the transport sector in India, accounting 

for 3.06% of the total contribution of 4.58%. This demonstrates the substantial role played by the road transport 

sector in India’s economy. 
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Dominant Transportation Segment 

The road transport sector is the dominant segment in India’s transportation landscape due to its high level of 

penetration in populated areas. It serves as a crucial mode of transportation for both freight and passengers, 

contributing significantly to the country’s overall connectivity and accessibility. 

Integration with Other Modes 

While road transport dominates the sector, it also serves as a feeder to other modes of transportation such as 

railways, shipping, and air traffic. This integration contributes to the overall transportation ecosystem in the country. 

Comprehensive Road Network 

India’s road network is extensive and includes various categories, each serving specific purposes within the overall 

transportation framework. These categories include National Highways (NH), State Highways (SH), District Roads, 

Rural Roads, Urban Roads, and Project Roads. 

 

Responsibility and Management 

 National Highways (NH) construction and maintenance fall under the purview of the Ministry of Road 

Transport and Highways (MORTH). 

 State Roads (SH) are managed and executed by the respective State Public Works Departments (PWDs). 

 District Roads are constructed and maintained by the Public Works Department of the respective states. 

 Rural Roads, crucial for enhancing rural connectivity and development, are executed by various bodies, 

including the Panchayati Raj Departments, State PWD/RWD Departments, and the National Rural Road 

Development Agency (NRRDA) under the Ministry of Rural Development. 

 Urban Roads, essential for intra-city connectivity and transportation, are managed and executed by the 

Municipalities. 

 Project Roads, undertaken for specific development projects, are constructed and maintained by various Central 

and State Government Departments, depending on the nature and scope of the projects. 

 

Critical Infrastructure 

The road transport system in India is a critical component of the country’s infrastructure, contributing significantly 

to economic growth, social development, and overall connectivity. 

Facilitator of Goods and People Movement 

The extensive road network, combined with the integration of various transportation modes, facilitates the 

movement of goods and people across the length and breadth of the nation. This supports economic activities, trade, 

and social interactions at a national scale. 

 

Urban Roads 

Urban roads in India are a vital component of the transportation infrastructure, facilitating intra-city movement, 

connectivity, and economic activities. As of March 31, 2019, the total length of urban roads in India was 5,41,554 

kilometers. These roads are crucial for urban development and transportation within cities and towns. Out of the 

total urban road network, approximately 79% (4,28,157 kilometers) consists of surfaced roads. Surfaced roads are 

those with a hard, durable road surface, making them suitable for all-weather use. The construction of urban roads 

increased from 5,34,142 kilometers in 2017-18 to 5,41,554 kilometers in 2018-19, marking a growth of 1.4% compared 

to the previous year. This growth indicates the continuous expansion and development of urban road networks. 

Urban roads make up about 8.5% of the total road network in India as of March 31, 2019. This demonstrates their 

significance in the country's transportation infrastructure. The length of surfaced urban roads increased from 

4,15,859 kilometers in 2017-18 to 4,28,157 kilometers in 2018-19, showing a 3% increase during that period. This 

growth is a positive sign for improved urban road infrastructure. Among the surfaced urban roads, approximately 

71.5% (3,87,087 kilometers) are Bituminous Top (BT) and Cement Concrete (CC) roads, which are known for their 

durability and suitability for heavy traffic. The remaining 7.6% (41,071 kilometers) are Water Bound Macadam 

(WBM) roads, which are typically used in less congested areas. The construction of urban roads in India has seen 

remarkable growth over the years. It increased from 46,000 kilometers in 1960-61 to 542,000 kilometers in 2018-19, 

marking an over 11-fold increase. This expansion reflects the rapid urbanization and development in the country. 
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The construction of urban roads is carried out by various entities. As of March 31, 2019, more than 94.2% of the total 

urban road network (5,10,319 kilometers) was constructed by Municipalities. Additionally, Military Engineering 

Services (MES) constructed 3.2% (17,573 kilometers), Major Ports were responsible for 0.1% (761 kilometers), Minor 

Ports constructed 0.1% (677 kilometers), and Railways contributed 2.3% (12,224 kilometers) to the urban road 

network. 

 

Level of Service 

L.O.S. is a concept introduced by the Highway Capacity Manual (HCM), which is widely used in transportation 

engineering. It quantifies the quality and effectiveness of a roadway in serving the needs of users, considering 

different traffic volumes and operating conditions. L.O.S. considers several important factors when evaluating the 

operational conditions of a roadway. 

Traffic Interruptions or Restrictions 

This factor considers elements like the number of stops per kilometre, changes in speed, and the delays experienced 

by drivers. When a road is operating at or near its capacity (volume to capacity ratio near one), it tends to lead to 

poor operating conditions, with increased traffic interruptions and congestion. 

Speed and Travel Time 

L.O.S. includes an assessment of the operating speed and the overall travel time required to traverse a specific 

section of roadway. Lower speeds and longer travel times often correspond to a lower L.O.S. 

Driving Comfort and Convenience 

This aspect considers the comfort and convenience of drivers. It considers the roadway and traffic conditions and 

how they impact the driving experience. For example, road conditions that result in a smooth and comfortable ride 

contribute to a higher L.O.S. 

Freedom to Maneuver 

This factor evaluates the ability of drivers to maintain their desired operating speeds. Roads that provide drivers 

with the freedom to manoeuvre and maintain consistent speeds tend to have a higher L.O.S. The Highway Capacity 

Manual defines six levels of service, ranging from L.O.S. ‘A’ to L.O.S. ‘F’. Each level corresponds to a specific quality 

of service provided by a roadway. 

 

Urban Street and LOS Concept 

The grading of street transportation facilities categorizes streets based on their functions and characteristics, and it 

typically includes the following levels, from lowest to highest: 

Local Streets Primarily serve local traffic and provide direct access to residential properties. 

Collector Streets Facilitate both local traffic access and traffic circulation within residential, commercial, and 

industrial areas. 

Arterial Streets Serve as major transportation corridors, primarily catering to through trips while also providing 

access to adjacent commercial and residential areas. 

Multilane Suburban and Rural Highways Designed for high-speed, long-distance travel between urban areas. 

Arterial streets play a pivotal role in accommodating longer through trips, allowing vehicles to traverse a city or 

urban area efficiently. They often serve as main routes for commuters and travellers. Additionally, they serve as 

access points to businesses and homes along their corridors, making them important for both traffic circulation and 

land access. Collector streets, while serving as connectors between local streets and arterials, also offer access to 

adjacent properties. They play a crucial role in facilitating traffic circulation within neighbourhoods and commercial 

areas. LOS is a key performance measure for urban streets, and it is often based on the average through-vehicle 

travel speed for a street segment or the entire street under consideration. LOS provides a way to assess the quality of 

service and the level of congestion on urban streets. 

 

Influencing Factors on Urban Street LOS 

Number of Signals per Kilometer The density of signalized intersections along a street has a significant impact on 

its LOS. Streets with more signalized intersections per kilometre are more susceptible to congestion and degraded 

LOS, particularly when signal timing and progression are suboptimal. 
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Intersection Control Delay The time delay experienced at signalized intersections plays a crucial role in determining 

LOS. Delays at intersections can significantly affect the overall performance of a street, especially during peak traffic 

hours. The effectiveness of signal timing and progression plans is essential for maintaining a smooth flow of traffic 

on urban streets. Inappropriate signal timing, poor progression, and increased traffic volume can lead to congestion 

and reduced LOS. It’s important to note that the LOS for an entire urban street can differ from that of its individual 

signalized intersections. Longer street segments with heavy traffic at intersections can still provide a reasonable 

overall LOS, even if some individual intersections are operating at a lower level. 

 

Level Of Service for Urban Roads 

Level of Service (LOS) scores play a critical role in transportation engineering and urban planning, allowing 

professionals to assess and grade the quality of service provided on urban street segments. These scores are used to 

evaluate various modes of transportation, and in the context of motorized vehicles, the criteria and measurement 

methods are distinct and straightforward. Here’s a deep dive into the LOS scores for motorized vehicles 

LOS A It is the highest level of service and represents free-flow operation. In this category, travel speeds exceed 80% 

of the base free-flow speed. The volume-to-capacity ratio, which measures the number of vehicles on the road 

compared to its maximum capacity, does not exceed 1.0. There are no obstructions or significant hindrances that 

hinder vehicle maneuvering. LOS A indicates that traffic flow is excellent, with minimal congestion and no 

significant delays. It characterizes smooth and uncongested traffic conditions. 

LOS B It’s representing a high level of service. In this category, travel speeds fall within the range of 67-80% of the 

base free-flow speed. The volume-to-capacity ratio does not exceed 1.0. There are only minor restrictions affecting 

vehicle maneuverability. LOS B signifies good traffic flow with some minor congestion during peak hours, but it 

remains relatively efficient, and delays are minor. 

LOS C It is denoting moderately efficient traffic conditions. Travel speeds range from 50-67% of the base free-flow 

speed. The volume-to-capacity ratio is within the 1.0 limit. At intersections, longer queues may result in reduced 

speeds, and vehicle maneuverability is somewhat more constrained compared to LOS B. LOS C indicates that traffic 

flow remains acceptable but may experience some congestion during peak periods. Delays are more significant than 

in LOS B. 

LOS D That is signifies a reduced level of service, with notable congestion. Travel speeds fall within the range of 40-

50% of the base free-flow speed. The volume-to-capacity ratio remains under 1.0. Any increase in traffic flow leads to 

a significant reduction in travel speed, resulting in increased delays. Traffic flow in LOS D is characterized by 

significant congestion and delays, particularly during peak hours. This level of service is less desirable. 

LOS E It’s representing a congested traffic situation with significant delays. Travel speeds fall between 30-40% of the 

base free-flow speed. The volume-to-capacity ratio remains at or below 1.0. Motorists experience substantial delays 

in LOS E, and traffic flow is highly congested, making it a less desirable level of service. 

LOS F It is the lowest level of service, indicating the poorest traffic conditions. Traffic moves at a pace of 30% or less 

of the base free-flow speed, or there’s a volume-to-capacity ratio exceeding 1.0. Traffic moves at an extremely slow 

pace, and substantial delays and queuing are prevalent. LOS F represents the worst-case scenario, with severe 

congestion, extremely slow traffic, and significant delays. This is highly undesirable for commuters. 

 

LOS Criteria as per Traffic Condition 

Level A - Free Flow Traffic In this ideal state, users encounter minimal interference from other vehicles on the road. 

Drivers have complete freedom to choose their speed and manoeuvre as they wish. The level of comfort is excellent, 

requiring minimal attention. The volume-to-capacity ratio is typically below 0.2, indicating ample capacity on the 

road. 

Level B - Steady Traffic At this level, the presence of other vehicles begins to influence individual drivers. While 

drivers can still choose their speed, manoeuvrability becomes somewhat restricted. However, the level of comfort 

remains high as drivers only need to be aware of nearby vehicles. 

Level C - Steady Traffic but Limited Drivers in this condition are noticeably affected by the presence of other 

vehicles. Speed choices are influenced, and manoeuvring requires vigilance. Comfort decreases quickly at this level 

as drivers feel surrounded by other vehicles. 
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Level D - Steady Traffic at High Density At this level, both speed and manoeuvrability are significantly 

constrained. Motorists encounter a notably reduced level of comfort as they continually navigate to avert potential 

collisions with neighbouring vehicles. Even a minor uptick in traffic can precipitate operational challenges and 

network saturation, exacerbating congestion and delays. 

Level E - Traffic at Saturation Traffic flows at a low but uniform speed, and manoeuvrability is only possible with 

constraints imposed by other vehicles. Drivers are in a state of frustration due to limited freedom of movement. 

Level F - Congestion  This represents unstable traffic flow with the formation of waiting lines at various points. 

Drivers experience cycles of stopping and starting with no discernible pattern, often dictated by the behaviour of 

other drivers. Users must maintain a high level of vigilance with minimal comfort. At this level, the volume-to-

capacity ratio exceeds 1, indicating that the road segment is operating above its design capacity. 

Traffic reports frequently use colour codes to illustrate traffic conditions, such as green (representing levels A and B, 

denoting relatively smooth traffic), yellow (levels C and D, indicating moderate congestion), and red (levels E and F, 

highlighting heavy congestion). These levels and colour codes help provide a clear and concise representation of 

current traffic conditions and the challenges drivers may encounter. 

Free Flow Speed 

The free-flow speed (FFS) is defined according to the 2010 Highway Capacity Manual (HCM) in two ways: 

Theoretical Definition FFS is the theoretical speed at which both traffic density and flow rate on a specific study 

segment are zero. In other words, it represents the ideal speed in the absence of any vehicles on the road. 

Practical Definition On freeways, FFS is considered the prevailing speed when the flow rate is between 0 and 1,000 

passenger cars per hour per lane (pc/h/ln). This practical definition is relevant to real-world conditions where some 

traffic is present. 

In essence, the FFS is the speed at which drivers naturally choose to travel based on the current conditions, with no 

influence from preceding vehicles. This definition underscores that FFS can be accurately determined when traffic 

flow is minimal, allowing for a mean FFS derived from field observations. 

 

Passenger Car Equivalent 

Passenger Car Equivalent (PCE) is a measurement used to approximate the number of standard passenger cars that 

can be equated to one truck, bus, or recreational vehicle under the existing conditions of a road and its traffic. The 

concept of PCE plays a pivotal role in highway capacity analysis, particularly in scenarios involving mixed traffic 

streams. Accurate calibration of these PCE values is essential as it significantly influences the calculations involved in 

capacity analysis. In recent times, several studies have been undertaken as part of a broader federal initiative aimed 

at allocating road user taxes. These specific studies have been focused on refining and calibrating PCE values for 

trucks, recognizing the need to have more precise and up-to-date metrics for this segment of the traffic, which is 

crucial for transportation planning and capacity assessment. 

 

Mitigation Measure 

Mitigation measures refer to a set of strategies and actions designed to prevent, lessen, or manage the detrimental 

environmental impacts resulting from a project. These measures may also encompass efforts to rectify or compensate 

for any harm inflicted on the environment due to these impacts. This rectification can take various forms, including 

replacement, restoration, compensation, or any other appropriate means to restore or offset the environmental 

damage incurred. 

 

LITERATURE STUDY 
 

Er. Bramjeet Singh et al., 2023[3] in their study examined the traffic congestion is a global problem in urban areas, 

exacerbated by factors such as insufficient public transportation, delayed road infrastructure development, and 

increased use of private vehicles. In developing countries like India, traffic congestion is even more complex due to 

heterogeneous traffic on subpar roads and control conditions. Traffic congestion leads to travel delays and increased 

vehicle emissions. Developed nations have successfully quantified congestion and planned infrastructure 
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improvements to alleviate it. Curst explanations for traffic congestion in India are inadequate, partly due to 

limitations in using v/c ratio and LOS (Level of Service) metrics for urban road evaluation. The study aims to develop 

a mathematical model for calculating traffic congestion with heterogeneous traffic and assigning LOS to specific 

route segments. Data collection involves using videography techniques. focusing on sections along the Jahangir 

Chowk-Skims Soura route. The study analyses traffic characteristics by extracting relevant information from digital 

video clips. 

 

Shrinath Karli et al., 2016[4] studied how traffic congestion is a significant and growing urban transportation problem 

worldwide. Identifying congestion is the first step in addressing the issue and selecting appropriate mitigation 

measures. Factors contributing to congestion include population growth, economic development, and increased 

vehicle ownership, which lead to traffic demand exceeding intersection capacity during peak periods. Congestion 

results in various negative effects. including increased fuel consumption, noise, air pollution, delays, and accidents. 

In Ahmedabad city.  many arterial roads are congested, prompting efforts to quantify congestion using metrics such 

as delay, speed, and volume to capacity ratio. There is a need to establish a rational definition of traffic congestion 

and use it to measure the Level of Service (LOS) of roads. LOS is determined by calculating the traffic flow rate of a 

street and comparing it to the free flow rate, primarily using the volume capacity ratio. To determine peak hour 

traffic volume, videography of vehicles is used, and the results are multiplied by the Passenger Car Unit (PCU). 

Public opinion surveys are considered necessary when evaluating alternative routes to address congestion. 

 

C. V. Yeramwar et al., 2016[6] in their study investigated the evaluation of road networks in cities is crucial for traffic 

planning, design, operation, and maintenance. Indian cities often have mixed traffic characteristics, and traffic 

congestion is a common issue in major cities. The objective of the study is to enhance the performance and capacity 

of urban road networks. A methodology for analyzing mixed traffic flow in 50-meter stretches is selected and 

analyzed. Intersections are critical points in the network and their performance estimation is essential. Amravati, the 

8th most populous metropolitan area in the state, faces traffic congestion issues. The study aims to improve the 

operation of roads through traffic survey, data collection on vehicular volume and speed, and calculation of the 

existing level of service. Traffic surveys are conducted during morning and evening peak hours on working days 

using manual techniques. Synchro software is used for the analysis of the road network, offering optimization 

capabilities and case of use. The study’s results are valuable for evaluating road capacity and level of service. 

 

Gauri S.Biraje et al., 2020[7] in their study tried to look into the two-lane highways play a significant role in India’s 

highway system. Assessing the performance of two-lane roads is essential for future traffic planning, design, 

operation, and maintenance. Indian roads often experience mixed traffic flow, leading to traffic congestion, slower 

speeds, vehicle queues, and safety concerns. The study’s objective is to identify the causes of traffic congestion in a 

selected case study and assess the capacity of a two-lane road using the methodology outlined in the Indo Highway 

Capacity Manual. The chosen case study focuses on the two-lane road from Patas to Baramti. Traffic studies are 

conducted on this road, and the analysis reveals that the Level of Service (LOS) for section I is C, and for section II. it 

is D. Grigorios Papageorgiou et al., 2012[9] carried out the study where the Road Upgrading Management model has 

been developed through a rational approach tailored to the current conditions and requirements of the national and 

regional road network. This model offers an optimal strategy for upgrading roads based on their specific needs. The 

model presents a range of options for each road slated for upgrading, including ‘Maintenance’, ‘Rehabilitation’, 

‘Reconstruction’, and ‘New Alignment’. These options are designed to address the varying degrees of road 

improvement, ranging from simple maintenance to more extensive and costly reconstruction efforts. 

 

CONCLUSION 
 

This review underscores the importance of effectively managing Vadodara’s urban road infrastructure to support the 

city’s sustainable growth and the well-being of its residents. By employing advanced volume-capacity analysis 

techniques and adapting LOS criteria to the city’s unique traffic conditions, this study offers a significant 
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contribution to urban transportation planning. The insights gained from this review have the potential to inform and 

improve development and urban planning in Vadodara, facilitating the transition towards more sustainable and 

efficient urban transportation systems. 
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HCM LOS Criteria – Motorized Vehicle Mode. 

LOS Travel Speed Threshold by Base Free-Flow Speed(mile/hour) Volume to Capacity Ratio 
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HCM LOS Criteria – Bicycle and Transit Modes. 

LOS Segment – Based Bicycle LOS Score Link – Based Bicycle LOS Score Transit LOS Score 

A ≤ 𝟐. 𝟎𝟎 ≤ 𝟏. 𝟓𝟎 ≤ 𝟐. 𝟎𝟎 

B > 2.00 − 2.75 > 1.50 − 2.50 > 2.00 − 2.75 

C > 2.75 − 3.50 > 2.50 − 3.50 > 2.75 − 3.50 

D > 3.50 − 4.25 > 3.50 − 4.50 > 3.50 − 4.25 

E > 4.25 − 5.00 > 4.50 − 5.50 > 4.25 − 5.00 

F > 5.00 > 5.50 > 5.00 

Source - Transportation Research Board, Highway Capacity Manual 
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In the Combretaceae family, Conocarpus species, especially Conocarpus erectus L. and Conocar puslancifolius 

Engl., are well-known as decorative trees, flowering plants, and medicinal trees. Found mostly 

throughout tropical America, from South Florida through Bermuda, the Bahamas, and the west. Yemen 

and Somalia are furthermore. This plant's components are used in many ways and provide nutritional 

benefits. Anaemia, catarrh, conjunctivitis, gonorrhoea, diabetes, diarrhoea, fever, and headaches can all 

be treated using various parts, including the leaves, roots, bark, and seeds. Detailed information on 

molecular mechanisms and their wide variety of effects in treating various diseases. This review focuses 

on an in-depth discussion of studies targeting phyto chemistry, pharmacological activities, and their 

traditional values. Thus, the review aims to recapitulate the therapeutic potential of the components of 

Conocarpus species involved in treating a wide variety of diseases and present them along with strategies 

for future studies. The data was gathered from a number of academic websites, including PubMed, 

Elsevier, and Science Direct, as well as books on conventional medicine. Research and recent data have 

shown that the various chemical components of Conocarpus species have a variety of health-promoting 

properties and that the aerial parts have potential traditional uses in traditional medicine and cuisine. 

The traditional therapeutic effects are highlighted in the current review's exploratory survey, along with 

a wide range of future investigations that could be conducted. 
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INTRODUCTION 
 

Over the past century, various types of medicine have been developed worldwide to improve people's quality of life. 

An increase in interest in plant-based compounds for drug research is being driven by the need for novel 

pharmaceuticals that address drug resistance. Human health and survival have been enhanced by nature's 

therapeutic plants(Renjini K. R., 2018).To develop the pharmacological effects of therapeutic plants, logical 

approaches are necessary to demonstrate their appropriate use. In all regards, the advancement of research and 

innovation has made it easier to evaluate branded pharmaceuticals. Plant-derived regular products or their 

subsidiaries have been an important source of curative agents for centuries. Many current drugs are also derived 

from plants(Cragg et al., 2012).Herbal composites are a key component of manufacturing synthetic molecular 

analogy. By focusing on diversity-oriented synthesis, phyto chemicals can be developed into natural product-like 

pharma compounds(Cragg et al., 2012).More than 75 percent of other medicines and 60 percent of cancer medicines 

come from plants. Due to the many phyto chemicals that plants produce to meet their needs, plants are medically 

essential. As a result, they produce alkaloids to protect against predators, and each phyto chemical has a specific role 

in treating different ailments(Wang, Tang and Bidigare, no date). 

 

 Using plant information with medicinal properties has been very helpful from generation to generation. It was 

optional to prepare plants mechanically by extracting, altering, blending, or decontaminating them for use in their 

most basic form. It was only necessary to boil, grind, and dry plants. Conversely, persistent toxic effects have yet to 

be investigated(Chaveerach et al., 2014).A wide range of applications has recently attracted attention to plant-derived 

compounds. Various medicine types are found in medicinal plants, including traditional medicines, modern 

medications, nutraceuticals, food supplements, folk remedies, pharmaceutical intermediates, and chemical entities 

for synthesized compounds(Ncube, Afolayan and Okoh, 2008).There was a time when medications were being 

developed from microbial resources in 1930. Although synthetic chemistry has dominated the pharmaceutical 

industry for decades, the potential for bioactive plants or their extracts to produce new and innovative drugs 

remains.(Kviecinski et al., 2008).Active chemicals in plants and patented pharmaceuticals include Taxol, Artemisinin, 

and Maprouneacin(Hameed, 2012).The potential benefits of plant-based medicines outweigh their disadvantages; 

therefore, there is a growing need for further research and development of plant-based pharmaceuticals. (Balunas 

and Kinghorn, 2005). About 600 species comprise the Combretaceae family, including trees, shrubs, and lianas. 

Located primarily in tropical and subtropical regions, Africa and India are their habitats (Jose, Jesy and 

Nedumparaet al, 2014).Species of the Combretaceae family tolerate high temperatures and semiarid conditions, while 

those of the Combretaceae family are medicinal plants.It is vitaltreating various diseases, including worms, acute 

enteritis, colitis, constipation, tooth decay, general infections, malaria, tuberculosis, respiratory diseases, and 

cancer(Wang, Tang and Bidigareet al, no date).  

 

The wood of the Conocarpustree is used invarious parts of the world for making coal, burning fuel, and building 

shipbuilding, handle, goats, sheep, and camels. Conocarpuslancifolius Engl. is an evergreen Combretaceae species native 

to Kuwait thrown as an ornament in semi-arid climates. According to (Martins et al. 2015), they can be a source of a 

variety of natural active invarioustemperature rises above 45 degrees Celsius during summer (Al-Kandari et al. 2009; 

Redha et al. 2012a), the species grows rapidly, providing evidence that it is resistant to high temperatures (Cragg et 

al., 2012). Conocarpus trees are used in folk medicine in many countries throughout the world. In addition to its use as 

a diuretic, it is also used to treat many diseases, including colitis, constipation, tooth decay, general infections, 

malaria, tuberculosis, respiratory diseases, and cancer due to its antiplasmodial, antileishmanial, and 

antitrypanosomal properties, as well as its insulin-regulating properties (Wain and Dukeet al, 1981).C. erectusis an 

important natural product source in addition to therapeutic agents. Conocarpus is an excellent biomonitor for 

evaluating air and soil pollution (Gholami et al., 2013). Because of its wide adaptability to diverse climatic conditions 

in subtropical and tropical regions, and its ability to tolerate high temperatures, salinity, and drought, it is used far 
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and wide as a hedge along the roadside, landscaping, and urban planning (Jalal and Al-khafajiet al, 2020).  Leaves 

and hot water can be used to treat fever(Ismaielet al, 2018). 

 

Plant Morphology 

Even though two phenotypes or morphotypes are present in the habitat, the species propagates vegetatively from 

twigs: 1) plants with small, slightly grey-green leaves, and 2) pants with larger, glossy, dark green leaves. This 

phenotype could be caused by genetic differences or by environmental factors (K and Let al, 2001). In a green-yellow 

color scheme, simple hairs and glandular multi cellular hairs cover the epidermis of these leaves. The petiolate leaves 

have the main vein that runs up and down the leaf.There was only a tiny amount of seed pollen, which was 

tricolporate and psilate. Numerous druses had high tannin levels in their leaves, petioles, and stem cells. Mesophylls 

have isobilateral reservoirs for water. Petioles have a boat-shaped central vascular bundle with two lateral branches. 

Several nectaries were found in the petiole's distal portion and at the leaf's edge, as well as a collateral vascular 

bundle or cylinder found in the stem (Ncube, Afolayan and Okohet al, 2008). In addition to its spreading crown, 

glucose leaves, and dense cone-shaped flowers in terminal panicles, C.erectushas grey or brown bark and matures at 

the height of 6 meters(Kviecinski et al., 2008)(Figure 2). This species of tree can reach a height of 20 meters. It is 

typically a shrub that grows between 1.5 and 4 meters high, but it can also become a tree. The plant has mainly 

sideways, fine, dark brown, weak and brittle roots, and black cork bark. It usually has several stems, but the shape of 

the prostration and the end of that layer could indicate that these are new plants. With a thin, curling bark 

(approximately 8 mm), it has a boney grey trunk. The wood of the stem (Specific Gravity 1.0) is robust, heavy, and 

powerful. The inner bark of the stem is a dark cream color. A slender tree with yellow-green leaves and thin, angled, 

flat, or winged branches is exceptionally delicate; the leaves are thin, yellow-green, angled, flat, or winged.  

 

Leaf blades have oval shapes and petioles that are 3-9 mm thick with spirally organized leaves. From 2 to 10 cm in 

width, the leaves are relatively cartilaginous. An inflorescence is a globule of axillary particles or a small greenish 

bloom that can reach a diameter of up to 5mm.The Globus groups are surrounded by five to 15-mm thin, dry flank 

seeds(Bazaid et al., 2012). Conocarpslancifolius Engl. leaves are simple, petioled, and have a vein that runs up and 

down the leaves (Figure 1). The epidermal hairs are simple and non-glandular, and the glandular hairs are 

multicellular .Pollen was tricolporate and psilate, and it was very small. Green-yellow heads were packed close 

together. Several druses were observed on a petal, petiole, and stem cells. Mesophyll had isobilateral water storage 

tissue. A bicollateral vascular bundle or cylinder characterizes the stems of petioles. This bundle is shaped like a boat 

with two lateral traces. Several nectaries are found at the distal section of the petiole and the edge of the leaf, as well 

as non-hairy excreting structures on the lower surface of the leaf (‘Browse Silage in the United’et al, 2008).As a fast-

growing wood species, C. lancifolius grows from 10 to 20 meters in just 8 years. It can withstand extreme 

temperatures and low rainfall (A. Elkhalifaet al, 2020). 

 

Classification of the species  

Division: Phanerogams  

Class: Dicotyledons  

Sub-class: Polypetalae 

Series: Calyciflorae 

Order: Myrtales  

Family: Combretaceae 

Genus: ConocarpusL. 

 

Traditional Uses 

Leaf decoction is consumed to treat fevers (Irvineet al, 1961). Folk remedies use this plant to treat anaemia, catarrh, 

conjunctivitis, gonorrhoea, diabetes, diarrhoea, fever, headaches, bleeding, tumours, orchitis, prickly heat, swellings, 

and syphilis (Bashir et al., no date).Leaf decoction is consumed to treat fevers (Irvineet al, 1961). Wood is used for 

posts, crossties, boat building, firewood, fences, and landscaping (K and Let al, 2001).In addition to being hard and 

durable, C.erectus wood has a high calorific value as fuel. However, it is commonly used for high-grade charcoal. 
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(Krikorian, 1982). The transformation of Conocarpus wastes into biochar can therefore be considered a waste recycling 

method (Al-Wabel et al., 2013).C. erectusis widely used as a decorative tree all over the world (Shohayeb, Abdel-

Hameed and Bazaid, 2013), and its wood is used for fence posts, crossties, turnery, vessel building, kindling, and 

landscaping (Carneiro, Barboza and Menezes, 2010).This species' bark and products are used as inoculants in 

treating wounds, diabetes, haemorrhoids, and diarrhoea(Raza et al., 2016). C. erectusis famous for its folkloristic 

curative potential, which includes diabetes treatment (Nascimento et al., 2016). Its bark and fruits treat diabetes, 

haemorrhoids, and wounds (Santos et al., 2018). 

 

Geographical Distribution 

The shores of central and southern Florida, including the Florida Keys; Bermuda; the majority of the West Indies; the 

coast of central and southern Florida, including the Florida Keys; From Mexico to the Galapagos Islands, Ecuador, 

and Brazil, both coasts of the continent of tropical America; and tropical West Africa are all part of Buttonwood's 

range(Nettel et al., 2008). The Conocarpus, C.erectus, grows in coastal and riverine environments of Somalia, Yemen, 

and Djibouti. It is also an excellent tree to plant in East Africa, the Arabian Peninsula, and South Asia(Alhasan, 

Dawood and Abbas, 2019),as shown in Figure 3. Coastal and riverine environments in East Africa are home to 

C.lancifolius, an ornamental tree (Rajiv Roy, Raj K Singh, Shyamal K Jash, Atasi Sarkar, 2014).C.lancifoliusis essential 

for Somalia. It is promising for dry areas near the Nile in Sudan, especially in irrigated crops. It was also introduced 

in India, Syria, and Yemen (Martins et al., 2015)As shown in Figure 4. 

 

Phytochemical Components 

The extraction, identification, and screening of medicinal compounds in plants are considered pharmacological 

screening. Flavonoids, alkaloids, carotenoids, tannins, antioxidants, and phenols are all bioactive chemicals 

produced by plants. Phyto chemicals may have several health-beneficial effects (Shanmugapriya et al., 2011). Plant 

tissue culture has been investigated as a means of synthesizing a number of key secondary metabolites in industrial 

settings(Wink et al., 2005). Gallic acid (1), catching (2), apigenin (3), quercetin (4), quercetin-3-O-glucoside (5), 

kaemferol-3-O-glucoside (6), rutin (7), and quercetin-3-O-glucoside-6-O-gallic acid were found in ethyl acetate and n-

but anol extracts of leaves, stems, flowers, and fruits of C.erectus according to(Al-Wabel et al., 2013).The phenolic, 

flavonoid, and tannin content of C.erectus leaves, stems, flowers, and fruits have been studied. The Folin-reagent 

Ciocalteu method was used to assess total phenolic and tannin content, and the results are given in Gallic acid 

equivalents (GAE), while flavonoid content was evaluated using the aluminium chloride method, which is expressed 

in rutin equivalents (RE)(Abdel-Hameed, Bazaid and Sabra, 2013).The C.erectus plant, its components, and the 

several phytochemicals present in this plant are shown in Table 1. 

 

The researchers discovered high amounts of phytochemicals in C.erectus fruits in the reverse phase column 

chromatographic fraction (RP-HPLC–UV–ESI–MS) of methanolic extract of C. erectusfruits exposed to a silica gel 

column. C.erectus leaves yielded the novel trimethoxy-ellagic glycoside (3,3',4'-tri-O-methylellagic acid 4-O-

glucupyranuronidein a dose-dependent manner; this novel chemical inhibits reactive oxygen species assault on 

salicylic acid using the xanthine/hypoxanthine oxidase assay (Ayoubet al, 2010). Coumarins, Alkaloids, and Saponins 

were not found in C.erectus extracts incorporating Tannins, Saponins, Flavonoids, Triterpenoids, and Flavonoids, but 

they have been discovered in n-hexane extracts(Nascimento et al., 2016). The antioxidant activity of methanolic extort 

plants is strong, suggesting they could be employed as natural antioxidants(Abdel-Hameed, Bazaid and Shohayeb, 

2014).Figure 5 shows various secondary metabolites in 2D structures found in different C. erectus and C.lancifolius 

Plants. Phytochemicals identified from C. erectus include ellagic acid, 3,3'-Dimethoxyellagic acid, and gallic acid 

(Nawwar, Buddrus and Bauer, 1982).Dehydrate-isoeugenol (lignan), conocarpol, 1,4-diarylbutane (lignan), and 2'-

methoxyconocarpol have all been isolated from the stem wood of C.erectus(Hayashi and Thomson, 1975). 

 

 A phytochemical examination of C.erectus leaves extracted in methanol and n-hexane revealed the presence of 

triterpenes in the n-hexane extract and the absence of saponins in the methanol extract.(Nascimento et al., 2016). The 

methanol extract of C.lancifolius contains 70.304 ppm chlorogenic acid, 45.772 ppm quercetin, 74.93 ppm ferulic acid, 

9 ppm gallic acid, and 57.80 ppm 4-OH 3-methoxy benzoic acid, while the phenolic content of C.lancifoliusaerial parts 
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and roots methanol extracts is 9.78 and 14.01 mg/g, respectively.(Saadullah, Chaudary and Uzair, 2016) and also 

methanol extract of the stems also contain 15.772 ppm m-coumaric acid, 14.0149 ppm quercetin, 10.356 ppm 

chlorogenic acid, 37.108 ppm gallic acid, 9.0325 ppm sinapic acid, and 32.4786 ppm ferulic acid(Afifi et al., 2021). 

C.lancifolius fruit extract is cytotoxic to the MRC-5 cancer cell line (Saadullah et al., 2020). The bioactivity of 

Conocarpus species, on the other hand, is determined by bioactive, which shows nine alkaloids, five saponins, and 

eight total phenolic compounds in C.lancifolius leaf extract through thin-layer chromatography (TLC) (Touqeer, 

Saeed and Khalid, 2015). C.lancifolius has been shown to have efficient antioxidant production due to the presence of 

certain chemical agents such as ascorbic acid, flavonoids, and phenolic acids, which serves to limit reactive oxygen 

species (ROS) formation, which is responsible for metal stress tolerance (Saadullah, Chaudary and Uzair, 2016). GC-

MS analysis revealed at least thirty-one molecules and 11 phenolic compounds. The chemical composition of 

C.lancifolius aqueous leaf extract has never been described. Phenolics have been shown to impair energy metabolism, 

cell division, mineral uptake, and other biosynthetic processes such as net photosynthesis, respiration, and 

enzymatic activities. Phenolics found in C.lancifolius leaf extract may have inhibited maize and bean plant 

germination, growth, and biomass production (Al-Shatti et al., 2014).The calculated phenolic concentrations of 

methanol extract of the aerial part of C.lancifolius for quercetin, gallic acid, chlorogenic acid, ferulic acid, and 4-

hydroxy-3-methoxy benzoic acid were 45.772 ppm, 9.779 ppm, 70.304 ppm, 74.93 ppm, and 57.80 ppm, 

respectively.At the same time, the C.lancifoliusmethanol root extract was estimated with concentrations of 15.772 

ppm, 14.0149 ppm, 10.356 ppm, 37.108 ppm, 9.0325 ppm, 7.82 ppm, 32.4786 ppm, and 15.330 ppm, respectively, for 

quercetin, gallic acid, chlorogenic acid, coumaric acid, sinapic acid, ferulic acid, and caffeic acid(Saadullah, Chaudary 

and Uzair, 2016). Table 1 Shows the C. erectusplant and its different parts, and also as different phytochemicals 

present in this plant. Table 2 displays the C.lancifoliusplant, its many parts, and the various phytochemicals found in 

this plant. 

 

Pharmacological activities 

Although this plant has traditionally been administered to treat many of diseases, only a few of its pharmacological 

effects have been studied. These are listed below: 

 

Hepato protective activities 

The liver is an important organ for xenobiotic metabolism and elimination from the body (Ali, Sharief and 

Mohamed, 2019). Toxic substances are the most common cause of liver cell damage (certain antibiotics, 

chemotherapeutics, peroxidized oil, aflatoxin, CCl4, chlorinated hydrocarbon, etc.), excess consumption of alcohol, 

infections, autoimmune/ disorder (Stournaras and Tziomalos, 2015). When drunken albino rats were given a 

methanol extract of C.erectus flower, fruit, and stem at a dose of 500 mg/kg for 15 days, the level of blood was 

surprisingly lowered (P0.01 and p0.5), but the amount of urea in blood was not reduced (Bashir et al., no date). 

 

Antioxidant activity 

Many diseases and maladies have been linked to oxidative stress and free radicals, including diabetes, 

cardiovascular disease, inflammatory issues, cancer, and ageing. C.erectus is a canine species native to the United 

States. The antioxidant capacity of methanol extracts of fruits (630.15.79 mg ascorbic acid equivalent/g extract) was 

found to be higher (630.15.79 mg ascorbic acid equivalent/g extract) than methanol extracts of flowers, stems, and 

leaves (579.57.58, 570.74.37, and 376.32.19 mg ascorbic acid equivalent/g extract, respectively) using the phosphor 

molybdenum method. In the reducing power activity assay, methanol extracts of fruits had the highest reducing 

power activity (530.326.24 mg ascorbic acid equivalent/g extract), followed by methanol extracts of flowers, stems, 

and leaves (479.887.75, 479.817.50, and 393.915.15 mg ascorbic acid equivalent/g extract, respectively) (Abdel-

Hameed, Bazaid and Sabra, 2013). The antioxidant activity of the 60 percent ethanolic leaf extract of C.lancifolius was 

considerable, with a minimum IC50 value of (32.871.11) g/mL among all extracts, which was less significant than that 

of BHA, which had an IC50 value of (26.50 0.50) g/mL. With an IC50 value of (76.50 1.17) g/mL (Raza et al., 2020), the 

aqueous extract had the least antioxidant activity.  
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The 60 percent ethanolic extract had the most significant inhibitory effect on -glucosidase activity, followed by the 80 

percent ethanolic extract. The 60 percent ethanolic extract's IC50 value for -glucosidase inhibition was (38.64 0.93) 

g/mL, which was higher than the conventional prescription a carbose [(29.45 0.31) g/mL]. Furthermore, the 60 

percent ethanolic extract showed significant in vitro -amylase inhibition, with the lowest IC50 value of (44.80 1.57) 

g/mL compared to other extracts. The typical medicine a carbose had an IC50 of (35.50 0.35) g/mL (Raza et al., 2020). 

The antioxidant potential of C.lancifolius was revealed by utilizing DPPH, NO scavenging, and ferrous reducing 

activity power, among other methods. The methanol extract of the aerial component of C.lancifolius showed the 

highest inhibition, 92.10 0.98 percent, according to the DPPH technique. Compared to quercetin, which inhibited 

92.120.49%, dichloromethane, and water extracts, it inhibited 28.1 0.98 and 87.80.56%, respectively (Balunas and 

Kinghorn, 2005). The phosphor molybdenum approach was used to assess the total antioxidant capacity. The 

antioxidant capacity of the C.erectus methanol extract of fruits (630.15.79 mg ascorbic acid equivalent/g extract) is 

larger than the antioxidant capacity of the other three extracts (579.57.58, 570.74.37, and 376.32.19 mg ascorbic acid 

equivalent/g extract, respectively). Based on the amount of ascorbic acid equivalents per gram of extract. The 

methanol extract of fruits, on the other hand, has the highest reducing power activity (530.326.24 mg ascorbic acid 

equivalent /g extract), followed by the three other methanol extracts of flowers, stems and leaves, which have 

479.887.75, 479.817.50, and 393.915.15mg ascorbic acid equivalent /g extract, respectively (Abdel-Hameed, Bazaid and 

Sabra, 2013). 

 

Anticancer activities 

Cancer is a significant public health issue in both developed and developing nations. According to Ferlay et al. 

(2010), 12.7 million new cancer diagnoses and 7.6 million cancer deaths occurred in 2008.(Ferlay et al., 

2010).Environmental, chemical, physical, metabolic, and genetic factors directly and indirectly impact the genesis 

and progression of cancers. Novel cancer management is urgently needed because of the limited efficacy of 

therapeutic therapies such as radiation, chemotherapy, immune modulation, and surgery in treating cancer, as 

indicated by high morbidity and mortality rates (Dai and Mumper, 2010). Cancer is a disease that causes the number 

of cells in the human body to multiply despite efforts to control or stop them. As a result, dangerous cell tumours 

with the capacity to spread emerge. Various dynamic constituents of essential oils have been discovered to have a 

cytotoxic effect in vitro against various harmful cell types (Safwat, Hamed and Helmy, 2018). Most new therapeutic 

applications of secondary plant metabolites and their derivatives in the recent half-century have been aimed against 

cancer (Balunas and Kinghorn, 2005). After gathering 35,000 plant samples from 20 countries, the National Cancer 

Institute examined 114,000 extracts for anticancer potential. Based on worldwide sales, 14 of the top 35 cancer 

treatments were predicted to be natural goods and natural product derivatives in 2000(Shoeb, 2008).  

 

The cytotoxicity of ethyl acetate and n-butanol fractions of different sections of C.erectusin HepG2 and MCF-7 cell 

lines was examined using sulforhodamine B. (SRB). The cytotoxic activity of the ethyl acetate fractions of stems and 

leaves against the HepG2 cell line was highest, with IC50 values of 8.97 and 8.99 g/ml, respectively. Fruit and floral 

ethyl acetate fractions had IC50 values of 10.12 and 11.29 g/ml, respectively. On the other hand, n-butanol fractions of 

flowers, fruits, and stems were shown to be active against the HepG2 cell line with IC50 = 4.89 g/ml, whereas n-

butanol fractions of flowers, fruits, and stems had IC50 = 9.73 g/ml, 20.68 g/ml, and 23.9 g/ml, respectively (Ishaque et 

al., 2021). 2,3,8-tri-Omethylellagic acid and 3-O-methylellagic acid 4- O-β-D-glucopyranoside, both of which were 

isolated from C.lancifolius, Antitumor activity against mouse lymphocytic leukemia was significant (P-388, IC50 = 3.60 

µg/mL and 2.40 µg/mL, respectively), human colon cancer (Col-2, IC50 = 0.76 and 0.92 µg/mL, respectively) and 

human breast cancer (MCF-7, IC50 = 0.65 and 0.54 µg/mL, respectively), however, they were not cytotoxic to human 

lung cancer cells (Lu-1). However, in normal rat glioma cells, CLM and chemicals A and B caused less harm (ASK, 

IC50 = 11.6 µg/ mL), and human embryonic kidney cells (HEK293, IC50 = 6.74 µg/mL), which served as normal cell 

lines.(Saadullah et al., 2020). 

 

Antimicrobial activity 

Infectious disease produced by bacteria, viruses, fungi, and parasites remains a serious threat to public health, 

despite significant advances in human medicine. Bacterial and fungal pathogens have developed a range of 
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antimicrobial defence mechanisms, and resistance to both old and new antibiotics is on the rise (Nair and Chanda, 

2007). Because of the emergence of microbe resistance to current antibiotics as a result of random selection and 

probable side effects, several researchers are investigating the antibacterial activity of indigenous medicinal plants 

from throughout the world (Zampini et al., 2009). Purified tannins and crude extracts from various sections of C. 

erectus were evaluated against gram-positive and gram-negative bacterial and fungal strains using the agar disc 

diffusion method. Zone of inhibition (ZOI) was measured against S. cerevisiae (fungal specie), i.e., 14.30.58 mm. If 

March 2019 | Volume 32 | Issue 1 | Page 215 tannins max. Only S. cerevisiae (fungal specie) showed moderate 

activity against crude extracts of flowers, fruits, leaves, and stems, with ZOI of 11.30.5 mm, 13.30.5 mm, 10.30.5 mm, 

and 11.0 1 mm, respectively(Rehman et al., 2019). 

 

Antibacterial assay 

C. erectusis a kind of Conocarpus. Gram-positive bacteria were shown to be more sensitive to antibacterial agents than 

gram-negative and acid-fast bacteria in a study. The highest ZOI calculated against gram-positive bacterial strains S. 

aureus and B. subtilis was 21.00 mm and 23.00 mm, respectively (Bashir et al., no date). The ZOI of n-butanol extract 

of C.erectusmax. was reported as 22 mm against Streptococcus pneumonia and 21 mm against E. coli in another 

antibacterial experiment, which was also the same in previous work (Rehman et al., 2019). Raheema (2016) claims 

that the C.lancifolius plant extract possesses antibacterial and antiviral effects against pathogenic microorganisms. 

The findings contrast with Saad et al., 2014, who found that the plant exhibited moderate antibacterial and low 

antifungal activity(Raheema and Shoker, 2020). The methanolic extract of C. lancifolius was tested against six bacterial 

strains. If the diameter of the zone of inhibition was greater than or equal to 7 mm, the extract was declared active 

against any microbial species.With an 11mm inhibition zone, the antibacterial activity was shown to be strongest 

against K. pneumonia. Clinical isolates of B. cereus were also found to be sensitive to the extract, with a 9mm 

sensitivity zone. S. aureus and P. mirabilis had no activity, while E. coli and P. aeruginosa had low activity (8mm). 

According to the findings (Touqeer et al., 2014), the existence of antibacterial activity in the plant indicates that it has 

a medical benefit. Defatted methanolic extracts of C.erectus leaf, stem, flower, and fruit were evaluated for 

antibacterial activity against two Gram-positive bacteria (S. aureus and B. subtilis), three Gram-negative bacteria (E. 

coli, K. pneumonia, and P. aeruginosa), and an acid-fast bacterium (M. phlei). Gram-positive bacteria had the biggest 

identified inhibitory zones for extracts, followed by M. pheli, an acid-fast bacterium, and, lastly, Gram-negative 

bacteria(Ayoub, 2010). 

 

Anti urease activity  

Antifreeze compounds include a variety of substances, with hydroxamic acids being the most well-known urease 

inhibitors. The dichloromethane extract was inert, while the methanol extract of C.lancifolius at 0.5 mM inhibited 91.5 

percent of the cells with an IC50 of 49.1 1.31. Thiourea was used as a starting point.(Balunas and Kinghorn, 

2005).LFN's antifreeze action was also tested using a urease inhibition assay with thiourea as the control. IC50 (M) 

and % inhibition at 0.5 mM were computed as 66.54 0.26 and 162.70 0.21, respectively, indicating urease inhibitory 

property (Saadullah, Asif and Bibi, no date).C.lancifolius methanol extract showed considerable antifreeze action, 

with a percentage inhibition value of 81.11.82 and an IC50 value of 49.1 1.31 (Mohammed, Mousa and Alwan, 2019). 

 

Cytotoxicity 

The cytotoxicity of C.lancifolius extract was assessed in vitro using a hemolysis assay in which healthy and non-

smoker human blood erythrocytes (RBCs) were employed. The absorbance of RBC disruption by 50 g/ml of 

C.lancifoliusextract was 0.035 at 540 nm, compared to 0.009 for normal saline. On the other hand, 1.513 absorbances at 

the same wavelength were demonstrated after dilution with 20 times distilled water (Mohammed, Mousa and 

Alwan, 2019).The essential oil of C.erectusis said to be cytotoxic. Some studies back up the theory that there is a 

relationship between toxicity and inhibitors (antioxidant activity) (Safwat, Hamed and Helmy, 2018). The presence of 

hexadecanoic acid, 2, 3-dihydroxypropyl, in HMEL of C.lancifolius could explain its cytotoxic impact. In previous 

studies, hexadecenoic acid was cytotoxic to human leukaemia cells at concentrations of 12.5 to 50 g/ml but not to 

normal human dermal fibroblasts.(Moni et al., 2023).Flavonoids extracted from C. erectusleaves for (Ethyl acetate) 

demonstrated 81.6 percent cytotoxic activity on the breast cancer cell line (Hela) at a concentration of 200 mg/ml 

Poojaben Prajapati et al., 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69059 

 

   

 

 

compared to minimum cytotoxicity of 10.2 percent at the same concentration of normal rat embryonic fibroblast cell 

line (REF), and 73.6 for chloroform extract percent at 200 mg/ml of extract concentration and 11.2 percent in REF at 

200 mg/ml. (Faraj and Shawkat, 2020). 

 

CONCLUSION 

 
Scientists are constantly researching natural products because the traditional medical system relies on synthetic 

compounds that have one or more negative side effects. Conocarpus species is a powerful traditional medicine that 

has been used for centuries to cure many different diseases. The current review reported data on C.lancifolius and 

C.erectus traditional uses, phytochemical constituents, and pharmacological activities. According to the data, the 

majority of the research was conducted on extracts from various parts of the plant, particularly the leaves, which 

demonstrated a wide range of pharmacological activities. Figure 6 depicts the various pharmacological activities of 

this plant. However, the molecular mechanism underlying their specific pharmacological activities remains 

unknown. This article contains information on approximately 60 substances isolated or identified from various parts 

of these two plants. Phytochemical studies revealed that the majority of the chemical constituents are tannins, 

flavonoids, alkaloids, glycosides, sterols, and triterpenoids. Only a few of the identified phyto chemicals have 

significant pharmacological effects. Despite extensive research on C.lancifolius and C.erectus extracts, isolated 

phytochemicals that can play an important role in drug development still need to be explored. In the future, 

bioassay-guided isolation could be used to identify the key bioactive chemicals responsible for pharmacological 

effects. Even though Conocarpus species has a wide range of medicinal and traditional applications, there still needs 

to be more knowledge about the pharmacological activities' precise mechanisms. As a result, extensive research on 

various types of phytochemicals derived from this plant is required to determine their precise target sites, structure-

activity relationships, pharmacological activities, and mechanism of action to develop safe and effective herbal drugs 

of various diseases. 
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Highlights 
This is a detailed review of Conocarpus speices Describing its Biological Activities, Medicinal values, and its 

Geographical distribution. This plant's phyto chemicals are traditionally used for treating syphilis, diarrhoea, 

tumors, orchitis, gonorrhea, diabetes, prickly heat, and swelling. It is also used in modern medicine to treat iron 

deficiency, catarrh, conjunctivitis, gonorrhea, and diabetes. In the future, the genes of this plant, specifically for this 

species, can be identified using molecular biology analysis and plant genomics techniques, and these genes can be 

used to increase medicinal plant values. 

Poojaben Prajapati et al., 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69060 

 

   

 

 

REFERENCES 
 

1. A. Elkhalifa, A. (2020) ‘Morphological and chemical characterization of Prosopis juliflora (Sw.) and Conocarpus 

lancifolius Engl. in Sudan’, International Journal of Scientific and Research Publications (IJSRP), 11(1), pp. 10–15. 

doi: 10.29322/ijsrp.11.01.2021.p10903. 

2. Abdel-Hameed, E. S. S., Bazaid, S. A. and Sabra, A. N. A. (2013) ‘Protective effect of conocarpus erectus extracts 

on CCL4-induced chronic liver injury in mice’, Global Journal of Pharmacology, 7(1), pp. 52–60. doi: 

10.5829/idosi.gjp.2013.7.1.7188. 

3. Abdel-Hameed, E. S. S., Bazaid, S. A. and Shohayeb, M. M. (2014) ‘RP-HPLC-UV-ESI-MS phytochemical analysis 

of fruits of Conocarpus erectus L.’, Chemical Papers, 68(10), pp. 1358–1367. doi: 10.2478/s11696-014-0570-6. 

4. Afifi, H. S. et al. (2021) ‘Source of Phenolic Compounds and Antioxidants’, pp. 1–14. 

5. Al-Shatti, A. H. et al. (2014) ‘The Allelopathic Potential of &lt;i&gt; Conocarpus lancifolius&lt;/i&gt; (Engl.) 

Leaves on Dicot (&lt;i&gt;Vigna sinensis & lt;/i&gt; L.), Monocot (&lt;i&gt;Zea mays&lt;/i&gt; L.) and Soil-Borne 

Pathogenic Fungi’, American Journal of Plant Sciences, 05(19), pp. 2889–2903. doi: 10.4236/ajps.2014.519304. 

6. Al-Wabel, M. I. et al. (2013) ‘Pyrolysis temperature induced changes in characteristics and chemical composition 

of biochar produced from conocarpus wastes’, Bioresource Technology, 131, pp. 374–379. doi: 

10.1016/j.biortech.2012.12.165. 

7. Alhasan, D. A. H., Dawood, A. Q. and Abbas, D. (2019) ‘InVitro Antimicrobial Activity of Conocarpus spp Leaf 

Crude Extract Muter College of Veterinary Medicine , University of Thi-Qar , Iraq Email : 

dhurghamalhasan@utq.edu.iq Abstract Materials and Methods Sample Preparation Preliminary Bioactivity of 

Dried M’, 14(2). 

8. Ali, S. A., Sharief, N. H. and Mohamed, Y. S. (2019) ‘Hepatoprotective Activity of Some Medicinal Plants in 

Sudan’, Evidence-based Complementary and Alternative Medicine, 2019. doi: 10.1155/2019/2196315. 

9. Ayoub, N. A. (2010) ‘A trimethoxyellagic acid glucuronide from Conocarpus erectus leaves: Isolation, 

characterization and assay of antioxidant capacity’, Pharmaceutical Biology, 48(3), pp. 328–332. doi: 

10.3109/13880200903131567. 

10. Balunas, M. J. and Kinghorn, A. D. (2005) ‘Drug discovery from medicinal plants’, Life Sciences, 78(5), pp. 431–

441. doi: 10.1016/j.lfs.2005.09.012. 

11. Bashir, M. et al. (no date) ‘Conocarpus erectus’, pp. 1–8. 

12. Bazaid, S. A. et al. (2012) ‘172 Phytochemical Studies and Evaluation of Antioxidant, Anticancer and 

Antimicrobial Properties of Conocarpus erectus L. Growing in Taif, Saudi Arabia El-Sayed S. Abdel-Hameed1,4, 

Salih A. Bazaid1,  Mohamed M. Shohayeb2,3, Mortada M..pdf’, 2(2), pp. 93–112. 

13. ‘Browse Silage in the United’ (2008), 3(1), p. 8237. 

14. Carneiro, D. B., Barboza, M. S. L. and Menezes, M. P. (2010) ‘Plantas nativas úteis na Vila dos Pescadores da 

Reserva Extrativista Marinha Caeté-Taperaçu, Par{, Brasil’, Acta Botanica Brasilica, 24(4), pp. 1027–1033. doi: 

10.1590/s0102-33062010000400017. 

15. Chaveerach, A. et al. (2014) ‘Genetic verification and chemical contents identification of Allamanda species 

(Apocynaceae)’, Pakistan Journal of Pharmaceutical Sciences, 27(3), pp. 417–424. 

16. Cragg, G. M. et al. (2012) ‘The impact of the United Nations Convention on Biological Diversity on natural 

products research.’, Natural product reports, 29(12), pp. 1407–1423. doi: 10.1039/c2np20091k. 

17. Dai, J. and Mumper, R. J. (2010) ‘Plant phenolics: Extraction, analysis and their antioxidant and anticancer 

properties’, Molecules, 15(10), pp. 7313–7352. doi: 10.3390/molecules15107313. 

18. Faraj, A. K. and Shawkat, M. S. (2020) ‘Cytotoxic effect of flavonoids extracted from conocarpus erectus leaves on 

Hela cell and ref’, Plant Archives, 20, pp. 3476–3480. 

19. Ferlay, J. et al. (2010) ‘Estimates of worldwide burden of cancer in 2008: GLOBOCAN 2008’, International Journal 

of Cancer, 127(12), pp. 2893–2917. doi: 10.1002/ijc.25516. 

20. Gany Yassin, S. and Mohammed, T. (2020) ‘Molecular and chemical properties of a common medicinal plants in 

Iraq’, EurAsian Journal of BioSciences Eurasia J Biosci, 14(September), pp. 7515–7526. 

Poojaben Prajapati et al., 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69061 

 

   

 

 

21. Gholami, A. et al. (2013) ‘Evaluation of ‚Conocarpus erectus‛ plant as biomonitoring of soil and air pollution in 

ahwaz region’, Middle East Journal of Scientific Research, 13(10), pp. 1319–1324. doi: 

10.5829/idosi.mejsr.2013.13.10.1182. 

22. Guochun, Z., Ha, Z. and Ch, N. (1999) ‘3 ÷≤ 1 ¡¡ 1 1 √ ≠ ˛’, 015, pp. 1–4. 

23. Hameed, E. (2012) ‘Phytochemical Studies and Evaluation of Antioxidant, Anticancer and Antimicrobial 

Properties of Conocarpus erectus L. Growing in Taif, Saudi Arabia’, European Journal of Medicinal Plants, 2(2), 

pp. 93–112. doi: 10.9734/ejmp/2012/1040. 

24. Hayashi, T. and Thomson, R. H. (1975) ‘New lignans in Conocarpus erectus’, Phytochemistry, 14(4), pp. 1085–

1087. doi: 10.1016/0031-9422(75)85192-2. 

25. Ishaque, S. et al. (2021) ‘Biological and Clinical Sciences Research Journal’, Biological and Clinical Sciences 

Research Journal, pp. 1–9. 

26. Ismaiel, G. H. H. (2018) ‘Antioxidant, Antimicrobial and Anticancer Activities of Egyptian Conocarpus erectus L. 

leaves Extracts’, Egyptian Journal of Food Science, 46(1), pp. 165–174. doi: 10.21608/ejfs.2018.85913. 

27. Jalal, G. K. and Al-khafaji, S. J. (2020) ‘Heavy Metals and Polycyclic Aromatic Hydrocarbons ( PAHs ) 

Distribution in Conocarpus Lancifolius Plant Leaves in Basrah ’, 11, pp. 936–950. 

28. Jose, B., Jesy, E. J. and Nedumpara, R. J. (2014) ‘World Journal of Pharmaceutical ReseaRch SEED EXTRACTS’, 

World Journal of Pharmaceutical Research, 3(3), pp. 5041–5048. doi: 10.20959/wjpr201610-7083. 

29. K, K. and L, B. B. (2001) Biology of Mangroves and Mangrove Ecosystems, Advances in Marine Biology. 

30. Krikorian, A. D. (1982) ‘ Atlas of Medicinal Plants of Middle America: Bahamas to Yucatan. Julia F. Morton ’, The 

Quarterly Review of Biology, 57(1), pp. 93–93. doi: 10.1086/412656. 

31. Kviecinski, M. R. et al. (2008) ‘Study of the antitumor potential of Bidens pilosa (Asteraceae) used in Brazilian folk 

medicine’, Journal of Ethnopharmacology, 117(1), pp. 69–75. doi: 10.1016/j.jep.2008.01.017. 

32. Martins, N. et al. (2015) ‘Plants used in folk medicine: The potential of their hydromethanolic extracts against 

Candida species’, Industrial Crops and Products, 66, pp. 62–67. doi: 10.1016/j.indcrop.2014.12.033. 

33. Mohammed, S. A., Mousa, H. M. and Alwan, A. H. (2019) ‘Determination of hemolytic cytotoxicity and 

antibacterial activity of conocarpus lancifolius aqueous leaves extract’, IOP Conference Series: Materials Science 

and Engineering, 571(1). doi: 10.1088/1757-899X/571/1/012045. 

34. Moni, S. S. et al. (2023) ‘Spectral analysis, in vitro cytotoxicity and antibacterial studies of bioactive principles 

from the leaves of Conocarpus lancifolius, a common tree of Jazan, Saudi Arabia’, Brazilian Journal of Biology, 

83, pp. 1–10. doi: 10.1590/1519-6984.244479. 

35. Nair, R. and Chanda, S. (2007) ‘In-vitro antimicrobial activity of Psidium guajava L. leaf extracts against clinically 

important pathogenic microbial strains’, Brazilian Journal of Microbiology, 38(3), pp. 452–458. doi: 10.1590/S1517-

83822007000300013. 

36. Nascimento, D. K. D. et al. (2016) ‘Phytochemical screening and acute toxicity of aqueous extract of leaves of 

Conocarpus erectus Linnaeus in Swiss albino mice’, Anais da Academia Brasileira de Ciencias, 88(3), pp. 1431–

1437. doi: 10.1590/0001-3765201620150391. 

37. Nawwar, M. A. M., Buddrus, J. and Bauer, H. (1982) ‘Dimeric phenolic constituents from the roots of Tamarix 

nilotica’, Phytochemistry, 21(7), pp. 1755–1758. doi: 10.1016/S0031-9422(82)85054-1. 

38. Ncube, N. S., Afolayan, A. J. and Okoh, A. I. (2008) ‘Assessment techniques of antimicrobial properties of natural 

compounds of plant origin: Current methods and future trends’, African Journal of Biotechnology, 7(12), pp. 

1797–1806. doi: 10.5897/AJB07.613. 

39. Nettel, A. et al. (2008) ‘Ten new microsatellite markers for the buttonwood mangrove (Conocarpus erectus L., 

Combretaceae)’, Molecular Ecology Resources, 8(4), pp. 851–853. doi: 10.1111/j.1755-0998.2008.02088.x. 

40. Raheema, R. H. and Shoker, R. M. H. (2020) ‘Phytochemicals screening and antibacterial activity of silver 

nanoparticles, phenols and alkaloids extracts of conocarpus lancifolius’, EurAsian Journal of Bio Sciences Eurasia 

J Biosci, 14(November), pp. 4829–4835. 

41. Rajiv Roy, Raj K Singh, Shyamal K Jash, Atasi Sarkar, D. G. (2014) ‘Combretum quadrangulare (Combretaceae): 

Phytochemical Constituents and Biological activity’, Indo American Journal of Pharmaceutical Research, 4(8), pp. 

3416–3427. 

Poojaben Prajapati et al., 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69062 

 

   

 

 

42. Raza, M. A. et al. (2016) ‘Antioxidant and antiacetylcholine esterase potential of aerial parts of Conocarpus 

erectus, Ficus variegata and Ficus maclellandii’, Pakistan Journal of Pharmaceutical Sciences, 29(2), pp. 489–495. 

43. Raza, S. et al. (2020) ‘Metabolite profiling and antidiabetic attributes of ultrasonicated leaf extracts of Conocarpus 

lancifolius’, Asian Pacific Journal of Tropical Biomedicine, 10(8), pp. 353–360. doi: 10.4103/2221-1691.284430. 

44. Raza, S. A. et al. (2021) ‘In vitro pharmacological attributes and metabolite’s fingerprinting of conocarpus 

lancifolius’, Boletin Latinoamericano y del Caribe de Plantas Medicinales y Aromaticas, 20(6), pp. 660–671. doi: 

10.37360/blacpma.21.20.6.47. 

45. Rehman, S. et al. (2019) ‘A Review on Botanical, Phytochemical and Pharmacological Reports of Conocarpus 

Erectus’, Pakistan Journal of Agricultural Research, 32(1). doi: 10.17582/journal.pjar/2019/32.1.212.217. 

46. Renjini K. R., G. G. and L. M. S. (2018) ‘180 Therapeutic Potential of the Phytochemicals in Cassia Occidentalis-a 

Review the Medicinal Properties of Phytochemicals in Catharanthus’, (May). 

47. Saadullah, M. et al. (2020) ‘Cytotoxic and antioxidant potentials of ellagic acid derivatives from Conocarpus 

lancifolius (Combretaceae)’, Tropical Journal of Pharmaceutical Research, 19(5), pp. 1073–1080. doi: 

10.4314/tjpr.v19i5.24. 

48. Saadullah, M., Asif, M. and Bibi, S. (no date) ‘Phytochemical and Molecular Dynamic Analysis of Novel 

Biomolecule Lancifotarene Extracted From Conocarpus Lancifolius as Cytotoxic , Antiurease and Antidiabetic 

Agent’, pp. 1–23. 

49. Saadullah, M., Chaudary, B. A. and Uzair, M. (2016) ‘Antioxidant, phytotoxic and antiurease activities, and total 

phenolic and flavonoid contents of conocarpus lancifolius (Combretaceae)’, Tropical Journal of Pharmaceutical 

Research, 15(3), pp. 555–561. doi: 10.4314/tjpr.v15i3.17. 

50. Safwat, G. M., Hamed, M. M. and Helmy, A. T. (2018) ‘The biological activity of conocarpus erectus extracts and 

their applications as cytotoxic agents’, Pharmacologyonline, 2, pp. 171–184. 

51. Santos, D. K. D. do N. et al. (2018) ‘Evaluation of cytotoxic, immunomodulatory and antibacterial activities of 

aqueous extract from leaves of Conocarpus erectus Linnaeus (Combretaceae)’, Journal of Pharmacy and 

Pharmacology, 70(8), pp. 1092–1101. doi: 10.1111/jphp.12930. 

52. Shanmugapriya, K. et al. (2011) ‘A comparative study of antimicrobial potential and phytochemical analysis of 

Artocarpus heterophyllus and Manilkara zapota seed extracts’, J Pharm Res, 4(8), pp. 2587–2589. 

53. Shoeb, M. (2008) ‘Anticancer agents from medicinal plants’, Bangladesh Journal of Pharmacology, 1(2), pp. 35–41. 

doi: 10.3329/bjp.v1i2.486. 

54. Shohayeb, M., Abdel-Hameed, E. and Bazaid, S. (2013) ‘Antimicrobial activity of tannins and extracts of different 

parts of Conocarpus erectus L.’, International Journal of Pharmac y and Biological Sciences, 3(2), pp. 544–553. 

Available at: http://ijpbs.com/ijpbsadmin/upload/ijpbs_51dbb691221f1.pdf. 

55. Stournaras, E. and Tziomalos, K. (2015) ‘Herbal medicine-related hepatotoxicity’, World Journal of Hepatology, 

7(19), pp. 2189–2193. doi: 10.4254/wjh.v7.i19.2189. 

56. Touqeer, S. et al. (2014) ‘Antibacterial and Antifungal Activity of Conocarpus Lancifolius Engl. (Combretaceae)’, 

Journal of Applied Pharmacy, 6(3), pp. 153–155. doi: 10.21065/19204159.6.3.132. 

57. Touqeer, S., Saeed, M. A. and Khalid, S. (2015) ‘Thin layer chromatographic study of Conocarpus lancifolius, 

Melaleuca decora and Syngonium podophyllum’, Research Journal of Pharmacy and Technology, 8(1), pp. 74–77. 

doi: 10.5958/0974-360X.2015.00015.3. 

58. Wang, G., Tang, W. and Bidigare, R. R. (no date) ‘Agents’, (2), pp. 197–198. 

59. Wink, M. et al. (2005) ‘ Sustainable bioproduction of phytochemicals by plant in vitro cultures: anticancer agents 

’, Plant Genetic Resources, 3(2), pp. 90–100. doi: 10.1079/pgr200575. 

60. Zampini, I. C. et al. (2009) ‘Antimicrobial activity of selected plant species from ‚the Argentine Puna‛ against 

sensitive and multi-resistant bacteria’, Journal of Ethnopharmacology, 124(3), pp. 499–505. doi: 

10.1016/j.jep.2009.05.011. 

 

 

 

 

Poojaben Prajapati et al., 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69063 

 

   

 

 

Table 1: C. erectus different parts and its phytochemicals 

Plant Part Phytochemicals Reference 

C.erectus 

leave 

(Decanoic acid derevatives) 22- tritetracontanone, 1-octanol, 2-butyl-oleic 

acid, Benzene, (1-butyloctyl)-propylmethylenedioxypregna-1,4-diene-3,20-

dione, Iso-velleral, diacetate 

(Safwat, Hamed 

and Helmy, 2018) 

leave 

trans-phytol, Neophytadiene, Methyl hexadecanoate, n -Hexadecanoic acid, 

Methyl Linolenate, 9,12,15-Octadecatrien-1-ol, 2 -Palmitoylglycerol, 

Heptacosane, Nonacosane, Cyclooctacosane, HexadecamethylOctasiloxane, 

gamma. -Sitosterol, alpha. -Amyrin 

(Guochun, Ha 

and Ch, 1999) 

leave 
n-Hexane, Ethyl Acetate, Tetradecane, Pentadecane, Hexadecane, 

Benzene,1,1-(1,2-cyclobutaned, Dibutyl phthalate 

(Gany Yassin and 

Mohammed, 

2020) 

leave 

Pyrogallol, 3- hydroxytyrosol,Protocatchouic acid, Chlorogenic acid, 

Catechol, Catechin, Caffeine, Caffeic acid, P- OH benzoic, 4- amino benzoic 

acid, Vanillic acid, Ferulic acid, Iso-ferulic acid, Epi- catachin, Reversetrol, E- 

vanillic acid, Ellagic acid, Alpha- coumaric, Salycillic acid, 3,4,5 

Methoxycinnamic 

Coumarin, p- Coumaric acid, Cinnamic acid, Benzoic acid, Naringin, 

Hesperidin, Rosmarinic acid, Quercetrin, Luteolin, Kaempferol, Hespertin, 

Apegenin, 7- Hydroxyl-flavone 

(Ismaiel, 2018) 

leave 

3,3′-Dimethoxyellagic acid, Brevifolin carboxylic acid, Quercetin 3-O-

glucuronide, Myricetin 3-O-glucuronide, Syringetin 3-O-glucuronide, 

Ellagitannin, castalagin, Quercetin, Myricetin, Syringetin, 3,4,3′-

Trimethoxyellagic acid, trimethoxy-ellagic glycoside, 3,3,4-tri-O-

methylellagic acid 4-O-β-, glucupyranuronide, 

(Martins et al., 

2015) 

stem 
Conocarpan, dehydrodi-isoeugenol (lignan), conocarpol, 1,4-diarylbutane 

(lignan), 2’-methoxyconocarpol 

(Rehman et al., 

2019) 

fruit 

Gallic acid, Catechin, Taxifolin, Quercetin- O-β-D-glucoside-(1-6)-gallic, 

Rutin, Quercetin- O-β-D-glucoside, Kaempherol-3- O- rutinoside, 

Kaempferol-3-O- β-glucoside, apigrnin. 

(Abdel-Hameed, 

Bazaid and 

Shohayeb, 2014) 

leave 

Gallocatechin, Caffeic acid, Pauciflorol A, Myricetin, Myricetin 3-

glucoronide, Apigenin-7-O-glucoside, Chlorogenic acid, Fertaric acid, 

Discretine 

(Santos et al., 

2018) 

fruit Vescalagin, Ellagic acid, castalagin, di-(hexahydroxy diphenoyl) galloyl (Ismaiel, 2018) 

leave 
trimethoxy-ellagic glycoside (3,3',4'-triO-methylellagic acid 4-O-β-

glucupyranuronide) 
(Ismaiel, 2018) 

 

Table 2: C.lancifolius different parts and its phytochemicals 
 

Plant Part Phytochemicals Reference 

C.lancifolius 

leave 
Tannins, Saponins, Comarins, Phenols, Alkaloids, Flavonoids, Glycoside, 

Terpenes, Rutin, Epigenen, Kamferol, Catechine 

(Raheema and 

Shoker, 2020) 

leave 

ethanone,1,1'-(1,4-phenylene) bis-, benzene, 4-methoxy-1-nitro-2-( 

trifluoromethyl)-, cholan-24-oic acid, 3,6-bis(acetyloxy)- methyl ester (3, 

alpha., 5.beta., and 6.alpha), 

Terephthalic acid, isobutyl 2-phenylethyl ester, 

1,3,4-Oxadiazol-2-amine, 5-(4-bromophenyl)-, 

1H-indole, 5-methyl-2-phenyl-, 

Benzo [h]quinolone, 2,4-dimethyl- 

(Alhasan, 

Dawood and 

Abbas, 2019) 
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root 

Quercetin, Gallic acid, Vitamin c, Chlorogenic acid, M.Coumeric acid, 

Sinapic acid, Ferulic acid, 4-OH 3-methoxy 

Benzoic acid, Caffeic acid. 

(Saadullah, 

Chaudary and 

Uzair, 2016) 

leave 

1,5 heptadiene, 2,4 dichloro phenol, 1,3 heptadiene, 1,3 octadiene, 

Cyclohexadene, Propionaldehyde, 3,3 dimethyl phenyl benzene, Hydroxyl 

phenyl acetic acid, Beta phenylethylamine, Dotriacontane, Docosane, 

Henesol, N butyl octadec 9 enamide, Bicyclogermacerene, Pyrogallol, 

Cetylic acid, Hydroxyl tyrosol, Methyl benzoate, 2,6 ditert butyl 4 dimethyl 

benzyl phenol, Mellibiose, Ericdictyol, Dianhydromannitol, 3 di methyl 1 

phenyl 1 butynl benzene, Heneicosane, Tetracosane, Spathulol, 2,10 

pentamethyl licosane, Proceroside, Calamenene, 1 tetradecane 

(Rehman et al., 

2019) 

leave 
Gallic acid, Corilagin, Terflavin B, Ellagic acid, Kaempherol-3-O-

rutinoside, Isorhamnetin 

(Raza et al., 

2020) 

leave 

1-(3-Methoxy-2- nitrobenzyl) isoquinoline, Morphin-4-ol-6,7-dione, 1-

Bromo-N-methyl-, Phytol, Hexadecanoic acid, 2,3-dihydroxypropyl ester, -

Terthiophene, Ethyl iso-allocholate, Caryophyllene oxide, Epiglobulol, 

Cholestan-3-ol, 2-methylene-, Dasycarpidan-1-methanol, acetate (ester), 

Campesterol, Oleic acid, epicotyl ester, 

(Moni et al., 

2023) 

leave 

1,5 heptadiene, 2,4 dichloro phenol, 1,3 heptadiene, 1,3 octadiene, 

propionaldehyde, hydroxyl phenyl acetic acid, dotriacontane, docosane, 

pyrogallol, hydroxyl tyrosol, methyl benzoate, melibiose, 

dianhydromannitol, heneicosane, tetracosane, proceroside, 1 tetradecane. 

(Al-Shatti et al., 

2014) 

leave 

Epicatechin, Isorhamnetin, Cornoside, rutin, Skimmianine, Fumaric acid, 

Creatinine, Choline, Pyruvic acid, 3-Hydroxybutyric acid, 

Hypophyllanthin, Phyllanthin. 

(Raza et al., 

2021) 

aerial 
Chlorogenic acid, Quercetin, Ferulic acid, 4-OH 3-methoxy benzoic acid, 

Caffeic acid, hexadecanoic acid, kaempherol-3-O-rutinoside. 

(Saadullah, 

Chaudary and 

Uzair, 2016) 

leave beta phenylethylamine, acetylenic acid, eriodyctiol, α-glucose 
(Al-Shatti et al., 

2014) 

 

 
 

Fig. 1: C. lancifoliusplant (source:https://techooid.com/ 

myths-facts-conocarpus-plantation-pakistan) 

(source: https://www.flowersofindia.net/catalog/ 

slides/Lanceleaf%20Buttonwood.html) 

Fig. 2: C. erectusplant (source: https://en. wikipedia. 

org/wiki/Conocarpus)(source:https://plants 

universe.com/buy-conocarpus-online-in-pakistan) 
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Fig. 3: C. erectus Geographical distribution (Source: 

https://www.gbif.org/) 

Fig. 4: C.lancifolius Geographical distribution 

(Source: https://www.gbif.org/) 

 
 

Fig 5: Secondary metabolite of C. erectusand C.lancifolius Fig. 6: The pharmacological activities of 

Conocarpus species are graphically illustrated. 
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Communication skills play a crucial role in the life of an engineering professional as well as an 

academician. The present paper is an attempt to understand the difficulties faced by the engineering 

students, especially the Information Technology female students, from HR (Human Resource Manager) 

perspective for recruiting an engineering graduate with regards to their Communication skills in English. 

It has been largely observed through research (PhD these and research articles) that majority of the 

engineering graduates lack in the basic communication skills in English and are unable to succeed in 

interviews during placement. Hence, a study to understand the Human Resource Managers’ perspective 

was taken by the researcher as so that the skills required by the industry while recruiting the IT 

engineering graduates can be found, especially the female in the larger interest of the students. 14 HR 

executives from recruiting companies located in Gujarat State were asked to participate in a survey 

through a questionnaire and then their answers were analysed to understand the communication skills 

required by engineering graduates before going for a placement activity. 

 

Keywords: HR executive, communication skills, recruitment, female engineering graduates, problems, 

Information Technology 

 

INTRODUCTION 

 
In the 21st century, it has become mandatory for any engineering graduate to acquire the communication skills for a 

better placement opportunity. There is a gap between the industry requirement and the communication skills the 

engineering students have. NASSCOM survey of 2019 said that every year India produces around 15 lakh 

engineering graduates, but only 2.5 lakh graduates get jobs. The Niti Aayog Chairman Rajiv Kumar in 2019 stated 
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that about 45% of the management and 48% of the engineering students in the country are unemployed. Hence, it 

seems very apparent that the engineering graduates, especially the females who aspire to be in IT industry, need to 

be taught the communication skills which make them industry ready. 

 

Aim 

To find out the need of communication skills for female engineering graduates, especially the IT Engineering, from 

HR perspective. 

 

RESEARCH METHODOLOGY 
 

A study was conducted as part of the PhD survey by the researcher in 2023 by framing a questionnaire for assessing 

the IT female graduates’ communication skills, which included the survey on 14 HR executives from engineering 

recruiting companies. The survey included questions related to the recruitment of engineering graduates and the 

HRs responded to the open-ended questions like their choice of recruitment from government or private institute, 

their experience in the recruitment process, the students’ ability of communication skills/English, required 

communication skills for an engineering student who wishes to go for a placement, the skills lacked by the students 

regarding their communication, the role of English teachers in drafting the syllabus of English in collaboration with 

recruiting agencies, group discussion skills, initiatives the University/institute should take to strengthen the 

communication skills of engineering students, the problems of those engineering students who have poor 

communication skills, the need of both technical and soft skills. In the research paper English/Communications refer 

to the communication skills in English.  

 

Analysis of the Questionnaire 

The current section contains the analysis of Human Resource (HR) executives recruiting engineers across the state. It 

will be analyzed both qualitatively and quantitatively. The current questionnaire was designed to find the 

observations of the HR executives on the requirement of specific communication skills for the IT female 

undergraduate engineering students. There were 14 HR executives who responded to the questionnaire. The 

opinions of the executives matter with regards to the need of communication skills in English for the would-be 

engineers. Following is the detailed analysis of the questionnaire. 

1. Which colleges do you prefer the most for recruitment? 

 

Observations 

The first question was formed to find the opinions of the HR executives regarding the choice of HR executive’s’ 

choice of recruitment. The reply says that all the 14 executives wish both government and self-financed colleges for 

recruitment. While comparing government institutes with certain top ranked self-financed institutes, we can see that 

in the government institutes, the placement ration remains very poor. One of the grounds behind both the types of 

colleges for poor placement ratio is the poor communication skills among engineering students. This is backed up by 

the poor type of syllabus and its implementation in the form of examination pattern. Hence, we need a need-based 

syllabus which addresses the needs of the students and helps them with special reference to their placement.  

 
Observations 

The above table states the experience of HR executives. Out of thirteen HRs two HR executives have from one to five 

years of recruiting experience. 11 HRs have a vast experience of 10-15 years of recruiting experience. It was very 

crucial to know their experience as the responses to other questions will show their acquaintance of recruitment and 

the requirement of recruiting agencies. 

 

Observations 

Third question was posed with an aim to find out whether the students possess good communication and soft skills 

required by the organisations or not. Eight respondents out of thirteen say that the students do not have good 
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command on the communication skills and soft skills required by the organisations. Whereas five recruiters say that 

the students partially possess the command on the communication and soft skills required by the organisations. This 

brings a concern that the students need to be trained in communication and soft skills. 

 

4. Which communication and soft skills are required by the students when they wish to sit for placement? 

The fourth question was put to find the skills required by the students when they sit for placement. Most of the HR 

executives having experience of more than 10-15 years, we can say that their opinions matter for the required skills 

for students wishing to go for placement. Following are the observations collected from the responses. 

 

1. Students should be able to communicate appropriately and confidently and also able to  talk descriptively 

instead of just answer in yes or no. 

2. Students should be able to do better presentations, public speaking. 

3. For technical students, written and oral communication is the necessity. 

4. Students should be prepared to face the interviews and group discussion. 

5. Appropriate personality which is suitable for the job is very important. 

6. Leadership traits are very important in today’s generation. 

7. Approach to work should be positive, one should be aware of work ethics, performance excellence and negation 

skills are also required. 

8. Students should equally possess good listening skill and they must have good command  on the English with 

pronunciation. 

 

5. Which fundamental skills do most of the IT female engineering students lack in relation to placement? 

The fifth statement was meant to find the skills lacked by the engineering students with regards to placement. The 

response to this question talks about the fundamental skills which are responsible for the poor placement among the 

engineering students. Following things are figured from the responses of the HR executives. 

 

Grasp on soft skills and communication skills 

1. Students fall short to answer very basis questions relating to their own studies and expressing in English. 

2. Verbal and written skills in English need practice 

3. Presentation and Group discussion skills 

4. Willingness to learn new and creative things 

5. Participation in discussions 

6. Interpersonal skills 

 

Observations 

The sixth statement was intended to get the opinions for the industry inputs. Whether the institutes need to have a 

word with the industry recruiting people to meet the requirement of communication and soft skills for the engineers. 

Nine respondents strongly agree with the statement. Two recruiters agree, while one recruiter is neutral and one 

recruiter strongly disagrees. Hence, we recommend the involvement of industry for their inputs in the syllabus of 

English for engineering students. 

 

Observations 

Seventh question was meant to find out the role of English teachers’ in designing the engineering students with good 

language and soft skills. Nine recruiters out of thirteen strongly agree that the teachers have a great role in 

developing the language and soft skills of engineering students. Three recruiters simply agree while 1 recruiter 

strongly disagrees to the question. This brings us to the conclusion that the teachers of English have a major role to 

play in the technical education and for the students of engineering. 
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Observations 

Question number eight was meant to inquire whether the recruiters carry out group discussions or not. Eleven 

recruiters out of thirteen say that they carry out group discussion as a part of placement and two recruiters mention 

that they do not carry out group discussion. As group discussions are very important part of process of placement 

activities, it is important to be taught to the students. Hence, it is recommend that group discussion to be carried out 

as part of classroom practical activity and weight age in assessment should also be given to it. 

 

Observations 

Question number nine was asked to verify whether majority of engineering students possess better group discussion 

skills or not. This is to brings to notice whether students need any training for developing their group discussion 

skill. Out of 14 recruiters 8 mention that the students do not possess good group discussion skill, while five recruiters 

say that students partially possess good group discussion skill. It is clear that group discussion is an inevitable part 

of syllabus and assessment pattern in the syllabus 

 

Q-10 What initiatives according to you the University/institute should take to improve the English and soft skills of 

IT female engineering students? The 10th question was designed to find the initiatives required by the University or 

institute to improve the soft skills of engineering students. The opinions from the recruiters propose the steps to be 

taken for improving the soft skills. Following are the responses stored from the HR executives. 

1. One opinion tells the university/institute gets students realise the communication skills in   English are also 

important along with technical skills. 

2. Students should be trained for group discussions, debates, elocution, and mock interviews. 

3. Confidence matters for facing the interviews. This is one of the major important factors  along with developing 

skills required for facing the interviews. 

4. Institutes should collaborate with the industry for preparing the students for interview and   job skills. 

5. Placement cell at the college level should train the students for better soft skills and job skills. 

6. The institutes should take additional initiatives for preparing the students. 

7. Training on aptitude, soft skills, and interview techniques should be given before  placement activities start. 

8. Students need to be given training to answer descriptively in English language. 

9. Remedial classes for teaching students English language should be availed by the University for developing 

their better communication skills. 

10. Not only speaking but also writing skills must be developed. 

 

Observations 

The eleventh question was put to figure out the reasons behind the poor communication skills of the students. 7 

recruiters out of 14 say that lack of poor school background is a reason behind the poor communication skills of 

engineering students. One recruiter is of the opinion that confidence is a major factor for learning communication 

skills. 1 recruiter finds motivation very important factor. Three recruiters say that traditional syllabus is responsible 

for poor communication skills. One recruiter thinks that the English speaking environment in the campus is liable 

behind the poor skills in language. Out of the many reasons behind the poor language skills of the engineering 

students, one of the reasons is traditional syllabus of English. This brings our notice to the requirement of need-based 

syllabus of English for undergraduate engineering students. The following table is the depiction of the responses 

collected through Google form. 

 

Observations 

The final statement was designed to find if recruiters give importance to only technical    knowledge or only soft 

skills or both. Only one recruiter says that he/she selects candidates with good hold on technical skills but average on 

soft skills. 12 recruiters, which is the majority of the respondents, opine that they choose candidates who have 

command on both soft skills and technical skills. This means that a student should have both technical and soft skills 

and hence a need-based syllabus which gets ready the students equally in soft skills is the need do the hour. 
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Hence, it is recommended that the needs of the students to be assessed before teaching.  

 

Findings & Recommendations from HR Questionnaire 

Following section mentions the examination of the HR questionnaire, in which 14 HR executives from different 

engineering recruiting organisations answered. The opinions of the HRs consist of some well-known recruiting 

organisations like Tata Consultancy Services (TCS), Hitachi and GNFC. These recruiters have experience of 

recruiting for more than 10 years hence their responses are useful for designing a need-based of English. HRs of 

recruiting agencies responds that they do recruitment from both government and self-financing institutes of 

engineering. This shows that the talent from all the colleges is valued by the organisations. Hence, it becomes 

important to train the students for government engineering institutes in communication and soft skills. Moreover, 

78.6% of the total respondents hold the knowledge of recruitment from 10 to 15 years. 

 

The recruiters are of the belief that good communication and soft skills in English are lacking in the students of 

engineering discipline. 57.1% of the HRs says that students do not own good communication and soft skills in 

English. 42.9% say that the students partly possess good skills in English. It is requested that the students are trained 

for skills required by the industry through extra sessions. Communication and soft skills are required by the 

organisations for their prospective employees like ability to correspond clearly in English with confidence, 

presentation and public speaking, good written and oral communication in English, personality suitable for the job, 

interviews and group discussion skills, positive attitude to work, work ethics, negotiation skills, leadership qualities, 

good listening skill and command on pronunciation in English. 

 

Nine out of thirteen recruiters strongly agree that the teachers of English have a main role to play in preparing the 

engineering students with good language and soft skills. The total level of agreement is 85.7%. This brings to our 

notice that an English teacher plays a very important role in developing the language skills of the engineering 

students and therefore the job of an English teacher is not a normal job in an engineering institute. Group discussion 

is mostly carried out by the organisations recruiting engineers. This is validated by the responses given by the HR 

executives. 78.6% of the HRs says that they carry out group discussions as a part of placement activities. In the same 

line, 57.1% of the HRs declare that majority of the students do not possess good group discussion skill in English, 

while 42.9% partially possess group discussion skill. Hence, it is suggested that group discussions should be 

practiced in the lab sessions to develop the speaking skill in English. 

 

According to the HRs, university/institute should take some measures to improve soft skills of engineering students. 

The institute/university should make students apprehend that technical skills and soft skills both are very important. 

Practice of placement skills like group discussion, interview, presentation etc. should be accomplished by the 

students. Institutes should work with the industry for designing the syllabus that meets the language needs of the 

students. The placement cell at the college level should work for the enrichment of students’ linguistic skills. There 

are certain reasons due to which the students’ communication skills remain poor. 7 respondents agree that due to the 

poor teaching at school level, students find English language difficult to learn. Confidence is also a crucial factor for 

learning language, which is opined by one HR executive. Inspiration is also a reason for poor communication skills 

among engineering students that is responded by one more HR. Other 3 HRs think that due to traditional syllabus, 

communication skills remain poor. 1 HR is of the view that the atmosphere for learning language is very significant 

for developing skills in the campus. Among these factors, we conclude that conservative syllabus is responsible 

behind the poor communication skills of the students and hence a need-based syllabus would be a viable solution. 

 

Whether technical skills are important or soft skills are important or both. The HRs recruiting engineering graduates 

say that both the skills are important from the recruitment angle. 85.7% of the total respondents give precedence to 

both the skills and 14.3% say that good technical skills are more important and soft skills. Hence, it is suggested that 

the faculty of English and the faculty of engineering both should make the students aware that a good command on 

technical and soft skills for achieving success in the job market. 
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CONCLUSION 

 

Apart from the above findings and recommendations, it is recommend that a model syllabus of English to be taught 

to the students of engineering in their third or fourth year for better placement opportunities. It is here that we can 

see the requirement of need-based syllabus of English fulfilled for undergraduate engineering students. The present 

research paper is aimed at helping the engineering students, especially the female students, so that their 

communication skills can be developed and it helps them in the recruitment process. The HR perspective is an 

important factor that helps in understanding the requirement of communication skills for engineering graduates. 
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Table-1 Experience in conducting placement activity 

Q-2 Less than 1 

Yeas 

1-5 

Years 

5-10 

Years 

10-15 

Years 

More than 15 

Years 

What is your experience in conducting campus 

interviews? 

 

0 

 

2 

 

11 

 

0 

 

0 

 

Table-2 Students’ Communication Skills 

Q-3 Yes No Partially 

Do the students possess good communication and soft skills required by the organisation? 0 8 5 

 

Table-3 Syllabus of English & Industry 

Q-6 Strongly 

Agree 

Agree Neutral Disagree Strongly 

Disagree 

Should engineering colleges have a talk with industry 

recruiting people before drafting their syllabus of English 

to meet the communication and soft skills requirement of 

the engineers for job? 

9 2 1 0 1 
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Table-4 Role of English/Communication Skills 

Q-7 Strongly 

Agree 

Agree Neutral Disagree Strongly 

Disagree 

Do you think the teachers of English have a major role to 

play in preparing the engineering students with good 

language and soft skills? 

 

9 

 

3 

 

0 

 

0 

 

1 

 

Table-5 Group Discussion as part of placement 

Q-8 Yes No 

Do you carry out group discussions in the process of placement? 11 2 

 

Table-6 Engineering Students and GD 

 

Table-7 Poor Communication Skills of Engineering Students 

 

Table-8 Choosing Employees from Campus Placement 

Q-12 Candidates with good soft 

skills but average 

technical skills 

Candidates with good 

technical skills but 

average soft skills 

Good command on 

both soft skills and 

technical skills 

What kinds of employees do 

you generally choose from 

campus placement? 

 

0 

 

1 

 

12 

 

Q-9 Yes No Partially 

possess 

Do the majority of engineering students possess good group discussion skill? 0 8 5 

Q-11 Lack of 

poor 

school 

teaching 

in 

English 

Confidence Interest Motivation Old-

fashioned 

Syllabus 

Infrastructural 

facilities 

English 

speaking 

environment 

in the campus 

According to you, 

what could be the 

problems of those 

engineering 

students who have 

poor 

communication 

skills? 

 

 

 

 

 

7 

 

 

 

 

 

1 

 

 

 

 

 

0 

 

 

 

 

 

1 

 

 

 

 

 

3 

 

 

 

 

 

0 

 

 

 

 

 

1 
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Figure 1 Preference for Recruiting College Figure 2 Experience in Conducting Placement 
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Figure 7 Whether Students Possess GD Skills Figure 8 Problems with Students having Poor 
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The placement of capacitors in radial distribution networks plays a vital role in improving power quality. 

In the present work, a particle swarm optimization-based approach has been presented to allocate shunt 

capacitors in radial distribution networks. The objective function is formulated to minimize the active 

power loss in the system after the optimal placement of capacitors. The standard 33-node and 69-node 

test systems are considered for the analysis and validation of the results. Case studies are carried out to 

compare the performance of the distribution network with the placement of single and multiple 

capacitors. Results show that optimal placement of capacitors with proper sizing can significantly reduce 

the active/reactive power losses, improve the node voltage profile, and enhance the voltage stability of 

the distribution network. 

 

Keywords:  Active power losses; capacitor placement; radial distribution network; voltage stability. 

 

INTRODUCTION 
 

Reactive power compensation with the addition of shunt capacitors is beneficial in radial distribution networks 

(RDN) to reduce line losses, balance the line loading, and improve the voltage profile. Research has made many 

efforts to improve the performance of RDN by optimal placement of DGs and adopting reconfiguration of the 

network. Reactive power compensation by shunt capacitor banks (SCBs) to the RDN can also be a beneficial solution 

for the performance improvement of distribution systems [1]. The reactive power support from SCBs is one of the 

best-suggested solutions for minimizing the losses together with other benefits; such as efficient utilization of 

equipment, relieving overload of system components, and enhancing the life cycle of the equipment [2]. Full benefits 

from SCBs can be achieved by finding their optimal location and sizing otherwise too much compensation at wrong 

nodes may worsen the problem.  Many methods have been reported in the literature to take advantageof SCBs by 

placing them properly in the system. Recently, researchers have suggested several algorithms and techniques to find 

the appropriate locations and optimal sizes of shunt capacitors with different objectives. Many techniques such as 
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Genetic Algorithm (GA) [3]-[5], Particle Swarm Optimization (PSO) [6]-[9], Cuckoo search algorithm (CSA) [10]-[12], 

Teaching Learning Based Optimization (TLBO) [13], Flower Pollination Algorithm (FPA) [14]-[15], and Oppositional 

Krill herd algorithm (OKH) [16]. Prakash et al. also used the PSO approach for finding the optimal size and location 

of capacitors in [7] and the results are compared with Tabu Search (TS) and GA algorithm. More recently, BBO [17], 

binary honey bee foraging (BHBF) [18], harmony search algorithm(HSA) [19], direct search algorithm (DSA) [20], 

plant growth simulation [21], ant colony optimization (ACO) algorithm [22], hybrid honey bee colony optimization 

(HBCO) [23] algorithm, a modified discrete PSO [24] and teaching learning-based optimization (TLBO) [13] have 

been used for finding the optimal rating and location of shunt capacitor for the radial distribution system. Similar to 

voltage profile improvement and loss minimization in RDN, the voltage instability problem has also attracted the 

attention of the electric utilities for assessment, prediction, and preventive actions to ensure its stable operation. 

Voltage stability in RDN has also received great attention with a need for both analysis and enhancement of the 

operating conditions. Algorithms for voltage stability enhancement of RDN by optimal capacitor placement (OCP) 

have been given in [1], [25]-[26]. In this work, the possibility of adoptinga single-sized capacitor to limit the number 

of capacitor locations in RDN has been explored by setting active power loss minimization as the major objective. 

Moreover, the impact of capacitor placement on voltage stability has been presented for the standard test system.  

 

Objective Functions and Constraints for Capacitor Placement in RDN 

In this work, the objective is to determine the optimal location and sizing of capacitors to minimize active power 

losses. The expression of the minimization of active power losses of RDN is given in (1). 

  , , , ,

2

,

cos
nb

Loss G ni D ni ni ni mi mi mi ni ni mi

i

Minimize

P P P V Y V   


    
    (1) 

where, 

LossP  Active Power Loss 

,G niP  Real Power Generation at bus ni 

,D niP  Real Power demand at bus ni 

miV  Voltage of bus mi 

niV  Voltage of bus ni 

,ni miY  Admittance of branch between bus ni and mi 

mi  Phase angle of bus mi 

ni  Phase angle of bus ni 

,ni mi  Admittance angle of branch between bus ni and mi 

Following constraints are considered while minimizing the objective function of Eq. (1).  

Limits on bus voltage: It must be kept within the specified limits at each bus: 

,min ,maxi i iV V V            

 (2) 

where ,miniV , ,maxiV are the minimum and maximum limits on bus voltage, respectively. 

The apparent power flow through each branch should not exceed its permissible limit. 

,max , 1, 2,.....,i iS S i nb           

 (3) 

where nb is the total number of branches, 
iS is the apparent power flow of the ith branch, and ,maxiS is the maximum 

apparent power flow limit of the ithbranch. 

The total size of capacitors should not exceed the total reactive power demand of the RDN. 
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cap i D i
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Q Q
 

            

 (4) 

where nc is the total number of locations for capacitors, 
,D iQ is the reactive power demand at bus i, and 

,cap iQ  is the 

size of the capacitor at location i. The objective function given in (1) is minimized with the help of Particle Swarm 

Optimization (PSO) keeping the constraints given in (2)-(4) in limits. 

 

Particle Swarm Optimization For Minimizing Active Power Losses With Capacitor Placement 

The size of the capacitors and their positions are considered as decision variables for finding their optimal location and 

sizing. The steps for executing the PSO algorithm in solving this problem are outlined below.  

Step 1: Run the power flow of RDN without placement of any capacitors.  

Step 2: Initialization – (i) population size (NP) (ii) maximum number of iterations and(iii) number of capacitors to be 

placed in the distribution network. 

Step 3: Based on the number of capacitors, the number of buses is determined which have the lowest voltage 

magnitude 

Step 4: Random initialization for the size of capacitors for each population. The total generated size of the capacitors 

should not exceed the reactive load demand of the network  

Step 5: Run the load flow to find the power losses of the distribution network for each population.  

Step 6: The objective function for active power loss minimization defined in (1) has been computed for each 

population. Arrange the obtained value of the objective function from the lowest value of losses to the highest value of 

losses. Keep the particle with the lowest losses as ‘pbest’ for the current iteration. 

Step 7: Update the position and velocity of the particles and go to the next iteration 

Step 8: Repeat the steps from 4 – 6. 

Step 9: Find the best particle that gives the lowest losses during the current iteration. Consider this particle as ‘pbest’ 

for the current iteration. 

Step 10:Compare the best losses obtained with the particle in the current iteration with the best losses obtained with 

the particle in the previous iteration. The particle which gives the lowest losses is regarded as the ‘gbest’ particle. 

Step 11:Stop when iteration exceedsthe maximum number of iterations. 

Step 12:The ‘gbest’ particle will contain the optimal sizing of the capacitors. The values of power loss obtained after the 

placement of these capacitors at the nodes with the lowest voltage magnitude will be the optimized losses. 

 

Test System for Simulation 

For the simulation studies, the 33-node, 32-branch radial distribution network is considered as shown in Fig. 1 [1]. 

Active and reactive power load demands are 3.72 MW and 2.3 MVAR, respectively. In the base case, the system has 

210.97 kW and 143 kvar, respectively. The following three individual case studies are carried out with the placement 

of 1, 2 or 3 capacitors at the buses which have the lowest magnitude. 

Case 1: Placement of one capacitor at one bus which has the lowest voltage magnitude. 

Case 2: Placement of two capacitors at two different buses that have the lowest voltage magnitudes. 

Case 3: Placement of three capacitors at three different buses that have the lowest voltage magnitudes. 

 

Comparative Results for Active and Reactive Power Losses with Capaciotr Placement  

The obtained results with PSO technique outlined in Section II are compared with the results reported in [27]-[28] for 

33-nodes RDN and listed in Table I.  It is observed that the  installation of capacitors in RDN reduces the active and 

reactive power loss significantly as compared to the case where no capacitors are placed. In the proposed method, 

the reduction in activepower loss is greater with the placement of two or three capacitors in comparison to the 

resultsreported in [27]-[28]. In [28], the total capacity of the capacitor is 1170 kvar which is less as compared to the 

proposed method. But a total of nine locations are identified for the placement of capacitors which in turn requires 

higher attention and maintenance costs for the capacitors. The improvement in node voltage profile can be observed 
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clearly in Fig. 2 which shows the significance of capacitor placement in RDN. Fig. 3.(a), Fig. 3.(b) and Fig. 3(c) show 

the convergence curves of PSO with the placement of one capacitor, two capacitors, and three capacitors, 

respectively. For each case, convergence curves are shown to be setteled at the minimized value of active power 

losses which are tabulated in Table 1. From these curves, it can be easily observed that placements of multiple 

capacitors with optimal sizing at the buses with the lowest magnitude can reduce the active power losses effectively. 

 

Comparative Results with Capacitor Placemenet 

Ref Bus No Cap Size 

(kvar) 

Min. 

Vol(pu) 

Ploss 

(kW) 

Qloss 

(kvar) 

[27] 6, 8 1200, 150 (1350) 0.919 163.37 -- 

[28] 31, 32, 12, 13, 14, 

15, 16, 17, 18 

150, 150, 225, 180, 105, 90, 75, 45 150 

(1170) 

0.934 163.78  

Proposed 

Method 

18 476.8 0.9209 188.30 129.4 

6, 8 1290, 543 (1833) 0.9209 158 109.70 

6, 8, 18 1136, 399, 158 1693) 0.9371 156 115.00 

 

Impact of Capacitor Placement on Voltage Stability of RDN 

The impact of the optimal placement of optimal-sized capacitors on voltage stability of the test system has been 

investigated. The optimal location and size of the capacitors are as per the     Table 1. The voltage stability index for 

the system shown in Fig. 4 can be calculated by (5).The bus with minimum stability index is declared as the most 

critical bus which is the most sensitive bus to voltage collapse. The load flow gives the voltages of all the nodes and 

the branch currents. Hence, P and Q at the receiving end of each line can be computed. Thus, the voltage stability 

index of each bus can be calculated using (5). 

 

   4 2 24( ) 4    s sSI r V PX QR V PR QX        (5)
 

 

Three cases of loading are considered as follow: (i) only active power load demand has been increased, keeping 

reactive power load demand constant (ii) only reactive power load demand has been increased; keeping active 

power load demand constant (iii) both active and reactive power load demands have been increased; maintaining 

constant power factor of the load demand. Fig. 5 shows the variations in the voltage stability margin for 33-nodes 

RDN considering the different load increment patterns. The enhancement in voltage stability margin for each case 

can be easily visible with the placement of more number of capacitors. So it can be concluded that for the case of 

capacitors placement in RDN, it is more advisable to place more capacitors for minimization of active power losses 

and enhancement of voltage stability. Fig.  6 shows the variations of the voltage profile of the most critical bus which 

supplements the results obtained for voltage stability enhancement margin for all cases. 

 

CONCLUSION 
 

This paper has analyzed the performance of RDN with the placement of single and/or multiple capacitors.  The 

objective function based on the minimization of active power losses has been formulated and optimized with PSO to 

determine the optimal location and sizing of capacitors in RDN.  It is concluded that the placement of capacitors in 

RDN can successfully reduce the active-reactive power losses and improve the node voltage profile significantly. 

Moreover, the reactive power support provided by capacitors helps to enhance the voltage stability, so that RDN can 

be stressed to higher loading for better utilization of line loading. It is also observed that lower capacity of capacitors 

placed strategically in RDN at the fewer location can also yield the impactful results instead of placing capacitors at 

too many locations. 
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Fig. 1.Schematic of 33-nodes radial distribution 

network 

Fig. 2. Comparative node voltage profile with capacitor 

placement 

 

 

Fig. 3.a PSO convergence curve with one capacitor 

placement 

Fig. 3.b PSO convergence curve with two capacitors 

placement 
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Fig. 3.c PSO convergence curve with two capacitors 

placement 

Fig. 4 Representation of two-bus model for calculation of 

voltage stability index 

 
 

Fig. 5 Stability margins for different P-V, Q-V and 

P,Q-V loading for 33 nodes RDN with one, two and 

three capacitors placements 

Fig. 6 Variations of critical bus voltages for with P, Q and 

PQ loading with one, two and three capacitors placements 
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The most common type of cancer detected in women is ovarian cancer. According to data from previous 

research, for elderly women, ovarian cancer is a dangerous illness. It is the fifth most common disease 

worldwide and the seventh most significant cause of mortality in women.  The predictive precision of AI 

has improved over that of conventional algorithms. However, further research is needed to contrast the 

impact of different artificial intelligence methods and variables and to suggest survival 

recommendations. This article first describes the process for choosing the studies, after which it provides 

a summary of ovarian cancer and different techniques for gathering data. and evaluation using machine 

learning approaches this work also provides a comprehensive exploration of the malignant and benign 

datasets and summarizes ML-based classification. Ovarian cancer remains a silent and deadly disease, 

often diagnosed at advanced stages, resulting in reduced survival rates and increased treatment 

complexity. Early detection of ovarian cancer is critical for improving patient outcomes. This study 

presents an innovative approach leveraging Artificial Intelligence (AI) techniques for the early detection 

of ovarian cancer. It also provides an overall visualization of the performance achieved and how it is 

useful for early detection based on the reviewed papers. Finally, potential directions and current 

challenges are considered.  

 

Keywords:  Ovarian cancer, artificial intelligence, AI technique, Dataset, Biomarker ultrasonography, 

ovarian cyst, AI challenge 
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INTRODUCTION 

 

There are two ovaries in the female reproductive system, one on either side of the uterus. The hormones 

progesterone and estrogen are also produced in the ovaries; each is roughly the size of an almond. The female 

reproductive system and endocrine system depend greatly on the ovaries. They release vital hormones necessary for 

the enhancement of female development and the promotion of healthy fertility. But sometimes fluid-filled sacs that 

grow in the female reproductive system might cause cysts or other growths on them. Ovarian cancer is a kind of cell 

growth that arises in the ovaries. The cells have the ability to infiltrate and demolish healthy biological tissue, as well 

as proliferate quickly. Numerous of these ovarian cysts are benign (non-cancerous). Few of these, nevertheless, are 

malignant, so early detection and treatment are necessary.  Surgery and chemotherapy are typically used in the 

treatment of ovarian cancer. Ovarian cancer initially presents without noticeable symptoms, but later, they are often 

attributed to other conditions, such as abdominal bloating, weight loss, pelvic discomfort, fatigue, back pain, and 

constipation. Ovarian cancer may develop without showing any early signs. The symptoms of ovarian cancer are 

sometimes confused with those of other, more common diseases when they first occur.  The cells can infiltrate, 

destroy, and quickly replicate healthy biological tissue.  

 

Ovarian tumors are classified into three types: epithelial, germ cell, and stromal. The majority of epithelial tumors 

are found in adults.  Serous carcinoma and mucinous carcinoma are just a couple of its subtypes. Germ-cell tumors 

are rare, primarily in children and teens. Steroid hormones are created by stroma tumors, along with Compared to 

other ovarian cancers, these rare tumors are typically discovered earlier in the disease.It is typical for the ovary to 

produce little amounts of fluid surrounding the egg each month. These come in different sizes and are known as 

follicles. Their size range is 2 mm to 28 mm. If the malignant cells or tumors aren't found in time, they may spread 

across the ovary and pelvic regions, then into the stomach area and other organs. Antral follicles are those that are 

smaller than 18 mm in size, while dominant follicles are those that are between 18 mm and 28 mm in size. Follicles 

are responsible for the production of key hormones such as estrogen and progesterone. These follicles rupture and 

release eggs every month during ovulation. However, in certain circumstances, follicles may not explode and 

consequently do not produce eggs. These follicles are known as ovarian cysts. Because of the filling of fluid or blood, 

cysts can continue to develop in size. Ultrasound scans are used to identify ovarian cysts measuring 30-70 mm. They 

can, however, seem similar to the backdrop, making it difficult for doctors to distinguish between cystic and non-

cystic areas. This can lead to incorrect diagnosis and treatment, necessitating the adoption of an ovarian cyst 

detection tool. Both common ovarian cyst symptoms and ovarian cancer symptoms can be present. Both may lead to 

abdominal pain,  bloating, pain during sexual activity, menstrual inconsistencies, and, in rare cases, frequent 

urination. Unusual facial and body hair growth is an indication of ovarian cysts rather than ovarian cancer.  Sudden 

severe stomach pain, fever, and nausea can  indicate when an ovarian cyst has ruptured  or twisted, necessitating 

immediate medical attention and, in some cases, emergency surgery. Once a mass is found and a cyst is suspected, 

doctors may run additional tests to determine what type of cyst it is or if the mass seems to be a tumor—and, in any 

case, whether treatment is required. When creating a treatment strategy, the ovarian cancer stage must be 

determined. 

 

Certain factors can increase the likelihood of developing ovarian cancer:  

 Family History: If you have a family history of ovarian cancer and have been diagnosed with the disease, you 

may be at a higher risk of developing it.  

 Overweight: Additionally, being overweight or obese can also increase your likelihood of developing ovarian 

cancer. 

 Hormonal Therapy: Taking hormone replacement therapy after menopause to manage symptoms may also 

contribute to an increased risk 

 Endometriosis: Endometriosis, a condition where tissue similar to the lining of the uterus grows outside of it, 

can also be a factor. 

 Age of Menstruation Period Statistics and Stopping: Early onset of menstruation, late onset of menopause, or 

both can increase the risk of ovarian cancer. 
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 If you have never been pregnant, you may have a higher risk of developing ovarian cancer. 

Many women lack knowledge about ovarian cancer signs and risks, leading to late-stage detection for almost 50% of 

cases. Primary care physicians must stay updated on symptoms and risk factors, and be the first point of contact for 

anyone suspected of having an ovarian tumor. AI tools can help diagnose cancer through radiology and pathology. 

  

LITERATURE REVIEW 
 

Early detection of ovarian cancer is critical for various reasons. It can result in better treatment outcomes, greater 

survival rates, less aggressive treatments, fertility preservation, decreased cancer spread, lower healthcare costs, 

enhanced quality of life, increased awareness, research opportunities, and empowerment. Early detection boosts the 

chance of research and the development of novel medications. It also teaches women about the disease's symptoms 

and encourages them to seek medical assistance. This empowers women to take charge of their health and make 

informed decisions. Regular examinations, testing, and consultations with medical professionals can aid in early 

detection and potentially life-saving interventions. Machine Learning (ML) algorithms are becoming increasingly 

popular in the clinical field, as they are used to assist clinicians in making informed clinical decisions. AI systems are 

created to train algorithms to perform specific tasks based on clinical data. Various regression models such as linear 

and logistic, along with complex nonlinear models like neural networks and gradient boosting, are used in these 

techniques. To generate predictions, ML systems require a thorough statistical examination of clinical data. There are 

several sorts of ML algorithms, each serving a unique function. Classification algorithms predict discrete parameters; 

regression predicts continuous values. Segmentation models are critical in medical applications as they enable the 

classification and division of specific parts of an image. They aid in identifying regions of interest, like determining 

the size of a follicle from an ultrasound image. To deduce causal connections between observational data and 

outcomes, statistical methods like causal inference can be employed. It helps in understanding how the stimulation 

protocol used impacts outcomes. Various medical fields have explored the possible applications of AI in clinical 

decision-making. 

 

AI Techniques 

A multi-marker linear model was developed to predict ovarian cancer progression. AI and DL techniques are used in 

cancer imaging, with advanced imaging images pre-processed and transformed into machine learning algorithms. 

These algorithms map input imaging data and learn a mathematical function linked to the target or output, such as 

clinical or scientific observation. As per Akazawa, Munetoshi, et al (Akazawa and Hashimoto, 2020).,  research uses 

patient data and information from preoperative exams to predict the pathological identification of ovarian cancers 

using artificial intelligence (AI). Patients and Procedures 202 ovarian tumor patients were enrolled, of whom 53 had 

ovarian cancer, 23 had tumors that were borderline malignant, and 126 had benign ovarian tumors. They obtained 

diagnostic results from 16 features, typically available from blood tests, patient background, and imaging tests, using 

5 machine learning classifiers, including support vector machines, Random Forest, Naive Bayes, logistic regression, 

and XGBoost. Additionally, they examined the significance of 16 features in terms of disease prediction. The 

XGBoost machine learning method had a maximum accuracy of 0.80. The correlation coefficient of the features, the 

regression coefficient, and the relevance of the characteristics in the random forest all yielded different findings in 

evaluating the features' value. With the findings from preoperative investigations, AI may be able to predict a 

pathological finding of ovarian cancer. Zhang, Z.(Zhang and Han, 2020). In this study, it is discussed how to detect 

malignancies during pregnancy and nursing, as well as prenatal ultrasound imaging. Technology like ultrasound 

and imaging is utilized to instruct expectant mothers. The goal of this study is to lower the acceptable rates of 

maternal and newborn mortality. In computer vision and image processing, these machine-learning techniques are 

becoming more and more common. In this study, the raw input photographs are transformed into output images 

(CNNs) using convolutional neural networks and logistic regression classifiers. To separate obstetric tumors and 

identify them, the investigators employed the Internet of Medical Things (IoMT). The use of CNN LRCs may benefit 

ultrasound. A woman's mobility will benefit from a typical pregnancy. Jung (Jung et al., 2022). conducted a study to 

develop a deep learning-based diagnostic the researchers used a convolutional neural network with a convolutional 
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autoencoder (CNN-CAE) to categorize ultrasound images of ovaries into five categories: normal, cystadenoma, 

mature cystic teratoma, endometrioma, and malignant tumor. They preprocessed and enhanced 1613 ultrasound 

images for analysis and then used cross-validation to examine the accuracy, sensitivity, specificity, and area under 

the CNN-CAE model's receiver operating characteristic curve (AUC). This method allowed for reliable 

categorization of ovarian cancer and holds potential for further research in this area. The results showed that the 

accuracy and AUC values for discriminating between normal ovaries and tumors, as well as identifying malignant 

tumors, were both high. A gradient-weighted class activation mapping visualization method was utilized to validate 

the model's outputs. Overall, the CNN-CAE model effectively reduced extraneous information from ultrasound 

pictures while correctly classifying ovarian cancers The study underlines the significance of distinguishing benign 

from malignant tumors and the possible application of deep learning in clinical settings. It is underlined that 

correctly detecting ovarian tumors is critical, as In their lives, up to 10% of women will undergo ovarian cyst surgery. 

The suggested CNN-CAE model performed well in diagnosing ovarian cancers and can potentially be used in future 

clinical practice. Detecting ovarian cancer early on is crucial for better patient outcomes. Convolutional neural 

networks (CNNs) have proved highly effective in achieving this, particularly when combined with medical imaging 

data from MRI and ultrasound scans. By automatically extracting complex features from images, CNNs eliminate the 

need for time-consuming feature engineering. Through their hierarchical learning technique, they can identify 

intricate patterns in ovarian tissues, enhancing their ability to distinguish between benign and malignant tissues. 

Transfer learning is critical as it enables pre-trained CNN models, already skilled in identifying generic 

characteristics from vast datasets like ImageNet, to be adapted for medical imaging applications. According to 

Mikdadi, Dina (Mikdadi et al., 2022).artificial intelligence (AI) holds great potential for biomedical research and the 

development of biomarkers as a result of declining computer resource costs and the rising availability of open-source 

tools. There are still issues with data accessibility, quality, bias, openness, and explainability. The stakes are higher 

for uncommon diseases like pancreatic and ovarian cancer, where clinical applications are just beginning. Larger, 

more diverse picture collections combined with consistent reporting metrics allow for greater model validation, less 

bias, and quantitative comparisons. As investments in AI rise, stakeholders and regulatory bodies need to confront 

these challenges. Neural networks can accurately predict a positive diagnosis of ovarian cancer 91.3% of the time 

when they use a novel RNA biomarker, according to research from the Dana-Farber Cancer Institute and Brigham 

and Women's Hospital. The results suggest that combining next-generation RNA sequencing. with sophisticated 

analytics algorithms could produce a non-invasive, highly accurate diagnostic tool for ovarian cancer. The 

researchers found that specific miRNAs could be used to identify pre-symptomatic malignancies because they are 

highly likely to be present in early ovarian lesions. 

 

METHODOLOGY 
 

AI algorithms are playing an increasing role in the early detection, management, and treatment of ovarian cancer. 

These algorithms can analyze medical images, predict risk, monitor symptoms, interpret genetic tests, improve 

screening, provide real-time instructions, assist with pathology analysis, create individualized treatment plans, 

discover new drugs, and support patients with education and resources. However, before AI can be used in clinical 

practice, it must undergo rigorous validation, regulatory approval, and integration into healthcare systems to ensure 

its safety and effectiveness for patients. Ongoing research by medical professionals and academics is working to 

develop and validate AI-based techniques for treating ovarian cancer. 

 

Dataset 

Previously, various datasets were critical in developing the field of early ovarian cancer detection using AI. These 

datasets, which range from thorough genomic information to high-resolution medical imaging, have given 

researchers significant insights into the complex molecular and observable ovarian cancer signals. Scientists have 

discovered novel biomarkers, picked up on minute patterns in medical imaging, and created complex machine-

learning algorithms through rigorous study. These successes not only paved the way for more precise and prompt 

diagnoses but also for further study. Future studies in the field of ovarian cancer detection will be able to use the 
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quantity of information gleaned from these databases as a reliable reference. Future studies might build on the 

results of earlier research and make use of a variety of databases.  Future research will aim to improve AI algorithms, 

investigate new paths of genomic and proteomic analysis, and ultimately improve the efficacy of early detection 

systems. The synergy between historical datasets and future research endeavors thus forms a continuum of 

knowledge, enabling the continuing growth of AI-based solutions for ovarian cancer early detection, with the 

ultimate goal of increasing patient outcomes and survival rates. Using pre-trained AI models in studies for early 

detection of ovarian cancer has various benefits. Here are some well-known pre-trained models that are often 

utilized in clinical image analysis. 

 

Challenges 

According to an overview from previous research we found some challenges are impact on the use of AI in the early 

detection of ovarian cancer, Rest assured that each presents a unique challenge that researchers and physicians are 

more than capable of overcoming. 

 Ovarian Cancer's Non-Specific Symptoms/Presentation: Ovarian cancer frequently presents with non-specific 

symptoms, making it difficult to diagnose in the early stages. Many benign illnesses might be blamed for 

symptoms including bloating, pelvic pain, and abdominal discomfort, which delays diagnosis. It is essential to 

create AI systems that can identify tiny patterns connected to these hazy symptoms. Given the complexity of 

human physiology and the variety of ways that illnesses might present themselves, powerful machine-learning 

algorithms are needed to identify subtle variations in medical data related to these symptoms. 

 Lack of Comprehensive Research Evaluating the Effectiveness of Different Initial Investigations for Ovarian 

Cancer: There is a dearth of thorough research evaluating the efficacy of different initial investigations for 

ovarian cancer. The accuracy and effectiveness of various diagnostic techniques, such as ultrasonography, CT 

scans, or blood tests, must be compared. For AI models to be validated, comprehensive benchmarking research 

is essential. The creation and validation of AI algorithms become difficult without a consistent methodology, 

making it difficult for them to be easily incorporated into clinical practice. 

 Ovarian Cancer Biomarkers: Finding trustworthy ovarian cancer biomarkers is a never-ending task. Although 

intriguing indicators have been found, there are still some questions about their specificity and sensitivity, 

particularly in the early stages of the disease. The use of AI can help identify possible biomarkers by sorting 

through huge amounts of biological data. However, access to high-quality, well-annotated datasets with a 

variety of biomarker data is essential for the creation of precise AI models. Biomarker discovery can be 

hampered by incomplete or skewed data, which might produce biased conclusions. 

 

Opportunity 

The study on early detection of ovarian cancer using AI presents exciting opportunities, including the creation and 

application of risk algorithms to increase referral rates for suspected cases. AI algorithms in medical imaging 

analysis enable accurate diagnosis of ovarian cancer lesions, enabling prompt medical interventions and better 

patient prognosis. Convolutional Neural Networks (CNNs) can spot irregularities and subtle patterns in images, 

enabling early diagnosis. AI-driven analysis of genomic and proteomic data reveals deep patterns and linkages, 

enabling the discovery of novel biomarkers for early detection and tailored treatments. AI algorithms improve 

sensitivity and specificity by analyzing various data types, reducing false negatives and false positives. Multi-modal 

data integration improves research by examining complex interconnections. AI-driven decision support systems 

evaluate patient data in real time, ensuring fast interventions and individualized treatment. Continuous Learning 

and Adaptation: AI models can adapt to changing medical knowledge and emerging patterns by continuously 

learning from fresh data. The accuracy of risk algorithms is improved over time by continuous learning, which also 

increases the efficiency of referrals for suspected ovarian cancer cases. Continuous learning makes sure that risk 

algorithms are current with the most recent clinical insights and research findings. All of this potential drives the 

development of early ovarian cancer detection research. Researchers are at the vanguard of improving ovarian 

cancer diagnosis and therapy, resulting in better outcomes and quality of life for patients by leveraging the 

possibilities of AI and encouraging interdisciplinary collaboration. 
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CONCLUSION 
 

AI techniques like deep learning and machine learning, have been useful in detecting early symptoms of ovarian 

cancer using varied datasets such as genomes, clinical records, and medical imaging. These algorithms have shown 

the ability to discern subtle patterns that humans may miss. Integrating numerous data sources and modalities to 

improve the accuracy and specificity of AI-based detection models is often required for successful early detection. 

AI-powered investigations have resulted in the discovery of new biomarkers linked to ovarian cancer, boosting 

diagnosis accuracy and revealing insights into the disease's underlying biology. AI's ability to understand medical 

imaging has paved the way for sophisticated radiomics and computer-aided diagnostics, changing clinical practice. 

However, issues like data privacy, interpretability, and the requirement for big, diverse datasets must be addressed. 

Collaboration across disciplines is crucial for translating AI advancements into clinical applications. Future studies 

should concentrate on improving AI algorithms, running extensive clinical trials, and tackling obstacles to AI 

adoption. 
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Table No.1 Methodology  

Sr.No Algorithm  Application  

1 Support Vector 

Machine(SVM) 

SVM is used to classify ovarian cancer by identifying a hyper plane in a high- 

dimensional feature space that maximizes the difference between cancerous and 

non- cancerous instance. 

2 K-Nearest Neighbor 

(KNN) 

KNN can help detect ovarian cancer by classifying patients based on comparable 

patient profiles in their nearest neighbors. 

3 K-mean K-means can be used to group individuals with comparable characteristics, such as 
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biomarker profiles, to discover subgroups of those with ovarian cancer 

4 Neural Network 

(NN) 

Neural Network Neural networks can be used to build complex models that 

extract nuanced patterns from a variety of data sources, including clinical and 

genetic information about ovarian cancer. 

5 Artificial Neural 

Network (ANN) 

ANNs, a form of the neural network, are designed to emulate the structure of the 

human brain, allowing them to accurately analyze intricate correlations in ovarian 

cancer data. 

6 Decision Tree Decision trees are a method that assists in the diagnosis of ovarian cancer based on 

patient features, symptoms, and test findings. 

7 Logistic Regression  To determine whether a patient has ovarian cancer based on clinical and diagnostic 

data, logistic regression is a statistical technique used for binary classification 

problems. 

8. Random Forest  Random Forest The accuracy and robustness of classification models for ovarian 

cancer can be improved by using random forests, an ensemble approach that mixes 

numerous decision trees. 

9. XG Boost XG Boost, an ensemble learning technique, effectively aids in ovarian cancer 

detection by analyzing patient data, identifying cancer patterns, and handling 

high- dimensional data. 

10. Naive Bayes A probabilistic classification system called Naive Bayes is used to diagnose ovarian 

cancer by predicting patient features and calculating the likelihood that the disease 

will develop based on risk 

For  ovarian cancer, Naive Bayes provides a probability estimate, assisting medical 

practitioners in determining risk and selecting diagnostic procedures. 

 

Table No 2: Datasets 

Sr.No Dataset Description 

1 Ovarian cancer data from 

TGCA(The cancer Genome Atlas) 

Comprehensive ovarian cancer, geomic, transcript 

atomic, clinical data useful for molecular analysis 

2 Ovarian cancer National Cancer 

Institute (NCI) Data 

Datasets with clinical biomarkerand image information 

ideal for variety of analysis including application of 

artificial intelligence. 

3 Wisconsin Ovarian cancer 

dataset(WBCD) 

Dataset for fine needles aspiration(FNA)readings useful 

for categorization and machine learning. 

4 Ovarian cancer image dataset  MRI, histopathy and ovarian ultrasound image collection 

necessary for image based diagnosis software. 

5 SEER(Surveillance, Epidemiology, 

and End Result)  

Population-based cancer statistics for united states, 

includingcase of ovarian cancer useful for epidemiology 

research  

 

 
 

Figure 1 Ovarian cyst Figure 2 Real Image of Ovarian Cancer 
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This article provides essential strategies and insights to enhance the accuracy of image recognition 

models. While building and training deep learning models for image recognition, it's not uncommon to 

encounter accuracy levels between 50% and 70%. This article offers six practical "hacks" to elevate the 

performance metrics of your image recognition models. To address the challenge of image caption 

accuracy for images outside the initial dataset, we propose an innovative approach. This involves 

introducing an additional dataset with 100 distinct-category images. By retraining the model with this 

dataset and fine-tuning, we aim to enhance caption accuracy, especially for images beyond the original 

dataset. 

 

Keywords:  Image captioning, Machine Learning, Deep Learning , Convolutional Neural Network 

(CNN), Natural Language Processing (NLP) 

 

INTRODUCTION 
 

In the dynamic landscape of machine learning, the development of image recognition models has witnessed 

remarkable progress. However, one challenge that often surfaces is the model's ability to generate accurate captions 

for images beyond the dataset on which it was trained. While our model exhibits satisfactory performance when 

applied to images from the initial dataset, it faces limitations in offering precise captions for new and diverse visual 

content. This review paper aims to outline a strategic approach to rectify this limitation and enhance the overall 

accuracy of image captioning. 
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Algorithm Used 

Our chosen approach for developing the model involves the implementation of a Convolutional Neural Network 

(CNN), a powerful deep learning architecture well-suited for image processing tasks. CNNs have demonstrated 

remarkable success in extracting intricate features from visual data, making them an ideal choice for our image-

captioning model. In this study, we leverage the capabilities of CNNs to meticulously analyze and interpret a diverse 

dataset comprising 8000 images. Each image in our dataset is not merely a standalone entity; rather, it is 

accompanied by a descriptive caption, providing valuable context and semantic information. This combination of 

visual and textual elements enhances the richness of our dataset, enabling the model to learn meaningful associations 

between visual features and corresponding linguistic representations. 

 

The CNN serves as a robust feature extractor, allowing the model to automatically discern hierarchical patterns and 

relevant details within the images. By harnessing the power of deep learning, our approach aims to capture intricate 

visual nuances, facilitating a more nuanced understanding of the complex interplay between images and their 

associated captions. In summary, our methodology integrates a state-of-the-art CNN architecture to handle the 

inherent complexities of our dataset, emphasizing the synergy between visual content and textual descriptions. This 

comprehensive approach not only enhances the model's ability to extract salient features but also lays the 

groundwork for a more profound exploration of the intricate relationship between images and captions." 

 

Background and History 

Introduction of Image Recognition Models: 

The paper begins by acknowledging the remarkable progress in the development of image recognition models 

within the dynamic landscape of machine learning.  

 

Algorithmic Foundation: Convolutional Neural Network (CNN) 

The chosen algorithm for addressing these challenges is the Convolutional Neural Network (CNN). The authors 

justify their selection by emphasizing the success of CNNs in extracting intricate features from visual data, making 

them well-suited for image-captioning tasks. 

 

Dataset Composition 

A critical aspect of their methodology is the utilization of a diverse dataset comprising 8000 images, each 

accompanied by a descriptive caption. This dataset forms the foundation for the model's training, and the 

combination of visual and textual elements is highlighted as crucial for learning meaningful associations. 

 

Challenges in Image Captioning 

The authors identify and discuss challenges faced during the data collection and annotation process, data 

preprocessing, and the complexity of developing an effective image captioning model. Model accuracy is 

acknowledged as a significant challenge, prompting the introduction of methods for enhancing accuracy. 

 

Methods for Enhancing Accuracy 

The paper proposes practical methods for improving accuracy, including data augmentation, adding more layers to 

the model, experimenting with image sizes, adjusting the number of epochs, decreasing color channels, and 

leveraging pre-trained models through transfer learning. 

 

Implementation and Result Presentation 

The authors provide insight into the practical implementation of their model, including user interaction through 

sign-up, login, and feedback submission. The results section showcases the accuracy of caption generation for images 

within the dataset and highlights challenges faced when presented with images outside the original dataset. 
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Proposed Solution 

In response to the challenge of inaccurate captions for images outside the dataset, the authors propose a solution 

involving the inclusion of an additional dataset with 100 distinct-category images. This dataset is designed to 

enhance the model's ability to generate accurate captions for a broader range of visual content. 

 

Conclusion and Future Directions 

The paper concludes by emphasizing the model's success in generating precise captions for a collection of 8000 

images while acknowledging the challenge of extending this accuracy to images outside the original dataset. The 

proposed solution involving a curated dataset of 100 images is presented as a strategy to bridge this gap. 

 

Challenges 

Data Collection and Annotation Challenge: Gathering and annotating a diverse and representative dataset of 8000 

images with descriptive captions can be time-consuming and resource-intensive. 

 

Data Preprocessing Challenge: Ensuring uniformity in image sizes, caption tokenization, and handling missing or 

noisy data during preprocessing can be challenging. 

Model Complexity Challenge: Developing an effective image captioning model with proper attention mechanisms 

and combining image and text models while avoiding overfitting can be complex. 

Model accuracy : It is a big challenge that model is predicting the right output or not . We have taken some 

techniques for improving accuracy of model which is given below. 

 

Methods for Enhancing Accuracy in Image-To-Text Approach  

Get More Data 

Data plays a pivotal role in enhancing the effectiveness of machine learning models. To boost validation accuracy, a 

straightforward approach is to expand your dataset, which is particularly valuable when working with limited 

training examples. For image recognition tasks, it's beneficial to diversify your dataset through the practice of data 

augmentation. Data augmentation encompasses a range of techniques, including image flipping, noise injection, and 

image zooming. However, it's crucial to exercise caution when employing augmentation techniques. Some 

modifications can alter the fundamental characteristics of an image. For instance, flipping an image of the number '3' 

over the y-axis may lead to an inaccurate representation of the original image. 

 

Adding More Layers 

Adding more layers to your model deepens its capacity to understand complex datasets. This is particularly valuable 

for intricate tasks like distinguishing between specific breeds of animals, where nuanced features matter. For simpler 

tasks, a leaner model with fewer layers suffices. More layers result in a more refined model. 

More layers -> More nuanced model. 

 

Changing Image Size 

During the preprocessing of images for training and evaluation, there's ample room for experimentation with image 

size. Selecting the right size is pivotal. Opting for an image size that's too small can hinder your model's ability to 

capture the distinctive features necessary for image recognition. Conversely, if the images are excessively large, they 

can strain computational resources and may challenge less sophisticated models. Common image dimensions 

include 64x64, 128x128, 28x28 (MNIST), and 224x224 (VGG-16). It's important to note that most preprocessing 

algorithms don't consider an image's aspect ratio, which can lead to distortion in smaller-sized images along a 

particular axis. "Resizing a high-resolution image to a smaller size, such as 28x28, often results in significant 

pixelation, which can adversely impact your model's performance. 

 

Increasing Epochs 

Epochs represent the number of times the entire dataset is passed through the neural network. It's a common practice 

to gradually increase the number of epochs, such as adding +25, +100, and so forth. However, it's important to note 
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that increasing epochs is effective primarily when you have a substantial amount of data in your dataset. Beyond a 

certain point, raising the number of epochs won't lead to further improvements in accuracy. When you reach this 

stage, it's advisable to explore adjustments to your model's learning rate. This small but crucial hyperparameter 

determines whether your model converges to its global minimum, the ultimate objective for neural networks, or 

becomes stuck in a local minimum. 

 

Decreasing Colour Channel 

Color channels are indicative of the dimensionality of your image arrays. In the case of most color (RGB) images, 

they comprise three color channels, whereas grayscale images consist of just one channel. It's important to recognize 

that the complexity of color channels directly impacts the intricacy of the dataset and, subsequently, the duration 

required for model training. If color isn't a critical factor for your model's objectives, you have the option to simplify 

by converting color images to grayscale. In RGB images, the three color channels are red, green, and blue. 

 

Using Pre-Trained Model 

Transfer learning entails the utilization of pre-trained models, such as YOLO and ResNet, as a foundation for a wide 

array of computer vision and natural language processing tasks. These pre-trained models represent cutting-edge 

deep learning systems, having undergone extensive training on vast datasets over extended periods, often spanning 

months. Their remarkable capacity to discern intricate details in diverse images is truly astonishing. These models 

can serve as a solid starting point for your own model. In many cases, their performance is so exceptional that 

additional convolutional and pooling layers are often unnecessary. The incorporation of transfer learning can lead to 

substantial improvements in your model's accuracy, potentially elevating it from around 50% to an impressive 90%. 

 

Flowchart 

Main Processes of System 

Project Hardware/Software Requirements 

Software requirements  

Front-end : React 

Back-end : Node.js 

Database : MongoDB 

Model : Python 

Hardware requirements 

Memory (RAM): Sufficient memory is crucial, 8GB of RAM or more is recommended,  

Sufficient storage required.  

Internet Connectivity 

 

Implementation 

Signup , login and submit feedback: After signup and login we will be able submit feedback then we will go to main 

page for uploading image.  

 

RESULT 
 

For image within dataset We will get the exact result for the image which are there in a dataset. each caption’s 

accuracy is desired for image within dataset. 

 

Problem for Image Which Is Outside From Dataset 

Result(for image outside from the dataset) 
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Problem Statement 

If we are giving image outside of the dataset it is not giving accurate desired output. Our machine learning project is 

founded on an extensive dataset of 8000 images, each accompanied by a corresponding caption. 

 

Solution 

Approach which we are going to use for achieving better accuracy. 

In response to the challenge at hand, we propose an innovative approach to enhance the caption accuracy of our 

image recognition model. This solution involves the inclusion of an additional dataset, comprising 100 images from 

a specific category. These images are distinct from the initial dataset and represent a subset of visual content that the 

model has not encountered during its initial training. By introducing this smaller, but carefully curated, dataset, we 

aim to retrain the model and fine-tune its ability to generate accurate captions, particularly for images that fall 

outside the original dataset. The inclusion of these 100 specific-category images is expected to improve the model's 

generalization, enabling it to provide precise and contextually relevant captions for a more extensive range of 

visualcontent. By comprehensively analyzing these accuracy parameters, we aim to quantify the improvement in 

caption accuracy resulting from the inclusion of the 100 specific-category images. 

 

CONCLUSION 
 

In the domain of machine learning and image captioning, it's clear that our model excels at producing precise caption 

for a collection of 8000 images. However, its challenge lies in offering precise captions for images outside this dataset. 

To address this limitation, we are introducing an additional dataset of 100 images from a distinct category. Through 

fine-tuning and specific accuracy metrics, we aim to enhance the model's caption accuracy, bridging the gap between 

our model's performance within and outside the original dataset. The journey continues, with the goal of providing 

contextually rich and accurate captions for all images 

 

REFEFRENCES 
 

1. Berkely Artificial Intellegence  Research, https://bair.berkeley.edu/blog/2019/06/07/data_aug/ 

2. Image reference : https://medium.com/ymedialabs-innovation/data-augmentation-techniques-in-cnn using-

tensorflow-371ae43d5be9 

3. Adding more layer to image : image taken from the : 

4. https://www.tensorflow.org/tutorials/images/data_augmentation 

5. Imagereference  https://dribbble.com/shots/4829233-Pixelated-Mona-Lisaimage-recognition-model-accuracy-

with-these-hacks/ 

6. Code of Fundamentals in the JES: showing Separating RGB (Red ,Green ,Blue) colour 

channels:https://www.youtube.com/watch?v=ZqUotba3V5Y&ab_channel=hyperCODEmia 

7. Colour space conversion Image reference: https://www.tensorflow.org/io/tutorials/colorspace 

8. Image references from image captioning project ‚CAPTION-IT‛: ‚caption-it_report.docx‛ 

9. Format reference of the review paper : "A systematic literature review on health recommender systems.doc" 

10. Format reference taken from the review paper ‚ResearchPaper_Format.docx‛ 

11. Research article  : ‚Quality Control and Monitoring by it Solution for Better Application of TQM A Review‛ 

12. Taraneh Ghandi, Hamidreza Pourreza, Hamidreza Submitted on 31 Jan 2022, last revised 22 Aug 2023 Deep 

Learning Approaches on ImageCaptioning: A Review Mahyar https://arxiv.org/abs/2201.12944 

13. Ahmed Elhagry, Karima Kadaoui ‚A Thorough Review on Recent Deep Learning Methodologies for Image 

Captioning: ‚ https://arxiv.org/abs/2107.13114 

14. Karpathy, A., & Fei-Fei, L. (2015). "Deep Visual-Semantic Alignments for Generating Image 

Descriptions."https://cs.stanford.edu/people/karpathy/cvpr2015.pdf 

15. Devlin, J., Cheng, H., Fang, H., & Gupta, S. (2015). "Language Models for Image Captioning: The Quirks and 

What Works." https://arxiv.org/abs/1505.01809 

Yash Sindha et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69094 

 

   

 

 

16. Chen, X., & Lawrence Zitnick, C. (2015). "Mind's Eye: A Recurrent Visual Representation for Image 

CaptionGeneration."https://arxiv.org/abs/1502.03044 

 

 

 
Fig 1 : An image of the number ‚3‛ in original form 

and with basic augmentations applied. 

Fig 2 : Image set with background noise added  

 

 

 
 

 

Fig 3 : Different visualization of image after adding 

more layers 

Fig 4 : Conversion of an image from a large 

resolution to a small size 

 

  

  

  
 

Fig 5 : RGB images are composed of three colour 

channels: red, green, and blue 

Fig 6 : Colour space conversions 
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Fig 7 : Flow of the main processes Fig 8 : Sign up page 

  
 

Fig 9 : Login page Fig 10 : Caption generation page 

 
Fig 11 : Inaccurate caption generation 
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Modern intelligence and cybersecurity heavily rely on open-source intelligence (OSINT). This paper introduces the 

unique "Eye-Sint" OSINT tool, designed to revolutionize information acquisition for intelligence analysts and 

cybersecurity specialists. Eye-Sint combines port scanning, web scraping, and human footprinting. Its web scraping 

module can collect website headers, performs who is lookups, extracts emails, and many more things. The person 

footprinting module identifies individuals and extracts data from PDFs and domains. The port scanning module 

detects open ports for security assessments. We presented a detailed architecture, methodology, and capabilities. 

Real-world use cases highlight its importance in digital analysis, cybersecurity, and intelligence. We compare Eye-

Sint with other OSINT tools, emphasizing its qualities and ethical data collection. This study highlights Eye-Sint's 

precision, reliability, and its role in improving OSINT in cybersecurity and intelligence. 

 

Keywords: Open-source intelligence (OSINT), Web scraping, Person footprinting, Port scanning, SSL, Whois, 

Metadata analysis, Web crawl, Emil finder, Domain search 

 

INTRODUCTION 
In today’s world where data is extremely important and it is defined as ubiquity of digital information. The practice 

of intelligence analysis and cybersecurity has become increasingly reliant on open-source intelligence (OSINT). The 

constant flow of openly accessible data scattered throughout the enormous internet carries an immense amount of 

knowledge and weaknesses just waiting to be discovered. To properly delve into this wealth of knowledge, 

intelligence analysts and cybersecurity experts require adaptable tools that go beyond the limitations of traditional 

OSINT approaches[1]. Nevertheless, OSINT may be laborious and difficult, especially when numerous tools are used 

to gather and evaluate information from various sources. And to resolve this issue, ‚Eye-Sint‛ is introduced in this 

research article. Eye-Sint is a multi-module OSINT tool that integrates port scanning, web scraping, and person 

footprinting capabilities into a single platform. Eye-Sint was developed to revolutionize the way intelligence analysts 

and cybersecurity professionals gather information. In the digital age, the sheer volume and diversity of data pose a 
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formidable challenge to OSINT practitioners. The internet, while a treasure trove of information, also presents a 

complex conundrum—an unceasing surge of data. This relentless data expansion, dispersed across myriad websites, 

networks, and digital repositories, necessitates an OSINT tool that not only comprehensively aggregates data but 

also empowers users to extract, analyze, and interpret it effectively. Eye-Sint empowers users to perform web 

scraping, enabling the collection of publicly available data from websites. From extracting headers and performing 

whois lookups to gaining SSL information, extracting emails, crawling websites, and conducting directory brute-

force searches, Eye-Sint offers a comprehensive suite of web scraping capabilities. Furthermore, its person 

footprinting module equips users to search for individuals across the vast expanse of the internet, pinpoint 

geographic locations based on phone numbers, and extract metadata from PDF files. The port scanning module 

identifies open network ports on target systems, enhancing network security assessments.  

 

This research paper aims to introduce Eye-Sint as a groundbreaking multi-module OSINT (Open Source Intelligence) 

tool, shedding light on its extensive functionalities and capabilities. In pursuit of this goal, the paper delves into the 

technical intricacies of Eye-Sint, elucidating its architectural design, methodologies, and the technologies 

underpinning its web scraping, person footprinting, and port scanning capabilities. By doing so, it empowers readers 

with a profound technical understanding, enabling them to make informed decisions regarding the tool's potential 

applications.  Furthermore, the paper underscores the practical utility of Eye-Sint by presenting real-world use cases 

and scenarios where it can effectively extract actionable intelligence and bolster network security, demonstrating its 

relevance in intelligence analysis, cybersecurity investigations, and digital forensics. Through comparative analysis, 

Eye-Sint is positioned within the landscape of OSINT tools, highlighting its unique features, advantages, and 

limitations, thereby enabling readers to appreciate its distinctive contributions to the field. Additionally, the paper 

provides evidence of Eye-Sint's accuracy through practical examples and validation measures, assuring readers of its 

reliability in generating actionable insights.  Ultimately, the research paper also aims to provide insights into the 

future development and potential applications of Eye-Sint, ensuring its continued evolution and adaptability to meet 

the evolving demands of the ever-changing OSINT landscape. In doing so, it seeks to position Eye-Sint as a 

transformative tool for intelligence analysts and cybersecurity professionals, reshaping the way information is 

gathered and analyzed in the digital age. 

 

In the ever-evolving realm of open-source intelligence (OSINT)[2], where data is both the lifeblood and the challenge, 

Eye-Sint emerges as a trailblazing solution. At its core, Eye-Sint redefines the OSINT landscape by converging three 

distinct yet interconnected pillars of OSINT functionality: web scraping, person footprinting, and port scanning. This 

unification of capabilities represents a paradigm shift, setting Eye-Sint apart as a transformative force within the 

OSINT community. Historically, OSINT practitioners have grappled with a fragmented toolkit—a mosaic of 

specialized tools, each designed to address a specific facet of the intelligence gathering process. While these tools 

excel within their niches, they often lack the ability to seamlessly collaborate or share data. This fragmentation 

presents a dual challenge: increased operational complexity and a heightened risk of overlooking critical insights. In 

contrast, Eye-Sint envisions a unified OSINT experience. It recognizes that OSINT analysts and cybersecurity 

professionals do not operate in silos; they require a holistic approach that integrates their disparate tasks into a 

cohesive workflow. Eye-Sint's unique proposition lies in its ability to break down the walls separating web scraping, 

person footprinting, and port scanning, presenting users with a singular, integrated platform. At its core, Eye-Sint's 

web scraping module transcends the boundaries of conventional web scraping tools. While stand-alone web scrapers 

might excel at data extraction, they seldom possess the versatility to incorporate other OSINT functionalities 

seamlessly. Eye-Sint redefines web scraping by infusing it with the ability to perform whois lookups, analyze SSL 

information, extract emails, conduct web crawling, and even execute directory brute-force searches—all within the 

same environment. This convergence empowers analysts to collect, cross-reference, and analyze diverse datasets 

without the need to toggle between multiple applications. Eye-Sint's person footprinting capabilities take the art of 

profiling individuals to new heights. In traditional OSINT practices, investigators often find themselves juggling 

various tools to compile information about their subjects. Eye-Sint eliminates this complexity by offering a 

comprehensive suite of person footprinting tools under one roof. It can not only trace usernames across the internet 

but also dive deeper into PDF metadata analysis, geolocate phone numbers, and explore domains to uncover 
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associations—all within a unified framework. This synergy enables investigators to construct detailed profiles 

efficiently, enhancing their ability to make informed decisions[8]. In the realm of cybersecurity, Eye-Sint's port 

scanning module champions a holistic approach to network security assessment. While traditional port scanners 

focus on their specific tasks, Eye-Sint integrates port scanning seamlessly into its multifunctional environment. By 

identifying open network ports on target systems, it enhances the capacity for vulnerability assessments and threat 

detection[4]. This holistic view of network security promotes a comprehensive understanding of potential risks and 

vulnerabilities. The unification of web scraping, person footprinting, and port scanning within Eye-Sint translates 

into enhanced efficiency, streamlined workflows, and the elimination of information silos. Analysts no longer need 

to divide their attention between disparate tools; instead, they can harness the synergy of Eye-Sint to expedite data 

collection, analysis, and interpretation. This integrated approach empowers OSINT practitioners to make more 

informed decisions swiftly, bolstering the overall effectiveness of OSINT operations.  

 

OSINT working TECHNIQUES 

Traditional Approach Problems 

Open-source intelligence (OSINT) has traditionally been conducted and faced challenges in the past in following 

ways[3]:  

Manual Data Collection and Tool Fragmentation 

Traditional OSINT operations hinged on manual data collection methods, where analysts embarked on exhaustive 

web browsing and conducted intricate social media analyses. This manual approach often proved labor-intensive 

and time-consuming, as OSINT practitioners combed through vast online landscapes in search of relevant 

information. To aid in their investigations, analysts turned to an array of specialized OSINT tools, each meticulously 

designed for specific tasks such as web scraping, WHOIS lookup[5], geolocation, and social media monitoring. Tools 

like, ICANN lookup for whois information, Octoparse for web crawling[6], PDF24 for checking PDF metadata etc. 

However, the challenge lay in the fragmentation of these tools—each operating independently and demanding 

analysts to switch between them based on the specific requirements of the moment. The result was a complex and 

often disjointed OSINT process, marked by the need for meticulous manual data management.  

 

Resource-Intensive Nature and Ethical Considerations 

The traditional OSINT landscape was not without its ethical dilemmas and resource constraints. OSINT analysts 

were tasked with navigating intricate ethical and legal considerations, particularly when collecting information from 

online sources. Concerns related to personal data and privacy loomed large, adding a critical layer of complexity to 

their work. Moreover, the resource-intensiveness of traditional OSINT practices was a defining feature. 

Organizations frequently found themselves needing to allocate substantial human resources to execute effective 

OSINT operations[7]. The commitment of time, expertise, and manpower was not only costly but also posed 

challenges when scaling up operations to handle large volumes of data or conducting comprehensive investigations.  

 

Data Quality and the Expertise Factor 

In the world of traditional OSINT, data quality and reliability were perennial concerns. The manual nature of data 

collection and integration introduced the potential for errors, making the reliability of information collected highly 

variable. The effectiveness of OSINT operations often depended on the skills and experience of individual analysts, 

as they were tasked with interpreting the collected data and drawing actionable insights. This humanfactor was both 

a strength and a limitation, as it required analysts to apply their expertise to the process. The outcome was a 

landscape where the success of OSINT initiatives hinged on the proficiency of practitioners and the tools at their 

disposal.  In summary, traditional OSINT practices were marked by manual data collection, tool fragmentation, 

ethical considerations, and resource constraints. OSINT analysts grappled with the complexities of navigating vast 

online domains while striving to maintain ethical standards. The reliance on specialized tools and the inherent 

resource intensiveness of traditional OSINT underscored the need for transformative solutions like Eye-Sint, which 

offer a streamlined, automated, and integrated approach to meet the evolving demands of the field. 
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Solution: Eye-sint 

Comprehensive Integration of OSINT Functions 

Eye-Sint stands out as a game-changer in the world of OSINT by offering a seamless and comprehensive integration 

of OSINT functionalities. Unlike the fragmented landscape of traditional OSINT, where analysts juggled multiple 

specialized tools, Eye-Sint consolidates the essential capabilities of web scraping, person footprinting, and port 

scanning into a single, unified platform. This integration eliminates the need for constant tool-switching, simplifies 

workflows, and significantly streamlines the entire OSINT process. Analysts no longer find themselves piecing 

together data from disparate sources; instead, they can execute a range of functions consecutively or concurrently 

within the same environment. The result is unparalleled efficiency and a substantial reduction in the time required to 

gather, analyze, and interpret OSINT data.  

 

Unprecedented Combination of Features 

Eye-Sint brings together a comprehensive array of OSINT functionalities, consolidating web scraping, person 

footprinting, and port scanning into a single, unified platform. This amalgamation of capabilities is unparalleled in 

the current OSINT toollandscape, offering intelligence analysts and cybersecurity professionals a one-stop solution 

for their information-gathering needs. The tool empowers users to perform web scraping, collect data from websites, 

extract headers, perform WHOIS lookups, gaining SSL information, extracting emails and crawling websites. 

Furthermore, the person footprinting module equips users to search for individuals across the vast expanse of the 

internet, pinpoint geographic locations based on phone numbers, extract metadata from PDF files and also can 

perform domain search for emails. The port scanning module identifies open network ports on target systems, 

enhancing network security assessments. This unmatched combination of features under a single roof distinguishes 

Eye-Sint as a groundbreaking OSINT tool. 

 

Efficiency and Time Savings 

One of the primary advantages Eye-Sint offers to OSINT practitioners is efficiency. Unlike traditional approaches 

that often require the use of multiple tools for various tasks, Eye-Sint streamlines the process by providing a holistic 

suite of tools under one roof. This consolidation not only saves valuable time but also minimizes the need for 

extensive tool-switching and manual data integration. Analysts can swiftly transition between different OSINT 

functions without the burden of adapting to disparate tool interfaces. Tasks that previously demanded switching 

between multiple tools can now be executed seamlessly within the same environment, optimizing workflow 

efficiency. The elimination of time-consuming manual data integration further enhances the effectiveness of OSINT 

operations. In summary, Eye-sint emerges as a comprehensive solution, consolidating all essential OSINT features 

into a singular, cohesive platform, as depicted in Fig. 2. Unlike the conventional approach illustrated in Fig. 1, where 

disparate tools are necessitated for executing diverse OSINTmethodologies, Eye-sint stands out as a distinctive tool 

within the field. By seamlessly integrating various OSINT functionalities, it not only streamlines the investigative 

process but also presents itself as a unique and unified solution for practitioners in this field. 

 

METHODOLOGY 
 

For a seamless and user-friendly experience, Eye-sint offers a graphical user interface (GUI) version that enhances 

the accessibility of its powerful OSINT capabilities. This version comprises three main modules, each equipped with 

unique functionalities that cater to the diverse needs of intelligence analysts and cybersecurity professionals. 

 

Web scraping 

The heart of Eye-Sint's GUI version lies in its web scraping module, which consolidates a range of essential 

functionalities into a user-friendly interface. Analysts can effortlessly check website headers, retrieve SSL 

information, perform WHOIS lookups, initiate web crawls, and extract emails with just a few clicks. Here's the 

beauty of it: by simply providing the URL of a target website and selecting the desired functionality, analysts can 

swiftly execute tasks that would typically require multiple standalone tools. For instance, if SSL information is the 
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focus, the tool will promptly furnish all relevant SSL hash codes and provide the duration of SSL validity, 

streamlining the process and eliminating the need for separate tools for various OSINT research tasks. Which 

showed in Fig 3. 

 

Person footprinting 

This module equips analysts with an array of powerful tools to uncover critical information about individuals across 

the vast expanse of the internet. This module simplifies the process of geolocating individuals based on phone 

numbers, finding usernames scattered across online platforms, conducting comprehensive email searches through 

domain exploration, and extracting valuable metadata from PDF files. Let's delve into one of these functionalities: 

extracting PDF metadata. To access to comprehensive PDF metadata can be a game-changer, shedding light on a 

document's origins and evolution. Eye-Sint stands out by simplifying the process of extracting vital PDF metadata 

with ease. By simply inputting a PDF document, the tool swiftly retrieves essential information like authorship, 

creation and modification dates, document titles,and more. This capability empowers analysts to gain deeper 

insights into a document's context and history, elevating the quality and depth of OSINT investigations. For instance, 

imagine an intelligence analyst confronting a critical PDF document. Leveraging Eye-Sint's PDF metadata extraction, 

they swiftly uncover the author's identity, track the document's evolution, and gauge its relevance to their 

investigation. This detailed data proves invaluable for verifying document authenticity, evaluating significance, and 

making well-informed decisions during intelligence analysis and cybersecurity investigations. 

 

Port Scanning 

Eye-Sint's Port Scanning capability, while not novel in itself, stands out in the context of OSINT due to its seamless 

integration with a comprehensive suite of OSINT tools. This feature allows analysts to determine open network ports 

on target systems, providing a valuable layer of insight in conjunction with other OSINT functions. While traditional 

port scanning tools often operate in isolation, Eye-Sint's innovation lies in its ability to merge port scanning with web 

scraping, person footprinting, and more, offering analysts a holistic and efficient approach to information gathering. 

This unique blend of capabilities distinguishes Eye-Sint as a versatile OSINT tool that goes beyond conventional port 

scanning by facilitating multifaceted intelligence and cybersecurity investigations. 

 

Comparative analysis of eye-sint 

In our comparative evaluation of Eye-Sint, Shodan, and Maltego, we assessed their performance across various 

OSINT functions. Eye-Sint stood out as a robust OSINT tool. Eye-Sint reigns supreme in web scraping, eclipsing 

rivals with its deep dive into headers, SSL intel, and email extraction. Its footprinting prowess shines with pinpoint 

phone geolocation and PDF metadata mastery. Though domain search parity exists, Eye-Sint's holistic symphony of 

OSINT features empowers analysts and security specialists to gather and analyze data with unmatched efficiency in 

the digital age. 

 

Ethical and legal consideration 

Privacy and Compliance[10] Eye-Sint emphasizes privacy and compliance by encouraging analysts to obtain 

informed consent when dealing with personal data. It also ensures compliance with data protection and privacy 

laws, guiding users to align their OSINT activities with legal requirements. 

Responsible Data Handling Eye-Sint prioritizes responsible data management, offering features like data 

encryption and anonymization to safeguard collected data. This promotes ethical data handling practices during 

OSINT investigations. 

Transparency and Accountabilit Eye-Sint promotes transparency and accountability by urging users to maintain 

comprehensive records of their OSINT activities. This documentation includes data sources, methodologies, and 

ethical considerations, supporting user accountability and facilitating auditing and compliance efforts. 
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CONCLUSION AND FUTURE WORK 
 

Eye-Sint is a new OSINT tool that combines web scraping, person footprinting, and port scanning functionalities into 

a single platform. This makes it easier for intelligence analysts and cybersecurity professionals to gather, analyze, 

and interpret data. Eye-Sint is unique in its ability to provide a holistic approach to OSINT operations. It eliminates 

the need for analysts to use multiple specialized tools, which can streamline workflows and significantly enhance 

efficiency. Additionally, Eye-Sint upholds ethical and legal considerations, promoting responsible data collection and 

usage. It emphasizes privacy, compliance with data protection laws, and transparent, accountable data handling 

practices. Overall, Eye-Sint is a groundbreaking and transformative tool in the realm of OSINT. It addresses the 

longstanding challenges of traditional OSINT practices, offering a unified platform that seamlessly integrates web 

scraping, person footprinting, and port scanning functionalities. This consolidation not only streamlines workflows 

but also significantly enhances efficiency, enabling intelligence analysts and cybersecurity professionals to gather, 

analyze, and interpret data with unprecedented ease and speed. 

 

In simpler terms, Eye-Sint is a new OSINT tool that makes it easier to collect, analyze, and interpret data in a 

responsible and ethical way. It is a powerful asset for intelligence analysts and cybersecurity specialists, and it has 

the potential to revolutionize the way OSINT is conducted. In the future, Eye-Sint could focus on enhancing 

automation, adding new OSINT functionalities, and refining user interfaces. The integration of machine learning and 

AI[9] for advanced data analysis, along with real-world testing through collaboration with experts, can further 

elevate its capabilities. Ensuring compliance with evolving privacy and legal standards will be crucial as the digital 

landscape continues to change. Eye-Sint's ongoing development promises to play a leading role in innovative and 

responsible OSINT operations. 
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Fig. 2 All tools provided by eye-sint in one place 

 

Fig. 3 SSL information of https://www.bvmengineering.ac.in/ 
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Fig 4. PDF metadata 

 
Fig 5. Workflow of Eye-sint 
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From industrial automation to space program, Industry 4.0 has revolutionized a number of industries. 

One of its main beneficiaries has also been healthcare. Industry 4.0 utilizes cutting-edge technologies like 

Artificial Intelligence (AI), Machine Learning, Big Data, Cloud Computing, Blockchain, and IoT to deliver 

solutions that are efficient, accurate, and timely. The healthcare revolution is a laborious task that 

necessitates careful consideration of many technological and medical issues. In this essay, we'll talk about 

how modern technologies can bring about unimaginable change in the health sector, how to use them 

effectively, and what the biggest obstacles are to doing so. 

 

Keywords:  Healthcare, Industry 4.0,Humanity,Artificial Intelligence. 

 

INTRODUCTION 

 
The global demographic landscape is evolving rapidly, characterized by an ageing and expanding population. This 

demographic shift underscores the increasing demand for resources and healthcare services that are not only robust 

but also affordable and easily accessible. To address these pressing needs at both the global and local levels, the 

healthcare system must undergo a transformation driven by the generation and utilization of healthcare data [1]. In 

this era of healthcare evolution, the World Economic Forum has coined the term "Health 4.0" to describe a paradigm 

where cutting-edge medical data converges with state-of-the-art technologies. This fusion encompasses block chain, 

cloud computing, the Internet of Things (IoT), artificial intelligence, and fog computing. Health 4.0 paves the way for 

a healthcare landscape that is collaborative, convergent, and predictive, revolutionizing the way we approach health 

and well-being [2]. 
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The genesis of the concept of the industrial internet in 2012 [3] laid the groundwork for a digital transformation that 

blends Big Data and the Internet of Things, creating a seamless integration of the digital and physical worlds. This 

convergence has significant implications for healthcare, where the costs in developed nations starkly contrast with 

those in developing countries. The disparity in healthcare costs has given rise to medical tourism in developing 

nations, and modern communication technologies are instrumental in propelling this trend further [5]. Technological 

advancements, such as the integration of remote devices and the monitoring of healthcare-related data by 

individuals, offer new avenues for enhancing healthcare. Notably, as the percentage of the younger population 

decreases with the ageing of society, conventional hospital-based healthcare services face challenges in maintaining 

viability [2].  To ensure a sustainable, high-quality healthcare service in the foreseeable future, a paradigm shift in 

healthcare is imperative. This shift is encapsulated in the transformative concept of "Health 4.0," which promises to 

redefine healthcare in a way that meets the needs of our evolving world. 

 

Industry 4.0 

Definition and Foundation: Industry 4.0 can be defined as the digital transformation of traditional manufacturing 

and industrial practices using cutting-edge smart technologies. At its core, it relies on the concept of cyber-physical 

systems, where sophisticated machines are equipped with ubiquitous sensors, enabling self-operation and intelligent 

decision-making [4]. 

Key Technologies: The Fourth Industrial Revolution incorporates several key technologies, including the Internet of 

Things (IoT), increased automation, improved communication strategies, and self-help mechanisms. These 

technologies form the cornerstones of Industry 4.0, facilitating a more connected, automated, and data-driven 

industrial landscape [5]. 

Emerging Technologies: Klaus Schwab, the founder of the World Economic Forum, envisions the emergence of 

various new technologies during this revolution. These technologies encompass artificial intelligence (AI), robotics, 

nanotechnology, biotechnology, the Internet of Things (IoT), decentralization of systems, 3D printing, fifth-

generation communication technologies, quantum computing, and autonomous vehicles [10]. 

Global Impact: Industry 4.0 is a global phenomenon, with Germany being an early adopter. In the early 2010s, 

Germany initiated a high-tech strategy project that promoted the computerization of manufacturing, contributing to 

the concept's emergence [6]. 

Enablers: The key enablers of Industry 4.0 include cyber-physical systems, smart manufacturing, intelligent systems, 

and industrial integration. These components drive value creation, higher productivity, and increased efficiency 

within the industrial sector. Industry 4.0 leverages technologies such as the Internet of Everything, Big Data, Cloud-

based computing, Artificial Intelligence, and Cyber-Physical Systems [7]. 

 

Healthcare In Industry 4.0 

Industry 4.0 revolutionizes the healthcare sector, simplifying processes and introducing cutting-edge technologies. 

Notable advancements include rapid communication, cloud-based record systems, and the ability to swiftly measure 

a wide range of parameters. The convergence of the Internet of Things (IoT), blockchain, cloud computing, and 

artificial intelligence (AI) has driven remarkable progress in healthcare. The impact of Industry 4.0 on healthcare is 

profound. It streamlines operations, reduces time and costs, and fosters the adoption of superior solutions [8]. By 

leveraging cyber-physical systems, Industry 4.0 represents the technological transformation of healthcare, mirroring 

its effect on traditional manufacturing sectors [9]. In this era, the healthcare landscape is enriched by the Internet of 

Things, natural language processing, and cyber-physical systems. Innovative solutions like biosensors, smart organs, 

and medical cyber-physical systems are enhancing medical diagnosis and troubleshooting. The shift from traditional 

hospital-centric care to digital and dispersed care is driven by technologies such as artificial intelligence, deep 

learning, big data, genomics, home-based treatment, robots, tissue engineering, and 3D printing of implants. As a 

result, Industry 4.0 applications have gained significant traction within the healthcare industry. The healthcare sector 

is experiencing a transformative journey in the era of Industry 4.0, marked by efficiency, innovation, and the 

integration of groundbreaking technologies. 
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IoT in Health 4.0 

The integration of the Internet of Things (IoT) into the healthcare system has revolutionized the traditional healthcare 

environment, making it smarter and more personalized. This transformation is facilitated by smart devices such as 

smart watches, smartphones, IoT-based devices, and other technological innovations.  For example, smart watches 

like the Apple Watch and Amazfit, as well as smart glasses such as Google Glasses and Hololens, represent wearable 

IoT devices. Smart watches and similar devices offer features like monitoring the wearer's heart rate, pulse, the 

number of steps taken, and much more. These devices are equipped with wireless sensors that transmit data to a 

centralized server, enabling real-time monitoring and analysis. IoT plays a crucial role in healthcare by facilitating 

tasks such as treatment management, patient monitoring, and early disease detection. This integration of IoT in 

healthcare, often referred to as Health 4.0, empowers healthcare providers to deliver more intelligent and 

individualized care, ultimately enhancing patient outcomes and the overall quality of healthcare services [10]. 

 

Artificial Intelligence in Health 4.0 

In the era of Health 4.0, the integration of Artificial Intelligence (AI) into healthcare has brought about remarkable 

advancements and improvements. Here are key points to understand this integration: 

Virtual Reality-Enhanced Treatment: Virtual reality (VR) technologies are increasingly being utilized to deliver 

robotically assisted treatments to patients. This not only enhances patient care but also reduces risks for medical 

practitioners. Doctors can remotely control robotic systems to perform surgeries and procedures, minimizing 

physical contact and the potential for infection transmission [11]. 

Immediate Issue Identification: Health 4.0 technologies, particularly AI, play a critical role in promptly identifying 

patient issues. Through the use of sensors in emergency situations, AI systems can swiftly assess a patient's condition 

and relay critical data to healthcare providers. This rapid response can be life-saving in critical scenarios [11]. 

Data Analysis: AI technologies are extensively employed for the analysis of various healthcare data sources. This 

includes the examination of clinical data, Electronic Health Records (EHRs), medical images like X-rays and MRIs, 

and physiological signals such as heart rate and vital signs. AI-driven data analytics provides healthcare 

professionals with valuable insights and aids in diagnosing and monitoring patients [12]. 

Feature Engineering for Data Analysis: In the realm of AI-driven healthcare, a technique known as feature 

engineering is commonly used for data analysis. Feature engineering involves the extraction of relevant descriptors 

from various data sources, which are then categorized or segmented for analysis. This process enhances the accuracy 

of AI algorithms in identifying patterns and making predictions in healthcare data [12]. 

Structured and Unstructured Health Information: Healthcare data can be categorized as structured and 

unstructured. Structured data includes information with specific categories such as demographics, medication 

records, medical procedures, laboratory test results, and diagnoses. In contrast, unstructured data comprises text-

based documents, such as medical notes from healthcare professionals. AI systems are adept at handling both types 

of data, facilitating comprehensive patient care and efficient data management [13]. 

 

Cyber Physical System in health 4.0 

Technological Transformation: Industry 4.0, driven by CPS, represents a significant technological transformation in 

manufacturing. This transformation extends its impact beyond traditional manufacturing sectors, including 

healthcare. The incorporation of CPS has the potential to revolutionize healthcare processes and improve patient care 

[9]. 

Integrating Healthcare Processes: A core principle of CPS in healthcare is the integration of healthcare processes 

with the aid of available technology. This integration enhances the efficiency of healthcare systems, enabling them to 

provide better services and patient satisfaction. Smart device technology plays a pivotal role in facilitating secure 

communication, computation, and data privacy, all of which contribute to improved healthcare facilities [10]. 

Managing Healthcare Data: The advancements in CPS have also accentuated the importance of healthcare data. 

Managing this data effectively is a complex process. Healthcare data includes a vast amount of information, ranging 

from patient records to medical images. To tackle this challenge, modern big data technologies are being harnessed. 
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They allow healthcare organizations to efficiently manage, analyze, and utilize healthcare data. This, in turn, makes 

healthcare CPS more patient-centric by ensuring data-driven decision-making and personalized care [7]. 

Leveraging Cloud Technology: The cloud plays a significant role in making healthcare CPS more patient-centric and 

data-driven. Cloud technology enables the secure storage and accessibility of healthcare data from anywhere. This 

mobility and accessibility are crucial in the delivery of modern healthcare, where real-time data sharing and 

decision-making are vital for patient care and outcomes [10]. 

 

Blockchain in Health 4.0 

Blockchain technology is a multifaceted breakthrough that finds applications in a wide range of areas, such as mobile 

technology, defence systems, finance, healthcare, and the Internet of Things. Blockchain technology provides special 

advantages and solutions in the field of healthcare. [16]. 

 

Important Blockchain Technology Applications in Healthcare 

Interdisciplinary Techniques: Blockchain technology is a product of diverse fields, incorporating cryptography, 

algorithms, economic models, and mathematics. It leverages these interdisciplinary techniques to create secure and 

transparent data networks [16]. Peer-to-Peer Networking: One of the key features of blockchain is its use of peer-to-

peer networking, which allows direct communication between participants. This characteristic eliminates the need 

for intermediaries, leading to more efficient data sharing and transactions [14]. 

Distributed Consensus Algorithms: Blockchain relies on distributed consensus algorithms to validate and record 

transactions. This approach ensures that data remains consistent and accurate across the network, enhancing 

integrity and verification [14]. 

Applications in Healthcare: Blockchain's application in healthcare is vast and includes areas such as device tracking, 

clinical trials, pharmaceutical tracing, and health insurance. These applications help improve systems designed to 

combat issues like illicit and counterfeit drugs. Moreover, blockchain supports healthcare data interchange, 

nationwide interoperability, medical device tracking, and drug tracking, addressing several challenges in the 

modern healthcare sector [15]. Blockchain is a vital tool in the healthcare industry and many other businesses 

because of its unique features, which include security, transparency, and data integrity. It has the ability to improve 

data management and healthcare services by fostering trust and data sharing across networks. 

 

CONCLUSION 
 

There is an increased demand for comprehensive, reasonably priced, and quickly accessible healthcare services in 

this period of ageing and growing global population. The creation and application of healthcare data must drive a 

revolution in the industry to meet these expectations. The World Economic Forum's definition of "Health 4.0" 

embodies this change, as cutting-edge medical data and state-of-the-art technologies combine to create a 

collaborative, predictive, and convergent healthcare environment. It is revolutionary to combine the industrial 

internet—capsulated by Industry 4.0—with the healthcare industry. The Internet of Things, artificial intelligence, and 

cyber-physical systems—three of Industry 4.0's key technologies—are propelling amazing advancements in 

healthcare. These developments lower expenses, simplify healthcare processes, and present creative fixes. The 

Internet of Things, artificial intelligence, blockchain, cloud computing, and other technologies are revolutionising the 

healthcare industry. This tour is distinguished by its inventiveness, efficiency, and incorporation of cutting-edge 

technologies. A number of Industry 4.0 components, including blockchain, cyber-physical systems, artificial 

intelligence, and the Internet of Things, are crucial to this shift. Both the overall quality of healthcare services and 

patient outcomes are improved by these technologies. The integration of the Internet of Things empowers healthcare 

providers to deliver more intelligent and individualized care, while artificial intelligence facilitates rapid issue 

identification, data analysis, and structured and unstructured health information management. Cyber-physical 

systems revolutionize healthcare processes and improve patient care, enabled by modern big data technologies and 

cloud computing. Furthermore, blockchain technology offers secure and transparent data networks, eliminating the 

need for intermediaries and improving various aspects of healthcare, from device tracking to clinical trials. 
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Tall buildings have a symbolic value in urban environments because they have a significant impact on 

how city skylines are arranged. Their distinctive shapes are responsible for the enhancement of aesthetic 

appeal and have a significant impact; meanwhile, their intricate patterns offer a feeling of variety while 

also offering architectural challenges. This study's main objective is to undertake a thorough examination 

of the existing literature in order to fully understand the present state of knowledge about the complex 

structural characteristics of twisted towers. A major emphasis is placed on assessing the benefits and 

drawbacks of various structural approaches, which cover both adaptive and non-adaptive systems. This 

examination seeks to identify the complex issues and difficulties involved in using different structural 

strategies in the context of these architecturally distinctive structures. The overall purpose of this 

literature study is to offer insightful information on how structural systems inside twisted towers are 

currently understood. This paper aims to add a deeper understanding of the complexity of planning and 

building twisted towers by methodically compiling and examining the substantial volume of existing 

 literature. It aims to be a comprehensive resource that provides a detailed analysis of the many aspects 

of the twisted structures. 

 

Keywords:  Adaptive system, Non-adaptive system, Outrigger, Rate of twist, Twisted building, Twisted 

diagrid, Structural systems. 
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INTRODUCTION 
 

The Twisted Tower is a particularly unique type of architecture that draws attention to itself with its extraordinarily 

distinctive design. As its name implies, this tower deviates from the typical straight vertical profiles of conventional 

structures by incorporating a twist or spiral into its structural composition, creating a transformative effect on the 

eye. Along with achieving important aesthetic goals. Twisted towers, which have this artistic style, have developed 

in many cities all over the world, eventually becoming iconic monuments that defy norms of conventional 

architecture and engineering. These structures continuously challenge expectations, showing themselves as amazing 

engineering achievements and metaphorical symbols of innovation and advancement.   Each of these unique 

skyscrapers makes a striking contribution to the city's metropolitan skyline, highlighting the promise and potential 

of artistic design in the modern day.  The realization of a twisted architectural form necessitates a meticulous and 

purposeful adjustment that involves the rotational repositioning of floors and a corresponding adaptation of the 

facade, seamlessly aligning with this rotational movement. Generally, tall buildings have most effect of lateral loads 

like seismic load and wind load.[20]. In case of twisted building, It has good characteristic in terms of wind 

resistance.[14].  Turning Torso in Sweden, Shanghai Tower in China, Cayan Tower in Dubai, Al Bahar Towers in the 

United Arab Emirates, and Generali Tower in Italy are some of the world-famous twisted structures. Each of these 

structures is a witness to the varied expressions within this architectural genre, as well as to the worldwide 

landscape of twisted architecture. Similar to how the Shanghai Tower, with its slick and beautiful look, shows the 

combination of aesthetics and practicality, these projects demonstrate the mastery of architectural design and 

engineering, displaying the tremendous possibilities for innovation. It demonstrates the tremendous possibilities of 

contemporary engineering and building techniques. In Dubai, the Cayan Tower stands as a symbol of the city's 

ambition and progress. Its twisted form is not only visually stunning, but also provides residents with breathtaking 

views of the surrounding landscape.[21]. The Al Bahar Towers in the UAE, with their innovative sun-shading 

system, demonstrate the integration of sustainable design principles into twisted architecture. Finally, the Generali 

Tower in Italy represents a harmonious blend of tradition and modernity, with its twisting form paying homage to 

the country's rich architectural heritage.  

 

Rate of Twist 

The "rate of twist" in a twisted structure refers to the difference in twist angle between two succeeding levels. The 

building's angle of twist in relation to the sum of its storeys may be used to calculate the rate of twist mathematically: 

 = θ / n 

Where, 

 = Rate of twist  

θ = Angle of twist of the building 

n = Total number of storeys  

 

Aerodynamic Charactaristics 

Alaghmandan et al. [2013].[1]. provides overview about effect of wind load on aerodynamically modified structures. 

A highly effective approach for mitigating vortex shedding caused by dynamic responses is the use of a twist in tall 

building designs. Specifically in crosswind situations where the building's least effective face purposefully deviates 

from alignment with the primary wind direction, this deliberate twist shows to be remarkably successful in reducing 

wind impacts. Crosswinds are minimized by this purposeful orientation targeted disruption of the resonance 

between the building's inherent frequency and periodic vortex shedding. This architectural innovation boosts the 

stability and resilience of tall structures by purposely departing from traditional designs. 

 

Tang et al. [2013].[2]. investigate the effects of wind drags on tall buildings with different geometries using 

computational fluid dynamics to examine both linear and twisted structures. Understanding the impact of building 

torsion on the reduction of wind drag is the main goal of their research. Their research shows that intentionally 

incorporating twists into architectural designs significantly reduces wind drag, suggesting that proper application of 
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this architectural technique may decrease wind drag. In maximising building structures' aerodynamic effectiveness 

and decreasing the impacts of wind forces, the research underlines the potential benefits of implementing proper 

twists into structures. Kim et al. [2018].[3]. investigates the damping ratios associated with the aerodynamic behavior 

of a 180° helical supertall building using a model test that simulates rocking vibrations. The random decrement 

technique (RDT) employed to assess the aerodynamic damping ratios of structures under ambient loads. The 

findings reveal that the aerodynamic damping ratios of the 180 helical model exhibit superior aerodynamic 

characteristics in both the along-wind and across-wind directions when compared to those of the square model. 

Furthermore, the study finds no evidence of aeroelastic instability in the 180° helical model for any of the reduced 

velocities considered. Moreover, it is determined that the wind direction does not impact the aerodynamic damping 

ratio of the 180 helical model.  

 

Structural Approach 

Taşkın [2019].[4]. describes two structural approaches for design of  twisted tall structures. The first approach is 

termed as "non-adaptive structural approach", which involves rotating floors around the central axis while keeping 

structural columns in a vertical configuration. The  "adaptive structural approach," an alternate strategy, matches up 

the structural system with the building's twisting facade. These separate systems present different opportunities and 

design challenges for buildings and structures. The performance and characteristics of twisted tall structures are 

strongly influenced by the choice between non-adaptive and adaptive structural approach. The essential features of 

these structures are influenced by the selection of  construction method and overall design and functionality of twisted 

tall buildings.  

 

LITERATURE REVIEW 

 
Kwon et al. [2014].[5]. studied that the load-resisting capabilities of analytical models of twisted buildings at 0°, 90°, 

180°, and 270° were compared. The study's research results demonstrate that as the twisting angle grows, structures' 

potential for progressive collapse lowers. The fragility study shows that the model structures' collapse probability for 

the spectrum acceleration  are substantially lower than 10%, confirming that they are typically secure against 

higher level earthquakes. Additionally, it was shown that the seismic fragility declined as the twisting angle rose.  

Moon [2014].[6]. investigates various options for developing structural systems in twisted tall structures and their 

corresponding lateral stiffness performances. He explores how modern structural technologies, such as outrigger 

systems, braced tubes, and diagrids, are used to construct twisted tall structures and also investigates and how 

diagrid systems function structurally in twisted tall structures and contrasts them with braced tubes. The structural 

performance of outrigger structures in twisted tall buildings is also examined in this research, and it examines how 

lateral stiffness decreases as the degree of twist rises.  Vincent et al. [2015].[7]. explain the use of cambered tower floor 

plates to account for the rotational displacement caused by the Grove at Grand Bay's twisting design. With proper 

planning, the tower was return to its original position just before the hat truss reaches its designed strength. Steel 

plates were effectively used on the lower levels to counteract the rotation of the structure caused by long-term 

concrete creep. A vast 80 auger-cast pile-supported concrete mat, measuring 7'-6" inch thickness, was methodically 

used to provide strong support for the center core of each tower. Steel reinforcement was expertly included to 

strengthen the top and bottom reinforcement layers, and the pile cap was installed to mitigate any potential vertical 

shear. 

 

Moon [2016].[8]. examines how well outrigger systems operate in tall structures with complex geometries like 

twisted, slanted, and tapering ones. With a focus on the greater structural depth and effectiveness of outrigger 

systems in withstanding wind-induced overturning moments, it compares outrigger structures to shear wall type 

structures that are contained inside the building core. The study examines the impact of several design elements, 

including twist, tilt, and taper angles, on the structural performance of outrigger systems. In twisted tall buildings, 

lateral stiffness of outrigger structures decreases as the rate of twist surges, but in tapered tall buildings, lateral 

stiffness rises as the rate of taper increases. Although it acknowledges that there is a significant initial lateral 
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displacement brought on by gravity, the study also identifies the higher lateral stiffness of outrigger systems in tilted 

towers as a product of the triangulation of primary structural components. The study highlights the structural 

effectiveness and aesthetic potential of outrigger structures for tall buildings with complicated geometries. 

 

Xiong et al. [2018].[9]. find out the mechanical performance of high-rise twisted diagrid tube designs, with a special 

attention on examining how the external inclined column elements affects the characteristics of the whole structure. 

The top story's displacement and the internal forces acting on each component are determined by the analysis of the 

models done by the authors using SAP2000 V14 software. The load distribution, which includes Ultimate Bearing 

Capacity, dead load, live load, and wind pressure, complies with the Chinese Code. The rotation angle (or rate of 

twist), the aspect ratio (or ratio of height to width), and the interlayer spacing between neighboring major ring beams 

are the three crucial elements that are the study pinpoints via its investigation as having a substantial influence on 

the structural performance. The findings reveal that the internal forces acting on side columns and diagonal bracing 

tend to increase with the rotation angle, while the corner column initially experiences a decline in forces before a 

brief increase. Moreover, the maximum axial force exerted on side columns surpasses that of corner columns, and the 

gap between the two increases as the twist angle intensifies.  

 

Sanjay R. et al. [2019].[10]. has studied a comparative examination concerning the structural behavior of Reinforced 

Concrete (RCC) and Steel twisted constructions when subjected to dynamic loads. The investigation assesses various 

degrees of twist (1.5, 2.5, and 3.5 per floor) for both RCC and Steel twisted buildings. The modeling and analysis are 

executed employing SAP2000, taking into consideration dead loads, live loads, seismic loads, and wind loads. The 

analysis is conducted for gravity loads and lateral loads utilizing the Response spectrum methodology. The 

investigation concludes that the Steel twisted building demonstrates superior efficiency in comparison to the RCC 

twisted building under the influence of seismic and wind loads. The angle of twist at 3.5 degrees per floor is 

identified as the most efficient when compared to angles of twist at 1.5 and 2.5 degrees. Additionally, the study 

highlights that twisted buildings possess the potential to enhance aerodynamic properties and energy efficiency. 

 

Song et al. [2020].[11]. explores the impact of various factors such as diagonal angle, twist rate, aspect ratio, corner 

column, and plan form on the lateral stiffness of twisted diagrids. It aims to identify the optimal range of diagonal 

angles through a comprehensive analysis. A design methodology is proposed for determining the diagonal sizes of 

twisted diagrids, and its validity is confirmed through finite element analysis. Additionally, a novel configuration of 

twisted diagrids with asymmetric diagonal angles is introduced, demonstrating enhanced lateral stiffness compared 

to the symmetric case. The paper further calculates the overall overturn moment of modules in twisted diagrid tube 

structures utilizing equations provided within. For the initial design of twisted diagrids, it is advised that the left-

inclined diagonal angle surpasses the right-inclined angle. Moreover, factors related to architecture and 

constructability need to be taken into account when determining the diagonal angles. Ultimately, the optimal angle is 

determined, revealing that for 60-story twisted diagrids with an aspect ratio of 7, the ideal diagonal angle falls within 

the range of 55 to 71.  

 

Zuber et al. [2022].[12]. has done a comparative investigation into the structural behavior of Reinforced Concrete 

(RCC) twisted buildings under dynamic loads, specifically examining varying degrees of twist at the central region 

of the edifice. The findings of this study demonstrated that RCC twisted buildings exhibit commendable efficiency 

when subjected to seismic and wind loads, with a 10-degree twist angle proving more efficient in comparison to 12.5 

and 15 degrees. Employing the ETABS software, the analysis incorporated considerations of dead loads, live loads, 

seismic loads, and wind loads, with parameters such as displacement, storey drift, time period, and base shear being 

plotted for thorough evaluation. It is important to note that the analysis adhered to the Indian standard codal 

provisions for Zone V.  Naik et al. [2022].[13]. utilize the software program ETABS in order to conduct an analysis on 

a 16-storey building that possesses a twisted configuration. In their examination, they meticulously scrutinize 

various levels of twist, ranging from 1.5° to 5°. The structural parameters that are taken into account for this analysis 

consist of M50 grade concrete, Fe500 for primary reinforcement, and Fe450 for secondary reinforcement. It should be 

noted that this research is carried out with respect to a building situated in Zone IV, which exhibits a medium soil 
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condition, and is in accordance with the codal provisions of India. The significant outcome of this analysis unveils 

that the model with a twist rate of 3° manifests the greatest lateral displacement, thereby providing valuable insights 

into the structural response under these particular conditions. 

 

SUMMARY 

 
Analysis of the effects of wind loads on buildings with altered aerodynamics to shift from conventional designs and 

deliberately introduce crosswind misalignment to decrease vortex shedding and increase stability in tall 

structures.[1]. Study of wind drags on tall structures using computational fluid dynamics, focusing on how building 

twist affects wind drag reduction. Intentional twists greatly reduce wind forces, improving aerodynamic 

performance.[2]. Researcher investigate the aerodynamics of a twisted supertall structure while testing model 

simulations to determine damping ratios. In comparing the twisted and square models. The research illustrates the 

twisted model have better aerodynamic qualities, enhancing understanding of the wind-induced aerodynamic 

performance of complicated tall buildings.[3]. The primary two techniques for creating tall, twisted structures: the 

"non-adaptive" technique rotates the floors, while the "adaptive" technique lines up the structure with the twist.[4]. 

Additionally, researcher investigate analytical models of twisted buildings at various angles, revealing that increased 

twisting angles reduce the risk of progressive collapse. Seismic fragility analysis underscores structural resilience 

against higher-level earthquakes, offering valuable insights for designing earthquake-resistant twisted buildings.[5]. 

In comparison of twisted structures including diagrids, braced tubes, and outrigger systems. The study highlights 

the decrease in lateral stiffness with increasing twist and compares diagrids with braced tubes to assess the structural 

performance of outrigger system.[6]. Details of structural improvements that solve rotational displacement in the 

twisting design. Enhanced stability and resilience are provided by cambered floor plates, steel reinforcements, and 

auger-cast piles, providing insights into overcoming difficulties in twisted tower designs.[7]. The study of design 

impacts due to outrigger systems with a focus on multidisciplinary research, aesthetic potential, and structural 

efficiency. Outrigger at top and middle storey performs better in lateral loads.[8]. Tall twisted diagrid tube structural 

system’s  mechanical behaviour is examined by researcher, who place special twisted diagrid at outer periphery. The 

analysis pinpoints variables affecting structural performance, leading the best designs for increased effectiveness.[9]. 

In comparison of different materials, steel twisted building with 3° rate of twist performs structurally better under 

seismic and wind conditions, presenting the potential for improved aerodynamics and energy efficiency.[10]. Effects 

of the aspect ratio, twist rate, and diagonal angles on the lateral stiffness of twisted diagrids using finite element 

analysis and finds that lateral stiffness was decreasing with increase in rate of twist.[11]. Study of various twists 

while analysing the dynamic performance of RCC structures when twist is provided at middle part of building. They 

demonstrate the effectiveness of a 10-degree twist against seismic and wind loads, providing a strong knowledge of 

structural behaviour. In a comparison of the structural performance of RCC and steel twisted structures under 

dynamic loads.[12]. Analysing a 16-story twisted structure with various twist degrees using ETABS software, 

providing insights into lateral displacements is maximum when twist rate was 3°.[13].  

 

CONCLUSION 

 
The implementation of twists is a very successful approach for reducing vortex shedding brought on by dynamic 

reactions to wind loads in tall building design.   Building stability and resilience are increased due to the intentional 

misalignment of the least efficient face of the structure, which breaks the resonance between the intrinsic frequency 

of the structure and the periodic vortex shedding.[1]. By addition of twist to straight tower, wind drag is 

reduced. This architectural style shows promise for improving aerodynamic efficiency and reducing the effects of 

wind forces on tall structures.[2].. The twisted model's aerodynamic characteristics help to better understand how 

twisted tall structures respond to wind forces and lessen wind drag.[3]. For selection of structural approaches,  

Architectural aesthetics, functional purpose, and lateral load resistance all play a role in choosing between adaptable 

and non-adaptive structural approaches.[4]. Analytical models of twisted structures at various angles were tested for 

their ability to resist loads, showing a link between the degree of twisting and the risk of gradual collapse. The 
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buildings exhibit resistance to stronger earthquakes as the twisting angle rises.[13]. Cambered floor plates and steel 

reinforcements, such as concrete matting supported by auger-cast piles, demonstrate the complexity of enhancing 

stability and minimizing long-term structural deformations.[5]. In comparison to a basic twisted structure, the 

outrigger with a twisted structure provides improved lateral stiffness as the angle of twist increases.[7]. In twisted 

structures with diagonal bracing, the internal forces of the side columns and bracing tend to increase with the 

rotation angle, whereas the corner column shows a decline after a brief increase. Corner columns have a lower 

maximum axial force than side columns, and as the twist angle increases, the space between them gets wider.[8]. By 

introducing unique configurations with asymmetric diagonal angles, it is possible to demonstrate increased lateral 

stiffness and get important insight into how to construct effective twisted diagrid structures.[9]. If the rate of twist is 

only at the center of the structure, then a 10° twist has a superior efficiency than other models.[10]. Under the effect 

of seismic and wind loads, steel twisted buildings exhibit better efficiency over RCC twisted buildings. When 

compared to angles of twist at 1.5 and 2.5 degrees, the angle of twist at 3.5 degrees per floor is shown to be the most 

effective.[11]. It is discovered that the storey displacement rises up to a twist rate of 3° before falling. For a twist rate 

of 3°, the top storey displacement is seen to be maximal, however for a twist rate of 5°, the lower storey displacement 

is detected.[12].  
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Figure 6 Tallest twisted buildings in the world 

(Source: CTBUH, 2016[15].) 

Figure 7 Rate of twist 

 
Figure 8. Structural approaches in twisted building   (Source: Taşkın, 2019 *4+.) 
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Diagrid structures are known for their effectiveness and aesthetic appeal, characterized by a grid of 

intersecting members arranged diagonally. This paper gives broader analysis of comprehensive analysis 

of relevant literature, both in a chronological and thematic manner, to enable a comprehensive 

understanding of the historical development of diagrid systems and the current advancements in design, 

analysis, and construction methodologies. Literature, both in a chronological and thematic manner, to 

enable a comprehensive understanding of the historical development of diagrid systems and the current 

advancements in design, analysis, and construction methodologies. The review places particular 

emphasis on key aspects such as the structural behavior of diagrids under various loading conditions, the 

optimization of member sizes, and the integration of diagrid systems with sustainable design principles. 

Through a critical examination of case studies and scholarly work, this paper contributes to the body of 

knowledge and provides valuable insights into diagrid structures. 

 

Keywords:  Variable angle diagrid, Seismic performance, Lateral displacement, ETABs, STAAD.Pro, 

Displacement, Storey Drift. 
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INTRODUCTION 
 

The diagrid structure, which originated from the concept of a "diagonal grid," has emerged as a remarkable 

advancement in the field of architecture and has achieved significant recognition in contemporary architectural 

practice. The distinguishing characteristic of this structural system lies in its effective utilization of building materials 

and unique approach to structural design [17]. Unlike traditional methods that rely on the implementation of vertical 

columns and horizontal beams, the diagrid system employs a network of intersecting diagonal elements to evenly 

distribute the structural load across the entirety of the building [20] . This innovative arrangement of diagonal 

components, which traverse the outer surface of the structure in a lattice-like pattern, contributes to the visually 

captivating appearance for which diagrid structures are well-known. Typically constructed using durable materials 

like steel, these diagonal elements provide exceptional support and strength to the overall structure [15] 

.Consequently, this structural system not only enables the creation of expansive interiors (less columns at inner 

portion of building), but also encourages architects to explore new possibilities in terms of design and 

construction[24]. 

 

The diagrid structural system is a distinctive architectural framework design distinguished by its utilization of 

diagonal elements resulting from the intersection of various construction materials such as metals, concrete, or 

wooden beams [18] . This innovative system finds extensive application in the construction of diverse structures, 

including buildings and roofs, where its unique features and composition contribute to the overall structural integrity 

and aesthetic appeal of the building[24].The diagrid system frequently depends on the utilization of sturdy materials 

like steel, which effectively strengthens the structural integrity and overall functionality of the building [16] . As a 

result, diagrid structures have become a favored choice for tall buildings that aim to combine structural efficiency with 

a distinctive architectural character [22]. In this preliminary exploration of the realm of diagrids in the context of tall 

buildings, we will delve into the fundamental principles, advantages, and notable examples of this pioneering 

structural system that has revolutionized the approach to designing and constructing skyscrapers[23].  

 

Diagrid has good appearance and it is easily recognized. The configuration and efficiency of a diagrid system reduce 

the number of structural element required on the façade of the buildings, therefore less obstruction to the outside 

view [21]. The structural efficiency of diagrid system also helps in avoiding interior and corner columns, therefore 

allowing Significant flexibility with the floor plan. Perimeter "diagrid" system saves approximately 20 percent 

structural steel weight when compared to a conventional moment-frame structure [8]. however, used at few places in 

past but utilised for buildings with unique shapes and form, developed in the beginning of twenty-first century; so 

diagrid can be considered as one of the latest structural systems for tall buildings [9] . diagrid structures with two 

different inclinations of diagonal members and diagrid structures with three different inclinations of diagonal 

members are studied and the evaluation of these patterns of the diagrid structures is done based on the structural 

steel used and the performance [19] . Diagrid structures are emerging as a new aesthetic trend for tall buildings in 

the modern age of architecture as a most versatile structural system and it is a special form of the space truss [9] . 

 

LITERATURE REVIEW  

 
Ashraf et al. [2020][1]  The analysis of various arrangements of variable angle diagrid structures for a 60-story 

building is the subject of this paper. The focus is on the inclination angle of the diagrids and the ratio of heights at 

which the inclination angle varies. The author brings attention to the scarcity of academic research on the geometry 

of diagrids and variable angle diagrids, while emphasizing the potential advantages of variable angle diagrids in 

reducing costs and material usage in construction projects. The objective of the study is to identify the optimal 

configuration of the variable angle diagrid system in order to further minimize costs and material usage in 

construction .model with diagrid angle of 70 to 75 gives better result in terms of maximum storey displacement. 

Lacidogna et al.[2020][2]  has examined the impact of the geometric form on the structural response of diagrid tall 
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buildings when subjected to lateral and torque forces. It investigates the influence of distinct floor plan shapes, 

overall heights, and diagonal inclinations on the displacements and rotations of buildings. The scope of the study 

encompasses the analysis of both 48-story and 60-story diagrid constructions. Author’s main focus lies in the analysis 

and comparison of various geometric parameters pertaining to diagrid tall buildings . 

 

Lacidognaa et al. [2020][3] has studied conducted a comprehensive investigation on the application and utilization of 

diagrid systems in conjunction with both closed-section and open-section shear walls in the context of tall buildings. 

The main objective of this research was to optimize the geometric characteristics of the diagrid system in order to 

minimize lateral displacements and torsional rotations. By recommending an optimal diagonal angle of 

approximately 70 degrees, the lateral displacements of the structure can be significantly reduced.  It is important to 

note that the relative stiffness of the diagrid system in relation to the shear walls may vary depending on the 

inclination of the external diagonals, especially when an internal OS shear wall is present. This variation in stiffness 

should be considered when designing tall buildings with diagrid systems . Heshmatia et al. [2020][4] The evaluation 

of the seismic performance of tubular diagrid structures with varying angles in tall steel buildings is the focus of this 

study. In order to assess the seismic performance of diagrid structures with 36 stories, the researchers employed 

pushover and nonlinear time history analysis methods. The results obtained from this investigation suggest that the 

diagrid core of these structures possesses the potential to enhance their hardening behavior, particularly when the 

angles of the perimeter panels are equal to or lower than those of the core. Furthermore, it was observed that diagrid 

structures demonstrate the capability to undergo substantial deformations during infrequent earthquakes, with a 

significant amount of input energy dissipated by the diagonal members. Lastly, the resistance of diagrid structures to 

lateral loads is found to be contingent upon the slope of the diagonal members . 

 

Ardekani et al. [2020][5] investigates the effects of form parameters on the structural efficiency of tall buildings by 

generating a parametric platform .The study focuses on two commonly used modifications in tall buildings: tapering 

in the height section and changing plan shape .The diagrid structural system is used in the analysis, which provides 

high stiffness and efficiency while satisfying architectural needs .The research applies a response spectrum analysis 

to analyze the structural behaviour of the generated forms .The results show that tapering in the height section has a 

greater impact on structural efficiency parameters compared to plan changes .Forms with circular and polygonal 

shapes with more sides are found to be more efficient .The design of the diagrid models in the research follows an 

iterative procedure to satisfy the displacement constraint .The maximum displacement of the top of the building is 

controlled by the displacement amplification factor, elastic displacement, allowable displacement, and story height 

.Inter-story drifts of the models are calculated to assess their performance. Passoni et al. [2020][6] suggested the usage 

of diagrid exoskeletons as a retrofit for existing reinforced concrete (RC) structures. When designing large new 

buildings without vertical columns, diagrids are slanted structural grids that can handle both vertical and horizontal 

stresses. The article offers an analytical design approach and a method for specifying design spectrum as two 

techniques for designing elastic diagrids as retrofit interventions. When façade preservation is necessary or for listed 

structures, the use of diagrids as exoskeletons is inapplicable. Restrictions on urban design must also be taken into 

account for viability. A multi-criteria approach is advised to promote the sustainability of the rehabilitation process, 

seeking to reduce any negative effects on the building's social, economic, and environmental system. 

 

Kinayoglu et al. [2018][7] undertakes an extensive and comprehensive exploration of the progressive evolution and 

advancement of circular-planned diagrid systems within the realm of architecture. It delves into the multifarious and 

diverse approaches that have been taken in the field of patents, specifically those pertaining to the aforementioned 

developments.   It is observed that there has been a discernible and conspicuous shift in the interests and 

preoccupations of patent holders, whereby the focus has transitioned from the overall configurations of diagrid 

systems to a more laser-like attention and emphasis on the intricacies and subtleties of joint details. Lastly, it is 

imperative to define and explicate the term "diagrid" itself, which refers to a structural framework that ingeniously 

substitutes traditional and customary vertical elements with diagonal ones, thereby fundamentally altering the 

directionality and orientation of the vertical components . Ravi et al. [2017][8]  examines the utilization of diagrid 

structural systems in multi-storey buildings, emphasizing their structural efficiency and aesthetic potential. The 
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authors analyze a RCC building with 24, 36, 48, and 60 storey using STAAD Pro software while considering seismic 

forces as per Indian code. The concept of diagrid structural systems and their analysis and design methodology 

using STAAD Pro software are investigated. The objective of the study is to ascertain the optimal angle of diagonals 

in diagrid structures in order to achieve a safe structural design. Deviating from the optimal angle of diagonals can 

significantly increase the required quantity of steel and impact the structural behavior of the diagrid system. The 

article also compares the analysis results of beam displacement, storey drift, and bending moment between diagrid 

and conventional structures, highlighting the cost-effective design of diagrid structures. The significance of the angle 

of diagonals on the structural design of diagrid structures is emphasized . 

 

Divya et al. [2016][9] conducted comprehensive analysis of the structural behavior exhibited by high-rise buildings 

that incorporate diagrid systems featuring various angles. This analysis specifically focuses on examining key 

parameters such as storey shear, storey displacement, and storey drift. By thoroughly investigating these parameters, 

the study aims to gain a deeper understanding of how diagrid systems with different angles perform and interact 

within high-rise structures. Additionally, an essential goal of this research is to identify the optimal diagrid angle 

that best suits a particular height requirement. To achieve this objective, the authors meticulously compare and 

contrast the analysis results obtained for the aforementioned parameters, thereby facilitating a comprehensive 

evaluation of the diagrid systems' performance. Furthermore, the authors go on to ascertain the most suitable diagrid 

angle for a specific height, thereby providing valuable insights into the design considerations for high-rise buildings .  

Vishal et al. [2016][10]  provides a comparative examination of diagrid structures and conventional frame structures 

for tall buildings, with a focus on their performance in terms of lateral displacements, steel weight, and stiffness. The 

investigation involves the analysis of seven steel buildings, all of which possess an identical base area and loadings, 

but differ in height, utilizing both diagrid and conventional frame systems. The study takes into account various 

parameters, including the fundamental time period, maximum top storey lateral displacement, maximum base shear, 

steel weight, percentage differences in the change of steel weight, maximum storey displacement, and maximum 

storey drift. The findings of the study indicate that diagrid structures exhibit superior performance compared to 

conventional frame structures, with a lesser increase in steel weight as the height of the building increases.Auhtor 

possess the ability to withstand wind forces to greater heights when compared to conventional frame systems. 

Author found out that diagrid structures display lower displacements on each storey and storey drifts in comparison 

to conventional frame systems. 

 

Moon [2014)][11] conducted a study that examined the performance of tall buildings with a tilt of 60 storey. These 

buildings were designed using braced tubes, diagrids, and outrigger systems. The investigation revealed that the 

lateral stiffness of the tilted braced tube and diagrid buildings is equivalent to that of the straight buildings. In both 

cases, the displacement caused by gravity load (dead load and live load) is greater than that caused by wind load. 

The value of displacement increases as the tilt angle increases. Conversely, in the outrigger system, the lateral 

stiffness of the tilted building surpasses that of the straight outrigger structure when exposed to wind loads. The 

gravity-induced lateral displacements in the outrigger system are lower in comparison to those in the braced tube or 

diagrid systems.  Nishith  et al. [2014][12] presented comparative study between a 20-storey building with a simple 

frame and a building with a structural system known as diagrid. The main focus of the study is to analyze the lateral 

forces on high-rise buildings. In order to conduct the analysis, the study employs the use of ETABS software for both 

modeling and analysis of the structures. The paper then proceeds to present the analysis results which include 

displacement, storey drift, and storey shear. Furthermore, the paper calculates the consumption of concrete and steel 

for both the simple frame building and the diagrid structure building, with the diagrid structure displaying a lower 

material consumption. Additionally, the diagrid structural system is observed to have significantly less top storey 

displacement in comparison to the simple frame building. Moreover, the storey drift and storey shear are also found 

to be lower in the diagrid structural system, thereby indicating its effectiveness in providing resistance to lateral 

loads. It is worth noting that the design of both structures is carried out using the same member size. However, the 

simple frame structure fails to meet the design criteria and as a result, larger member sizes are selected . Khushbu et 

al. [2013][13]  presents a comprehensive analysis and design of a 36-storey diagrid steel building, as well as the 

analysis and design outcomes of diagrid structures with 50, 60, 70, and 80 storeys. The structural design of tall 

Jay P Patel et al., 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69121 

 

   

 

 

buildings is governed by the lateral forces caused by wind or seismic activity. These lateral loads can be counteracted 

by either an interior structural system or an exterior structural system. The diagrid structural system has gained 

popularity in high-rise buildings due to its remarkable structural efficiency and flexibility in terms of architectural 

planning. This system is comprised of inclined columns located on the exterior surface of the building, which 

effectively resist lateral loads through the axial action of the diagonals. The analysis and design of these structures 

were conducted utilizing the ETABS software, while all structural members were engineered in accordance with IS 

800:2007, taking into consideration all possible load combinations. Additionally, the paper provides a comparative 

analysis of the outcomes for different storey heights in terms of time period, displacement at the top storey and inter-

storey drift . 

 

SUMMARY 
 

The diagrid steel structures with varying numbers of storeys were examined by researchers. Author employed the 

ETABS software and the IS 800:2007 code to analyze and design the structures, while evaluating a range of structural 

factors [1] . The researcher conducted an examination of diagrid structures with variable angles in order to decrease 

expenses and enhance the efficiency of material usage [2]. The primary focus was placed on inclination angles and 

the performance of the structure [3] . researched geometric form effects on diagrid tall buildings under lateral and 

torque forces, aiding design optimization with valuable insights [4]. Researchers studied diagrid systems in tall 

buildings, considering closed and open-section shear walls, proposing optimal diagonal angles for reducing lateral 

displacements, enhancing design knowledge. Tubular diagrid structures with varied angles were evaluated for 

seismic performance, revealing enhanced hardening behavior and providing insights into structural advantages [5]. 

Researchers compared basic frame buildings to diagrid structures, highlighting diagrids' superior performance in 

withstanding lateral loads, lower displacement, storey drift, and material use [6] . Researchers compared diagrid 

structures to conventional frames, finding enhanced performance with minimal steel usage, contributing to a 

comprehensive understanding of diagrid benefits [7] . Researchers conducted a comparative analysis of 

displacement, storey drift, and material use in simple frame and diagrid structures, highlighting diagrids' efficiency 

and effectiveness [8] . Using STAAD Pro, researchers studied RCC buildings with varying storey heights, 

highlighting the importance of diagonal angles in diagrid structures for design and structural insights [9] . The study 

assessed tilted tall buildings with braced tubes, diagrids, and outriggers, comparing lateral stiffness and 

displacements for insights into structural systems [10] . Researchers analyzed diagrid systems in high-rise buildings, 

focusing on storey shear, displacement, and drift to recommend optimal angles for design [11] . Researchers explored 

how form parameters, particularly vertical tapering, affect the structural efficiency of tall buildings with diagrid 

systems, providing valuable design insights [12] . Researchers proposed using diagrid exoskeletons for retrofitting 

preexisting RC structures, addressing challenges and potential benefits, providing valuable insights for retrofits [13] . 

Researchers studied the historical evolution of circular-planned diagrid systems in architecture through patent 

analysis and joint specifications, providing a historical perspective [14] . 

 

CONCLUSION 
 

Diagrid structural systems have gained significant popularity in the construction of high-rise buildings due to their 

exceptional structural efficiency and their ability to provide flexibility in architectural planning[1] . These systems are 

highly effective in resisting the lateral loads that are caused by wind or seismic activity, and author achieve this 

through the axial action of diagonals. There have been studies conducted on variable angle diagrids, which have the 

potential to reduce construction costs and minimize material usage[2].The optimization of diagonal angles is of 

paramount importance in order to achieve cost-effective and structurally sound designs. It is worth noting that the 

geometric form of diagrid tall buildings, including the shapes of floor plans, overall heights, and diagonal 

inclinations, significantly impacts the structural response in terms of displacements and rotations [3] . Diagrid 

structures, especially those with optimized diagonal angles, exhibit excellent seismic performance. Author capable of 

undergoing substantial deformations during earthquakes, thereby efficiently dissipating input energy. Numerous 
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papers have conducted comparative studies between diagrid structures and conventional frame structures[4] . The 

findings of these studies consistently show that diagrid structures outperform conventional frame structures in terms 

of lateral displacements, steel weight, and stiffness, particularly as the height of the building increases [5] . Diagrid 

structures have the advantage of consuming less concrete and steel compared to conventional frame structures, 

while still providing effective resistance to lateral loads[6] . Finding the optimal diagrid angle for a specific height 

requirement is crucial in order to achieve the best possible structural performance in high-rise buildings[7]. 

Parametric analysis plays a vital role in exploring the effects of various form parameters, such as tapering and plan 

shape, on the structural efficiency of tall buildings that utilize diagrid systems [8]. Diagrid systems are also being 

explored as retrofit options for existing reinforced concrete structures, offering a sustainable approach to improving 

the structural performance of older buildings[9]. The evolution of circular-planned diagrid systems is examined, 

with a shift in focus from overall configurations to joint details in patent holdings. This examination provides 

valuable insights into the development of diagrid systems and their potential applications in the future [14] . 
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Figure 1.Hearst Tower (Source:Hearst Corporation; Tishman Speyer Properties [1] ) 
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Towering structures such as twin towers are a symbol of a radical transformation of urban landscapes. 

Their avant-garde concepts are highly appealing to engineers and architects, transforming the urban 

landscape. In addition to being beautiful, these monumental wonders revitalize regional economy and 

modern metropolitan lifestyles. They provide a blend of imaginative architectural expression and useful 

urban function, addressing the pressing need for seismic resistance, particularly in earthquake-prone 

locations. The current study thoroughly examines the nuances of structural behaviour, safety protocols, 

and mass distribution. Planning and maintaining multi-tower complexes depend heavily on the 

invaluable knowledge that is produced by the ongoing research. Urban landscapes that are both 

aesthetically beautiful and long-lasting require this kind of information. There has been a drastic shift in 

urban areas. 

 

Keywords:  Tall Building, Sky bridge, Etabs, Twin tower, Sesmic effect, Cross bracings 

 

INTRODUCTION 
 

Tall Building 

A tall building, also known as a skyscraper or high-rise building, is a multi-story structure that is significantly taller 

than the surrounding normal buildings. It is typically characterized by having several floors and is designed for 

various uses such as residential, commercial, or mixed-use purposes [16]. The term "tall building" is commonly used to 

describe these types of structures [13]. While there is no universally accepted minimum height for a tall building, it is 

generally understood to be a structure that rises prominently above its urban surroundings [3].  
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Twin-Tower 

Twin towers are two tall buildings that are joined to one another. They are often constructed side by side or next to 

each other, functioning as a cohesive complex or unit. These twin towers are a prominent feature in densely 

populated urban areas [15]. They are designed to be resistant to various forces such as wind loads and seismic loads, 

making them more rigid and stable [12][20]. The structural connection between the towers, such as a sky-garden, 

sky-bridge, or corridor, enhances their ability to withstand these forces [9]. The behavior of twin towers with 

different heights connected by horizontal or inclined sky-bridges has been studied, and it has been found that the 

dynamic properties of the connected towers and the positioning of the sky-bridge influence their seismic response 

[6]. 

 

Sky bridge 

An elevated, covered walkway that links two or more buildings or destinations at an elevated level above the ground 

is called a sky bridge, sometimes referred to as a skywalk or pedestrian bridge. By eliminating the need for 

pedestrians to descend to street level, these walkways are intended to give them a simple and safe route to cross 

busy roadways, metropolitan areas, and other impediments. Sky bridges can be anything from straightforward, 

useful links to architecturally noteworthy structures that improve the urban environment. They are usually built out 

of a variety of materials, such as glass, steel, or concrete [10] [12]. Modern cities' skylines, which are characterized by 

the rise of large structures and twin towers that reach the heavens, are always changing. Octagonal icons of human 

ambition, inventiveness, and urbanization, these towering architectural marvels have captured the imagination with 

their remarkable designs and unique verticality. High twin towers are redefining our cities and transforming our 

way of life and work as a result of our efforts to create sustainable urban environments and more efficient land use. 

Urban planners, engineers, and architects have all been captivated by tall buildings and twin towers because of their 

remarkable height, complex engineering, and captivating aesthetics. These buildings have the ability to revitalize 

cities' skylines and add to their energy on the cultural and economic aspects. Whether they are mixed-use 

developments, residential complexes, or commercial hubs, they are the result of the union of creative design with the 

pragmatic requirements of urban living. 

 

Tall twin buildings joined by sky bridges are a remarkable example of the merging of imaginative design, practical 

urban living, and visual majesty in modern urban architecture. The human desire to remake our cities' skylines is 

embodied in these architectural wonders, which are frequently distinguished by their commanding presence and 

connected walkways that appear to defy gravity. The fact that these enormous buildings are susceptible to seismic 

activity in areas where earthquakes are common causes serious concerns, even though they provide diverse living 

and working conditions [18]. The study will examine the dynamic interaction between the sky bridges and the twin 

towers to clarify how these components affect the buildings' seismic reactions. We will also look at the cutting-edge 

materials, technologies, and building techniques that have been used to improve earthquake resilience. We aim to 

evaluate the effectiveness of these developments and their suitability for guaranteeing the longevity, usefulness, and 

safety of these constructions, especially in areas vulnerable to seismic activity. We will also evaluate the current 

legislative frameworks, building norms, and industry standards that control the development and upkeep of 

towering twin skyscrapers connected by sky bridges [16][19]. In order to preserve both the structural integrity of 

these famous metropolitan sites and the well-being of their tenants, this evaluation will offer insights into areas that 

could use renovation. 

LITERATURE REVIEW 

Abbood et al. [2018] [1], had analyzed twin 40 storey RC frame-wall structures horizontally coupled by structural 

links. A Finite Element software (CSI ETAB 2015) has been used to excitation. It was found that the link was more 

effectual in strengthening the system and reducing the responses when installed reducing the two floors and most 

effective in stiffening at approximately 0.8 of the building height. Wei et al. [2019] [2], had analyzed the seismic 

performance of an asymmetric high-rise structure made up of two towers of varying sizes joined diagonally by 
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robust steel truss systems. Because of the intricate and asymmetrical structural arrangement, a thorough examination 

is necessary. The seismic reaction of a 1/45th scale model is assessed by shaking table experiments. The connecting 

trusses and rigid joints work remarkably well at high earthquake stresses, according to the results. The floors that 

link is primarily damaged, with little structural damage overall. The structure's exceptional seismic resilience to 

strong ground vibrations is highlighted by the majority of the lateral resistance components remaining elastic. Even 

in high torsional modes, the trusses' ability to coordinate translational and torsional movements is confirmed by the 

following building of a three-dimensional finite element model. This study emphasizes how important well-

designed trusses are. 

 

Pranamika et al. [2020] [3], had analyzed G+80 storey towers in ETAB software to obtain the storey drift, storey shear, 

base reaction and the result obtained for single tower compared with the results obtained for twin towers. In this 

paper Sky Way Bridge is provided at 50 storey and Cross bracings are provided to resist Lateral forces in it. It was 

found that when load applied in X, Y, and Z direction twin tower has more shear and stiffness in comparison to 

single tower whereas drift is more in case of single tower. Bhinde et al. [2020] [4], had analysed 40 and 50 storey 

Symmetric structure in ETAB software, in which links of different sizes are provide at the most efficient location and 

the model will be analysed with the response spectrum for zone (IV & V) and time history analysis for Bhuj 

earthquake in medium soil. It was analysed that the best location of link is 0.6H + 0.8H and the optimum width is 

1.0B. In 50 storey value of shear and displacement are higher in Time History Analysis.  

 

Karthik et al. [2020] [5], had analysed G+30 storey tall structures to know the performance and economy of different 

lateral force-resisting systems. Various structural systems such as conventional, shear wall, truss belt, outrigger, 

diagrid, and fluid viscous damper are compared based on parameters like minimum story displacement and drift. 

All the building parameters are analysed in ETAB software, assuming the site location as BHUJ Gujarat, India. It was 

examined that comparing the shear wall system, truss belt system, outrigger system and diagrid structure system, 

Diagrid performs better in terms of displacement, drift, and time period.  Bhavesh et al. [2020] [6], had analyzed the 

behaviors of structure G+20, G+25, and G+ 30 stories symmetrical twin tower without an underground basement, 

with 2, and 4 number of Basement. The paper focuses on the structural analysis of twin towers with a common 

basement and investigates the seismic response of the superstructure using various linear dynamic structure analysis 

approaches such as Equivalent Static Force Method (ESFM), Response Spectrum Method (RSM), and Time History 

Analysis (THA). It was found that when basements are their in-twin tower it is more sustainable as compared to 

without basements. The depth of basement is directly affected to maximum base shear but it can reduce storey drift. 

 

Pei et al. [2020] [7], Using ambient vibration data as its primary source, this study presents a Bayesian model update 

technique that improves parameter estimation efficiency and addresses local optima problems. The structural modal 

parameters' most likely values and coefficients of variation are found using the Bayesian fast Fourier transform, which 

is then used to establish the weighting factors for the likelihood function. Next, by using previous knowledge as a 

regularization factor, a posterior probability density function is obtained. In order to find global optima in the 

posterior PDF, the study expands on the subset simulation optimization approach. Stiffness scaling variables in a 15-

story shear building model are validated and then tested on a four-story frame structure. Application of the technique 

to a 13-story twin-tower masonry construction in the real world reveals its accuracy and potential for long-term 

structural health. 

 

Wang et al. [2020] [8], had analyzed a multi-tower complex consisting of two identical tower buildings connected by a 

big chassis and shared basements in a commercial district building. Each tower is 156.85 meters high and has a frame-

core tube structure. By contrasting the outcomes of single-tower modelling with SATWE software with multi-tower 

modelling with MIDAS software, the study evaluates the seismic response characteristics. Interestingly, the results 

show that the number of towers above the podium has increased while the seismic shear force at the podium has 

significantly decreased. This two-tower structure's vibration mode combines elements of the vibrations of each tower 

separately, showing a complicated interaction as opposed to a simple superposition of dynamic features. Manikkoth et 

al. [2021] [9], had analyzed the behavior of G+30 high rise buildings horizontally connected. The paper explores the 
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usage of shear walls at different locations in a horizontally connected twin high-rise building, interconnected using a 

sky bridge. The study aims to assess the behavior of the structure under earthquake loads and examines parameters 

such as base shear, maximum allowable displacement, and stiffness using ETABS software. It was found that the 

maximum displacement decreases on addition on shear walls but base shear increases. And increasing in shear wall 

the maximum stiffness of the building is increases. It is expected that on providing skybridge at the one fourth height 

maximum stiffness and maximum base shear in x direction and three fourth height gives the least displacement. 

 

Ahmad et al. [2021] [10], had analyzed the influence of installing sky bridges made of reinforced concrete to connect 

two nearby reinforced concrete buildings. The two structures were not intended to be combined into one, although 

these connections are frequently built for practical or architectural purposes. A deviation from typical seismic code 

procedures is required because rigidly linking these buildings results in structural anomalies. The effects of sky 

bridges at various levels are evaluated by the research using three models under earthquake circumstances. 

Members forces, vibration periods, drift, and mode shapes are all impacted by the results, which show notable 

changes in structural behavior. For securely integrating buildings that were initially constructed separately, the 

study provides insightful recommendations. Zaher et al. [2022] [11], had analysed The Address Jumeirah Resort is a 

high-rise building with a reinforced concrete structure, utilizing high-strength cement, Ground Granulated Blast-

furnace Slag (GGBS), fly ash, and Micro Silica (MS).The building's shape on plan is a 130 m x 30 m ellipse with a void 

in the centre to increase daylight penetration and enhance views .The tower is aligned exactly with due north, with 

the narrow sides facing east and west to reduce solar heat gain. The building has three podium levels, with one 

tower consisting of hotel and serviced-branded apartment levels, and the other tower consisting of residential 

apartment levels. The tower is connected at the lobby and roof levels through multi-story skybridges, which also 

house a restaurant and an infinity pool. The construction sequence analysis accounted for creep and shrinkage, and 

monitoring survey results showed minimal differential deformations over time between vertical elements. 

 

Hussain et al. [2022] [12], had analyzed the seismic response of structurally connected high-rise buildings of 117 

m(G+38) and 93m(G+30) respectively, 21.11m apart, structurally connected means of single, double and triple 

horizontal and inclined sky-bridges. The response of the buildings is analyzed using dynamic analysis method in 

terms of time period, maximum storey displacement, storey drift, storey shear and base shear of the both buildings. 

It was found that when inclined sky bridge is used maximum displacement of the taller building, reduced up to 10-

29%. When horizontal bridge is used maximum displacement of shorter building reduced up to 10%. It is depending 

upon number of sky bridges used. While using the combination of horizontal and inclined bridge, reduced 

displacement up to 29% for taller building and a slightly increased up to 4% for shorter building. Himali et al. [2023] 

[13], had analysed model of 25-storied connected tall buildings is studied with different location of sky bridges and 

dampers and shear wall system and linear viscos dampers are compared. The buildings are analysed by linear 

history analysis, response spectrum analysis and wind analysis. It was found that the tall structures linked with sky 

bridges and dampers are more effective in reducing various response like displacement, acceleration, storey drift. 

  

Sagarkumar et al. [2023] [14], had analysed G+19 (60 m) twin towers connected at various heights is studied. The 

study focuses on the effective use and positioning of connecting beams in twin tower structures subjected to lateral 

loads. The study examines parameters in terms of storey displacement, storey drift and base shear using ETABS 

software. The building was analysed for Static and Dynamic analysis which is located in Vadodara zone III. It was 

found that for less storey shear, lesser storey drift and less maximum storey displacement safe peak earthquake is 

39m, 57m and 18m respectively connecting the buildings to the passageway. Vishalkumar et al. [2023] [15], had 

analysed G+28 (85.98m) and G+24 (75 m) high rise and medium rise twin towers connected at various heights and 

spans is studied. The analysis of twin towers connected at various heights and spans, with a focus on the 

effectiveness and positioning of connecting beams in twin tower structures subjected to lateral loads. The study 

examines parameters such as storey displacement, drift, and base shear using ETABS software. The model will be 

analysed for Static and Dynamic condition and the structure was located in Ahmedabad zone III. Based on this study 

it was found that if the twin towers are parallel to each other and connected at a distance of 0.8H+5% (where H is the 

Dhodiya Dixika et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69128 

 

   

 

 

height of the building) there is a reduction in maximum displacement while simultaneously increasing the base 

shear.  

 

SUMMARY 
 
Twin forty-story structures with structural linkages were the subject of the study, which looked at seismic responses. 

Links changed responses, indicating the need for careful design considerations with mass increasing and stiffness 

decreasing [1]. Study investigates an asymmetric high-rise building with steel truss connections. Shaking table tests 

demonstrate structural resilience to seismic forces and effective coordination of towers even under high torsional 

modes [2]. This paper compares twin towers with a single tower using ETABS software, focusing on storey drift, 

shear, and base reactions. It includes a skyway bridge at the 50th storey and cross bracings for lateral force resistance. 

ETABS is chosen for designing tall structures with concrete shear walls [3]. The study examines multi-tower 

structures with links, enhancing stability against wind and seismic forces. ETABS models are analyzed for storey 

displacement and base shear under lateral loading [4]. Research focuses on balancing tall structures for wind and 

seismic resilience. ETABS models 30-story buildings in Gujarat, India, comparing various lateral force-resisting 

systems. Diagrid and viscous dampers show superior performance, with viscous dampers being the most economical 

choice [5]. The study looks at the seismic response of twin towers while taking depth, basement connection, and 

height into account. Internal stress variations in the superstructure are revealed by several methods of linear 

dynamic analysis [6]. A Bayesian model updating method, enhanced by subset simulation optimization, refines 

structural parameters with ambient vibration data for improved accuracy. Validated with numerical and real-world 

cases, it benefits long-term structural health monitoring [7]. A multi-tower business building with a shared podium 

and huge chassis has a different seismic reaction than a single-tower building. Vibration modes become complex 

when the tower shear force grows and the potassium shear force diminishes [8]. In a dual high-rise building that is 

connected horizontally, the study looks into the effects of shear walls at different points. Based on base shear, 

displacement, and stiffness, the ETABS software models the structure's response to earthquakes [9]. The influence of 

using sky bridges to connect two independent buildings is examined in this study, which also provides safety 

recommendations and notes notable changes in structural behavior [10]. With its modern form and skybridge, the 77-

story Address Jumeirah Resort in the Jumeirah Beach District presents special challenges for structural design and 

construction and has already established records [11]. The maximum displacement in the taller building is decreased 

by inclined bridges, according to this paper's study of the seismic response of two high-rise buildings connected 

by sky bridges [12]. 25-story connected tall buildings are studied, and shear wall and linear viscous damper systems 

are compared. One effective way to lessen displacement and other effects is by using sky bridges and dampers [13]. 

With an emphasis on the efficient use and positioning of connecting beams for lateral loads, this study employs 

ETABS software to examine connected G+19 twin towers at various heights in Vadodara Zone III. Measurements 

such as Base Shear, Drift, and Storey Displacement are looked at [14]. The G+28 and G+24 twin towers joined at 

different heights are analyzed in this study, with an emphasis on the efficient use and positioning of connecting 

beams for lateral loads. The ETABS software evaluates variables such as Base Shear, Drift, and Storey Displacement. 

For closely parallel structures, connections at 0.8H + 5% distance prove to be cost-effective and long-lasting, resulting 

in significant reductions in displacement and drift [15]. 

 

CONCLUSION 
 

Link placement has an impact on structural response, as demonstrated by numerical analysis, with the top two floors 

exhibiting the best results. This highlights the significance of connected building system design [1]. The seismic tests 

and numerical analysis confirm the reliability of the connected super high-rise structure, offering valuable insights 

for complex connected structure design [2]. Though the single tower drifts more than the twin tower, the double 

tower shows significantly greater shear and rigidity [3]. The analysis shows that, taking into account shear and 

displacement variations, the optimal link site for 40 and 50-story structures is 0.6H+0.8H with an optimal width of 
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1.0B. There are resonance effects observed in 50-story buildings [4]. In comparison to alternative structural 

configurations, the study highlights the significant benefits in displacement and drift provided by the diagrid 

structural system, which has dampers installed on middle levels [5]. According to the study, base shear is greatly 

impacted by twin towers with basements, and depth is an important factor. The sustainability of basements is 

improved by structural geometry, which affects dynamic analysis [6]. The study introduces a Bayesian model 

updating method using subset simulation optimization, demonstrating effectiveness in structural parameter 

identification, particularly in a real-world twin-tower heritage building [7]. The complicated vibration modes 

impacted by podium coordination are shown by the modal analysis of twin towers. Twin towers show higher shear 

forces at the upper floors as a result of the interaction between the podium's increased rigidity [8]. Shear walls and 

sky bridge locations impact seismic performance. Adding shear walls reduces displacement and increases base shear 

and stiffness. Optimal performance involves shear walls on both sides, and a sky bridge at one fourth height [9]. 

Larger drifts, greater stresses, changed mode forms, and irregularities in structure can result from rigidly joining 

twin buildings with sky bridges. Options that are safer can include flexible connections or movement joints [10]. The 

Address Jumeirah Resort is a unique feat that has been recognized by Guinness World Records for its exceptional 

structural and architectural achievements, winning it numerous important accolades [11]. Inclined and horizontal 

sky-bridges impact storey shear, drift, and base shear. Multiple sky-bridges reduce displacement, showing 

directional influence [12]. Connected tall buildings require lateral load resistance, and the combination of shear walls 

and linear viscous dampers effectively reduces displacement, acceleration, and base shear [13]. The study highlights 

the importance of twin towers as a developing construction idea by determining safe passageway heights for them 

under various circumstances [14]. Design considerations are highlighted when twin towers are connected at 

specified distances, since this affects displacement, base shear, and drift in high-rise and medium-rise structures [15].  
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Tall buildings have become integral to urban landscapes, addressing the demand for space in densely 

populated cities worldwide. Designing such structures presents complex challenges, particularly in 

earthquake-prone areas. Understanding the "Backstay Effect" is pivotal, especially in podium-configured 

buildings. This effect requires a fresh perspective, incorporating a cantilever analogy with a back span to 

consider the podium's lateral stiffness, unlike conventional methods that treat shear walls as simple 

cantilevers. The Backstay Effect involves transferring seismic forces from the tower to the podium, 

profoundly impacting lateral stability and seismic performance. It relies on floor diaphragms and 

significantly bolsters safety by countering seismic overturning forces. Mastery of this phenomenon is 

vital for structural design and earthquake resilience, offering engineers and researchers a unique 

challenge and an opportunity for innovative design and analysis techniques. 

 

Keywords:  Tall structures, Podium, Backstay effect, Seismic performance, Lateral displacement, ETABs. 

 

INTRODUCTION 
 

Tall structures have become integrated into urban landscapes all over the world, providing answers to the rising 

need for commercial, residential, and mixed-use spaces in densely populated urban regions. Engineers and 

architects are tasked with the difficult task of creating structures that can survive a variety of natural pressures, 
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including seismic activity, while the race to the sky continues. Understanding and utilizing the "Backstay Effect" is 

one of the most important aspects of designing tall structures, particularly those with a podium configuration. The 

"Backstay Effect" is a special and complex phenomenon that affects how tall structures with podiums behave 

structurally. The interaction between the more flexible tower portion and the inflexible podium portion of these 

constructions gives birth to this phenomenon. The backstay effect adds a new level of study, where a cantilever 

analogy with a back span is required to account for the effects of the podium's significant lateral stiffness. 

Traditional structural design methodologies frequently treat shear walls as straightforward cantilever beams.[7] The 

backstay effect is the process by which lateral forces from the tower's seismic force-resistant parts are transferred to 

other podium elements. Tall buildings' lateral stability and seismic performance are strongly impacted by this 

transfer, which is typically made possible by floor diaphragms. It contributes to the overall stability and safety of 

these structures by serving as a vital mechanism to resist the overturning forces brought on by seismic events.[10] 

 

The backstay effect must be understood and quantified to assess the seismic performance and safety of tall 

structures as well as their structural design. Because of these phenomena, structural engineers and researchers have 

a new task and chance to create cutting-edge design and analysis techniques that guarantee the structural integrity 

of tall structures with podium arrangements.[4] Environmental factors, such as earthquakes. Understanding and 

utilizing the "Backstay Effect" is one of the most important aspects of designing tall structures, especially those with 

a podium configuration. The "Backstay Effect" is a special and complex phenomenon that affects how tall structures 

with podiums behave structurally. The interaction between the more flexible tower portion and the inflexible 

podium portion of these constructions gives birth to this phenomenon. The backstay effect adds a new level of 

study, where a cantilever analogy with a back span is required to account for the effects of the podium's significant 

lateral stiffness. Traditional structural design methodologies frequently treat shear walls as straightforward 

cantilever beams.[13]  

 

The backstay effect is the process by which lateral forces from the tower's seismic force-resistant parts are 

transferred to other podium elements. Tall buildings' lateral stability and seismic performance are strongly impacted 

by this transfer, which is typically made possible by floor diaphragms. It contributes to the overall safety and 

stability of these structures by serving as an essential mechanism to resist the overturning forces brought on by 

seismic events.[10] The backstay effect must be understood and quantified in order to assess the seismic 

performance and safety of tall structures as well as their structural design. Because of these phenomena, structural 

engineers and researchers have a new task and chance to create cutting-edge design and analysis techniques that 

guarantee the structural integrity of tall structures with podium arrangements.[15] They concentrated on how a 

setback affected the structure's dynamic response and design parameters to enhance the setback building's 

resistance to lateral stresses. The backstay effect is especially noticeable in structures that are attached to the base 

structure and have a distinct lateral system (shear wall, corewall, etc.). A significant amount of research has been 

done on the displacement parameter for a single tower connected by a podium structure, where the podium 

structure's number of stories is variable [9]. The current study examines how the top displacement behavior of a 

single tower structure changes when the podium structure's storey count increases. The strutting action and the 

differential displacement created at the interface level of the centrally positioned tower and the tower offset from the 

podium center are analyzed to establish the best location for the tower on the podium structure. This study also 

presents the amount of backstay forces created at the podium tower interface level [9]. 

 

LITERATURE REVIEW 
 

Yacoubian et al. [2017] [1] High-rise buildings with podiums surrounding the tower walls are often preferred due 

to the flexibility of the structure. In this study, the results showed that the parameters of the podiums of tower 

walls can be very different. In the study, it was found that the support forces on the foundation plane were 

incompatible with the changes in the tower wall lateral pressures on the ground above and below the podium-

tower interface. These activities were found to lead directly to shear forces in the inner tower wall above the 
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interface. Taqiuddin et al. [2019] [2] in this research primarily focused on investigating in-plane strutting forces and 

in-plane floor deformation at the interface between the tower and podium in tower-podium structures. The study 

delved into the reactive forces generated at the tower-podium junction and their impact on structures of this type. 

The research was conducted on two categories of podium buildings: 1) a 3B+G+50 configuration and 2) a 3B+G+9 

setup. In CSI ETABS, various analysis scenarios were examined by modifying the width of the podium while 

keeping the tower's dimensions constant. The diaphragms were modeled as semi-rigid flat slabs/flat plates. 

Additionally, the study included variations in column spacing to assess their effects. The study compared the 

structural response to wind loads. The comparative study, based on outputs from the ETABS models that included. 

Parameters like displacements, drifts, axial forces, and shell stresses, revealed important insights. Notably, it was 

found that assuming a rigid diaphragm at the podium levels suppresses the generation of in-plane forces at those 

levels. Furthermore, reducing the spacing between columns led to an increase in-plane strutting forces in the 

diaphragms. Interestingly, the use of podiums helped reduce tower displacements, while increasing the podium's 

size had no significant impact on drift. Geetha et al. [2019] [3] the paper explores the seismic performance of a tall 

multi-storey tower connected to a substantial podium. The study specifically investigates how the construction of a 

single tower linked to a shared podium responds to earthquake forces at the interface level. To achieve this, a 

modeling simulation was developed using ETABS, incorporating varying podium and tower heights. These 

models were subjected to analysis using both static and response spectrum techniques. The research aimed to 

assess the impact of the analysis methods, namely static analogues and response spectrum techniques, on the 

displacement of the tower's upper section and its reduction at the base where it connects to the podium structure. 

 

Kush et al. [2020] [4] have been the lateral load bearing system that supports the floor and subsurface partitions 

attached to the basement walls. To achieve this, several models with different geometrical patterns were 

considered to study the actual behavior of the building under backing effects. Prepare the model using the 

minimum and maximum stiffness given in IS 16700:2017 and perform rigorous testing to check the suitability of 

the building. Following this example, the podium perimeter curtain wall structure has the largest shear inversion, 

which reduces the displacement of the building. The paper also observes that beams close to the podium section 

produce almost 3 times as much axial force as they produce, which must be controlled in building design. The 

main idea of this study is to evaluate the results by modelling the podium and tower when constructing a tower 

with a podium, which leads to a stronger, better service and operation. Nandi et al. [2020] [5] have been studied 

Backstay Effect of Diaphragm in Tall Building In this study, the back gauge effect was investigated by using 

external retaining walls for low and high standards as specified in the IS: 16700-2017 tall building regulation. This 

work creates structures with low to high floors and rigid and semi-rigid diaphragms. Considering the podium 

floor diaphragms as semi-rigid and rigid diaphragms, the effect of diaphragm flexibility on the rear support cable 

forces at the tower podium interface level is analyzed. The effect of the center and angle placement of the tower on 

the back gauge beam was also investigated. Two examples of 20-storey and 40-storey frame structures were 

selected to conduct a comparative study of assembly and flexibility. The effect of the backings increases with the 

weight of the structure, resulting in a corresponding increase in the cutting base. The author   concluded that 

when the tower is in the center of the field, it gives better results than when placed in a corner. 

 

Badami et al. [2020] [6] the study uses the "ETABS" program for 3-D modeling and design considerations according 

to Indian Standards. The analysis focuses on measuring structural efficiency through parameters such as time 

period, storey displacement, drift, lateral displacement, base shear values, and core moments. The importance of 

lateral loads, particularly wind loads, is highlighted as a major challenge in the design and construction of tall 

buildings. Wind loads can cause uncomfortable horizontal movements and excessive vibrations, leading to both 

structural and non-structural damage. The conclusions of the study emphasize the influence of structure height and 

frame stiffness on the interaction between walls and frames in determining the lateral stiffness of the system. 

Champaneriya et al. [2021] [7] have studied The Effect of Backstay on Tall Structure with Podium Structure this 

study the authors' goal in this research was to comprehend the realistic behavior of such structures under lateral 

loads while taking into the backstay effect, as defined by IS: 16700:2017. To understand the variations in the shear 

force distribution among structural elements when the tower and Podium are model together, a sensitivity analysis 
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was performed as per IS:16700:2017 considerations, taking into the stiffness parameters given in the code & the 

variations in force distribution were compared to structures that did not have a backstay effect. It was concluded 

that by increasing podium height, the backstay forces can be increased. It was also concluded that by increasing the 

thickness of podium diaphragms and area of Podium, the backstay forces can be increased. Jamal et al. [2022] [8] 

have studied Study on Effect of Podium Interference on High Rise Building for Seismic Loads for the purposes of 

this study, buildings with G+4 or more floors and a height of at least 510 feet (15 meters) are considered tall 

buildings under the 2003 Construction Code. A 15 storey RCC lateral load resisting structures with and without 

podiums are modelled using the extended 3D analysis of building system (ETABS) software. His analysis Linear 

Static and response spectrum Analysis performed in all models of G+11 storey Structure. The results which are 

attained by these Analysis are associated by the storey displacement and storey drift. Rangani et al. [2022] [9] have 

studied Benefits of Backstay Effect in Design of Podium Structure for Tall Building as Per IS 16700:2017 show the 

displacement parameter for single tower connected by a podium structure with different floors. A detailed study of 

the differences between backings, support effects, and podium-tower interface layers is lacking. This study was 

carried out to overcome this limitation. In this study, the change behavior of the ceiling of a single-towered structure 

as the number of floors of a podium structure increase was investigated. To determine the best position of the 

towers in the podium model, the collision probability and the difference between the intersection of the central 

towers and the towers offset from the center of the podium were examined. This article also shows the magnitude of 

the backing cable force produced by the podium-tower interface layer. 

 

Bhatu et al. [2022] [10] in this research focuses on modelling techniques for multiple towers with a common 

podium and understanding their behavior under horizontal forces, considering the backstay effect specified in IS: 

16700:2017. Different models are prepared by varying the podium height and the number of towers in the 

structure, and a comparative study is conducted on single towers with a podium and multiple towers with a 

common podium, with and without a shear wall at the periphery of the podium. The study utilizes the equivalent 

static method and Response spectrum method for structural analysis, using ETABS software. The resistance in the 

podium diaphragms provides the necessary stiffness for the structure, and the podium and backstay effects are 

not limited to tall buildings only. They can also occur in low and mid-rise buildings where the stiffness of lateral 

elements is reduced, such as building setbacks or step backs. The research aims to comprehend the phenomena of 

backstay observed in multiple towers with a common podium by referring to the guidelines in IS 16700: 2017. 

Solanki et al. [2022] [11] study the effect of different podium shapes and grading on the backstay effect in multi-

storey models. They found that semi-rigid action at the podium level enhances the backstay effect compared to 

traditional rigid action. They also observed that the podium shape and grading improve the shear-reversal effect, 

leading to reduced base shear and base moment. Naik et al [2023] [12] The authors compare structures with and 

without the inclusion of podiums to analyze the effects on various structural parameters such as lateral 

displacement, storey shear, storey drift, time period, and backstay effect. The study also includes sensitivity 

analysis using upper and lower bound stiffness modifiers and considers varying structural configurations of the 

podium structure by changing their height and surface area. The results of the analysis are expressed in terms of 

lateral displacement, base shear, time- period, storey drift, and shear reversed, providing insights into the impact 

of backstay on these structural parameters. 

 

SUMMARY 
 

The flexibility benefits of such structures are highlighted by Yacoubian et al. They also talk about how changes in 

podium characteristics can result in incompatible support forces and shear forces [1]. Md Taqiuddin et al. the 

impacts of modifications to podium width, column spacing, and size are examined with a focus on in-plane 

strutting forces and in-plane floor deformation at the tower-podium interface [2]. Geetha et al. investigates the 

seismic behavior of big podiums and tall, multi-story towers, taking into account various tower and podium 

heights and their impacts during earthquakes [3]. In their analysis of the lateral load-bearing system, Kush Shah et 

al. also cover podium perimeter curtain walls' ability to lessen shear forces and improve structural performance 
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[4]. Nandi A. et al. Studies the backstay effect of diaphragms in tall buildings, analyzing the impact of diaphragm 

flexibility on rear support cable forces [5]. Badami et al.'s study employs "ETABS" for 3-D modeling and design 

according to Indian Standards. It underscores wind loads as a challenge, assessing structural efficiency, 

emphasizing height and frame stiffness influence [6]. Jamal M.D. et al. Focuses on the effects of podium 

interference during seismic loads and analyzes structural behavior using linear static and response spectrum 

analysis [7]. Rangani B. et al. investigate the advantages of the backstay effect in designing podium constructions 

and evaluate how the number of podium floors influences the behavior of the building [8]. Bhatu N. et al. focuses 

on modeling methods for numerous towers sharing a podium and contrasts their behavior with that of single 

towers with or without shear walls at the podium's edge [9]. Champaneriya K. et al. focuses on shear force 

distribution using sensitivity studies to comprehend the implications of backstay on tall constructions with 

podiums [10]. The backstay effect in multi-storey models is investigated by Solanki C. et al. They find that semi-

rigid action increases the backstay effect and decreases base shear and moment [11]. R. Naik, C. Solanki, et al. used 

stiffness modifiers to conduct a sensitivity analysis and evaluate constructions with and without podiums. They 

looked at variables such lateral displacement, storey shear, drift, time period, and backstay effect, and they 

discovered how podiums influence these measurements [12]. 

 

CONCLUSION 
 

The Paper discuss various aspects of the impact of podium structures on tall buildings, especially in the context of 

seismic performance and structural behavior. the function of podium structures in lowering top displacements 

and drift during seismic events.[3][8] Torsion and Deflection in Horizontal Offset Buildings: Various restraint load 

changes that may impact structural safety are among the challenges encountered in horizontal offset buildings 

using podiums.[2] The significance of the podium's perimeter curtain wall structure is examined in relation to 

mitigating building displacement. Beams close to the podium area are of particular concern because they could be 

subject to higher axial forces.[4] Backstay Effect: Studies on this phenomenon in diaphragms show that it is 

correlated with the weight of the structure and that central tower placement is the best course of action.[2] 

Advantages of the Backstay Effect: The study emphasizes the backstay effect's advantages for podium structures 

and emphasizes how it helps to mitigate structural problems.[9] Many Towers with a Common Podium: Research 

on several towers with a common podium emphasizes the role odium diaphragms play in supplying the required 

structural rigidity.[10] Sensitivity Analysis and Force Distribution: When modelling the tower and podium jointly, 

sensitivity analysis investigates differences in shear force distribution. It implies that increased backstay forces 

may result from raising the podium height and diaphragm thickness.[7] In-Plane Strutting Forces: Studies on the 

relationship between in-plane strutting forces and floor deformation at the interface between the tower and the 

podium indicate that while reducing column spacing increases strutting forces, a rigid diaphragm assumption 

decreases in-plane forces.[2] In conclusion, the body of research underlines the significance of podium structures 

for seismic performance and tall building design. With the right podium design, displacement can be decreased, 

structural  stability can be increased, and seismic events can be more safely navigated. These studies have also 

stressed the backstay effect and the need to take numerous design factors into account in podium buildings. When 

creating tall buildings with podiums, architects and engineers can benefit from these insights. 
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Figure 1 Backstay action in a podium-tower (Source - PEER/ATC 72-1[14]) 
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In the ever-evolving landscape of science and technology, women have consistently proven their mettle, 

contributing significantly to innovation, research, and development. However, gender disparities persist 

in these fields. Historically, women have encountered barriers in pursuing STEM (Science, Technology, 

Engineering, and Mathematics) careers, including societal expectations, biases, and lack of 

representation. Despite these challenges, numerous pioneering women scientists and technologists have 

shattered glass ceilings, inspiring future generations. Initiatives promoting STEM education for girls, 

scholarships, and mentorship programs are gradually bridging the gender gap. Representation matters, 

Seeing women in leadership roles within scientific and technological fields provides essential role models 

for young girls aspiring to pursue careers in these areas. Efforts to highlight the achievements of women 

scientists and technologists through media, conferences, and awards are essential in challenging 

stereotypes and encouraging more women to enter these fields. Mentorship programs play a crucial role 

in nurturing talent. Establishing mentorship initiatives where experienced women scientists guide and 

support younger professionals can provide invaluable insights, boosting confidence and promoting a 

sense of belonging. Additionally, creating supportive networks where women can share experiences and 

advice fosters a sense of community and solidarity. 

Keywords:  Women in STEM, Gender Equality, Sustainable careers, Inclusive Innovation 

 

ABSTRACT 

 

 RESEARCH ARTICLE 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69138 

 

   

 

 

INTRODUCTION 
 

Educational institutions and organizations can actively contribute to gender equality by promoting awareness about 

the contributions of women in STEM. Incorporating diverse perspectives into curricula and organizing workshops 

and seminars on gender biases and inclusivity can help create an inclusive learning environment [1]. Companies and 

research institutions play a pivotal role in ensuring gender equality. Implementing family-friendly policies, such as 

parental leave and flexible work hours, can enable women to balance their professional and personal lives effectively 

[2, 3]. Moreover, recognizing and addressing unconscious biases within workplaces can create a more equitable 

atmosphere for all employees. Promoting gender equality stands as a global priority for UNESCO. Across the world, 

there are 122 million girls and 128 million boys who are not attending school. Furthermore, a significant number of 

adults, especially women, lack basic reading skills. 

 

UNESCO emphasizes the need for gender equality in various aspects of education, including access, content, 

teaching methods, learning environments, outcomes, and subsequent life and work opportunities. The UNESCO 

Strategy for gender equality in and through education (2019-2025) is dedicated to a comprehensive transformation 

within the education system. This transformation is aimed at benefiting all learners equally and is centered around 

three main areas: improving data collection for informed decision-making, enhancing legal and policy frameworks to 

uphold rights, and implementing better teaching and learning methods to empower individuals [4]. The Global 

Gender Gap Report highlights that no country has achieved complete gender parity yet. As of 2021, the Global 

Gender Gap score stands at 67.7%, indicating a remaining gender gap of 32.3% [14]. This score assesses gender-based 

disparities in four main areas: economic participation and opportunity, educational attainment, health and survival, 

and political empowerment. Progress has been made, with 95% of educational attainment gaps already closed. 

However, gender disparities persist in higher education globally, despite most countries achieving full gender parity 

in tertiary education enrollment rates [15]. 

 

EDUCASTEM 2030 

UNESCO Mobilization and Advocacy Initiative for Girls and Women’s Education in Science, Technology, 

Engineering and Mathematics in Brazil 

In response to the challenging situation that involves the exclusion of girls and women from STEM fields, UNESCO 

in Brazil took an innovative approach in 2022. They brought together various partners and launched this nationwide 

initiative. Through training programs for teachers and students, communication and advocacy efforts, as well as 

network mapping, this initiative comprehensively addresses and aims to have a positive impact on identified areas 

(Individual, Social, School, and Family) to reverse the trend of exclusion. 

 

Project objective 

Based on the fundamental principle of Agenda 2030, which advocates for inclusivity, the #EDUCASTEM2030 project 

aims to raise awareness and bring about transformation. It does so through a pedagogical approach within schools, 

encouraging life projects for both girls and boys. The project places particular emphasis on students belonging to 

marginalized social groups, including black, indigenous, quilombolas, LGBTI+, and low-income individuals, 

ensuring that no one is left behind. 

 

UNESCO has identified key factors that impact the engagement, progression, and achievements of girls and women 

in STEM education. These factors serve as vital areas for targeted intervention to address this pressing issue. They 

include: 

 

A. Individual: Girls' choices regarding their studies and careers are influenced by psychological factors, shaping 

their interest, learning, motivation, persistence, and dedication to STEM fields. Gender stereotypes related to 

STEM persist throughout the socialization process, affecting their decisions. 
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B. Family: The influence of family members is significant; their values, home environment, experiences, and 

encouragement can profoundly impact girls' participation and academic performance in STEM subjects. 

C. Social: Cultural and societal norms play a crucial role in shaping girls' perceptions of their abilities, societal roles, 

career options, and life aspirations. The level of gender equality within society directly influences girls' 

involvement and outcomes in STEM fields. 

D. School: Disparities in the involvement of girls and boys in STEM education emerge early, often during childhood 

education. Differences are noticeable in activities related to science and mathematics, becoming more pronounced 

as students’ progress to higher education levels *5+. 

Addressing these factors strategically is essential to fostering gender equality and encouraging greater participation of 

girls and women in STEM education and careers.   

 

SMRITI IRANI, the Minister for Women and Children Development of India, highlighted that unlike many parts of 

the world, India has achieved a remarkable balance in the involvement of men and women in STEM fields. She 

discussed several government initiatives, including the "Digital India Programme," national scholarships, and an 

online campaign called "STEM Stars," which celebrates accomplished women in science and technology. India has 

enrolled approximately 123 million girls in educational programs promoting science and technology in schools. 

Additionally, efforts are underway to train rural and marginalized women in using essential tools like mobile phones. 

The country has also addressed infrastructural challenges, leading to one of the world's lowest costs for digital 

connectivity. Emphasizing the significance of public-private collaborations, including partnerships with companies 

specializing in cutting-edge fields such as artificial intelligence and robotics, was also underscored by the minister [6]. 

 

Empowering Women Entrepreneurs 

Encouraging women to venture into entrepreneurship in science and technology can lead to groundbreaking 

innovations. Providing funding opportunities, business mentorship, and networking platforms can empower women 

entrepreneurs to transform their ideas into successful ventures, contributing significantly to the industry [7]. In the 

dynamic realm of science and technology, women have emerged as pivotal contributors, despite facing persistent 

challenges.  

 

A. Debjani Ghosh, the esteemed President of NASSCOM, emphasizes the need for diversity in tech management. 

Encouraging initiatives, such as programs showcasing female coders and STEM scholarships, are vital to inspire 

the next generation of women in STEM [8]. 

B. Gargi B Dasgupta, IBM Distinguished Engineer, advocates for diverse voices in STEM, essential for innovation. 

IBM's STEM for Girls program not only promotes coding but also integrates life skills, gender literacy, and career 

development, empowering young girls to dream big [9].  

C. Neha Bagaria, Founder & CEO of JobForHer, underscores the importance of digitization. To combat gender bias 

in algorithms, skilling programs, mentorships, and networking platforms are being deployed. However, 

challenges persist in rural areas. Amrita Gangotra, Founder & MD, ITyukt Digital Solutions, emphasizes the 

urgency of encouraging STEM in rural regions [10]. 

D. Dr. Sanghamitra Bandyopadhyay, the first female Director of Indian Statistical Institute, Kolkata, shares her 

experiences balancing professional and personal life. She advocates for more research fellowships for women, 

providing age relaxations to bridge career gaps [11].  

E. Dr. Ayesha Chaudhary, a driving force behind the Atal Innovation Mission, encourages women to defy 

stereotypes in STEM. She believes a fearless mindset and diverse career choices are key [12].  

F. Dr. Purnima Devi Barman, a wildlife biologist, leads the Hargila Army, a movement conserving the endangered 

greater adjutant storks. Despite challenges in a male-dominated field, the Hargila Army showcases women's 

impactful role in conservation [13]. 

 

Research indicates that enhancing gender diversity in STEM fields can enhance problem-solving abilities and foster 

better innovations [16]. This increased diversity not only contributes to gender equality but also has substantial 

impacts on economic development [14]. Quirós and colleagues (2018) found that a higher representation of women in 
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digital occupations could significantly boost the European Gross Domestic Product (GDP), potentially adding up to 16 

trillion euros annually in the European context [17]. Empowering women in science and technology requires concerted 

efforts from education, government, and corporations. By addressing biases, offering mentorships, and providing 

educational opportunities, we can pave the way for a sustainable and inclusive future for women in STEM. 

 

CONCLUSION 
 

Creating sustainable careers for women in science and technology is not just a matter of equality; it's a      necessity for 

fostering innovation and driving societal progress. By breaking barriers, promoting education, providing mentorship, 

and ensuring workplace inclusivity, we can harness the full potential of women in these fields. As we celebrate the 

achievements of women in science and technology, let us continue to advocate for a future where every aspiring 

female scientist or technologist can thrive and contribute meaningfully, paving the way for a more diverse, inclusive, 

and innovative world. 
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Two-wheeled vehicles have experienced a significant surge in popularity as a preferred mode of global 

transportation. This increase in popularity can be attributed to their compact design, cost-effectiveness, 

and minimal maintenance requirements, making them an essential part of our daily lives. They offer a 

convenient and economical mode of transportation for many individuals. However, this heightened 

adoption has also resulted in a surge in road accidents due to factors such as excessive speeding and 

reckless driving practices, alongside a rising incidence of two-wheeler thefts. In response to these 

challenges, there have been numerous technological advancements aimed at addressing these concerns 

through two-wheeler security and monitoring systems. These contemporary security systems have 

proven to be effective solutions, incorporating cutting-edge technologies such as GPS (Global Positioning 

System), GSM (Global System for Mobile Communications), IoT (Internet of Things), and various 

sensors. These systems offer diverse feature, including accident detection, theft prevention, real-time 

tracking, and remote monitoring through SMS, calls, apps, or web interfaces. This review paper dives 

deep into the diverse landscape of such two-wheeler security and monitoring systems, with the aim of 

providing a clear and accessible understanding of their features, benefits, limitations, and future 

prospects. 

 

Keywords: Accident Prevention, GPS, GSM, IoT, Monitoring Systems, Theft Prevention, Two-Wheeler 

Security. 
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INTRODUCTION 
 

Two-wheelers, encompassing motorcycles, scooters, and mopeds, have entrenched their status as a globally favored 

mode of transportation, particularly in densely populated urban areas. Their allure lies in their cost-effectiveness, 

nimble navigation through congested traffic, and their eco-friendly footprint, characterized by reduced carbon 

emissions. Nevertheless, the burgeoning usage of two-wheelers has led to a troubling upswing in both road 

accidents and vehicle thefts. In many regions, two-wheelers account for a significant share of road accidents, often 

culminating in severe injuries and tragic fatalities. Simultaneously, motorcycle thefts persist as a persistent concern, 

causing profound distress among vehicle owners. For instance, data from the Ministry of Road Transport and 

Highways (MoRTH) reveals a disconcerting trend, with the number of two-wheeler accidents in India surging from 

3,91,333 in 2020 to 4,10,972 in 2021, marking a 5.1% increase  [1]. Notably, the primary culprits behind two-wheeler 

accidents in India are over-speeding, drunk driving, and the absence of helmets. Furthermore, according to the 

World Health Organization (WHO), approximately 250,000 individuals lose their lives in two-wheeler accidents each 

year, constituting 28% of all road traffic fatalities worldwide [2]. Two-wheeler thefts also loom large as a pressing 

issue, both in India and on the global stage. The National Crime Records Bureau (NCRB) reports that over 2.2 million 

two-wheelers were reported stolen in India in 2021, while, on a global scale, more than 10 million two-wheelers are 

pilfered annually  [3].  Hence in recent years, a spectrum of technological advancements has emerged to address 

these pressing concerns through the development of Two-Wheeler Security and Monitoring Systems. This review 

paper embarks on a comprehensive exploration of these systems with the objective of providing a clear and 

accessible understanding of their features, advantages, limitations, and future prospects. The paper's primary aim is 

to shed light on the current state of vehicle security implementations, identify their weaknesses leading to 

compromised security, and compare proposed solutions, highlighting their improvements and shortcomings. The 

paper will review previous research on vehicle security evaluations and threats, explore proposed solutions to 

address the prevailing vulnerabilities in current vehicle security, and assess these proposed solutions based on their 

merits and limitations. 

 

Security and Monitoring System  

The "Two-Wheeler Security and Monitoring System" is a comprehensive solution designed to significantly enhance 

the safety and security of two-wheeler riders, primarily motorcycles and scooters. It consists of two core components: 

the Accident Detection Unit and the Theft Detection Unit, as depicted in Figure 1. The Accident Detection Unit 

employs advanced sensors, including accelerometers and tilt sensors, to identify sudden changes in motion or 

position indicative of an accident. Upon detection, it swiftly triggers alerts to emergency services and designated 

contacts, ensuring timely assistance to injured riders. Conversely, the Theft Detection Unit uses proximity sensors, 

RFID technology, or keyless ignition systems to thwart unauthorized access attempts. When a potential theft is 

detected, this unit activates alarms, sends real-time alerts to the owner's mobile device, and may immobilize the 

engine or engage locking mechanisms to prevent theft. The system integrates various components, including sensors, 

processing units, and communication modules. Sensors continually monitor the two-wheeler for various events. 

Data is transmitted to a central microcontroller or processing unit, which interprets the data to identify accidents or 

theft attempts. Key communication modules, such as GPS for precise location tracking and GSM for real-time alerts, 

maintain connectivity with the rider, emergency services, and the owner. In accidents, the system promptly contacts 

authorities and the rider's designated contacts, while in theft attempts, it notifies the owner in real-time. Continuous 

development efforts aim to enhance the system's capabilities, improving GPS and GSM connectivity, developing 

user-friendly mobile applications and web interfaces, expanding sensor functionality, addressing data security, 

optimizing power efficiency, and reducing maintenance. In conclusion, the Two-Wheeler Security and Monitoring 

System offers essential safety features for riders and remains committed to ongoing improvements, ensuring a safer 

and more secure riding experience. 
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LITERATURE REVIEW 

 
In the evolving landscape of two-wheeler safety and security, numerous research papers have contributed 

significantly to accident detection, theft prevention, and overall rider safety. Notable systems include GSM-GPS 

based solutions, IoT-based accident detection systems, innovative vehicle security systems, and IoT-based smart 

helmets. While these technologies offer promising solutions, challenges such as cost-effectiveness, technical issues, 

and privacy concerns persist and require further exploration. 

 

GSM-GPS Based Accident and Theft Detection Systems 

The GSM-GPS Accident and Theft Detection System combines GPS and GSM technologies to enhance the safety and 

security of two-wheelers, particularly motorcycles and scooters. It is designed to provide real-time tracking and 

emergency notifications in the event of accidents or theft. Reference [4] introduced an innovative framework for 

detecting and reporting two-wheeler accidents using GPS, GSM, and proximity sensors. This cost-effective and 

reliable system not only identifies accidents but also detects instances of reckless driving. While it holds significant 

potential for improving rider safety, there are challenges related to cost-effectiveness and potential security 

vulnerabilities that require further research. In another study by [5], a novel two-wheeler security system based on 

embedded technology was presented. This system integrates microcontrollers, GSM, GPS, RFID, and Wi-Fi modules 

to offer real-time monitoring and security enhancements. Despite representing a substantial advancement in two-

wheeler security, it faces challenges related to high implementation costs, external network dependencies, and 

potential security vulnerabilities. Addressing these challenges is crucial for realizing its full potential.  

 

A unique security device for two-wheelers, utilizing a Wi-Fi module and accessible through a web page or Android 

app, was introduced in research paper [6]. This system enhances security and aids in locating two-wheelers in 

crowded parking areas using a tilt sensor to detect changes in vehicle position. It provides an efficient security 

solution, addressing the limitations of GPS and GSM systems. However, challenges such as Wi-Fi connectivity and 

battery life need attention in future work. This system shows promise in reducing two-wheeler theft due to its 

enhanced security and vehicle location features. A survey paper [7] extensively explores vehicle security systems 

until 2017, tracing their historical development and current challenges. It delves into various security technologies, 

including user authentication, firewalls, encryption, intrusion detection systems, antimalware, and GPS/GSM 

tracking. The paper underscores that while several promising technologies are available to enhance vehicle security, 

there is no universal solution. It emphasizes the need for holistic, multi-layered security approaches and addressing 

security concerns in the deployment of connected systems in vehicles.  

 

IoT-Based Accident Detection Systems 

Two research papers [8],[9] focus on IoT-based motorcycle safety systems to improve rider safety and security. In 

Paper [8], a smart helmet system employs GPS and GSM modules for real-time accident detection and reporting. It 

utilizes IoT and machine learning to enhance motorcycle safety, potentially saving lives and promoting responsible 

riding. The paper's design, implementation, and testing demonstrate the technology's feasibility and effectiveness, 

recommending future improvements like sensor integration, UI enhancements, and system compatibility. However, 

challenges like false alarms, privacy, security, cost, and maintenance need addressing for widespread success. In 

summary, this paper contributes to motorcycle safety, with the potential to reduce injuries and fatalities if challenges 

are effectively managed. 

 

Paper [9] introduces a smart helmet and bike system to enhance two-wheeler safety and security. It includes RFID 

tags, password authentication, gas and proximity sensors, a microcontroller, relay, and alarm unit to ensure driver 

safety and prevent unauthorized bike access. The paper aims to improve two-wheeler safety by enforcing helmet 

usage and preventing drunk driving, while also providing anti-theft features and rider comfort enhancements. 

Despite challenges like costs, technical issues, and privacy concerns, addressing these factors is crucial for 

widespread adoption and effectiveness. 
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Innovative Vehicle Security Systems  

In the realm of innovative vehicle security systems, the literature showcases two noteworthy solutions. The first, 

presented in research paper [10] introduces a vehicle theft tracking and locking system using advanced face 

recognition and Open CV technology. This system combines a mobile app with an authorized user database, GPS 

and GSM for real-time tracking and alerts, and various security features, including face recognition sensors, USB 

storage, a buzzer, and lock control circuitry for intruder detection. It enhances vehicle security, offers real-time theft 

detection and intruder capture, potentially reducing theft rates, and assisting law enforcement with stored images 

and GPS data. Challenges include face recognition accuracy, system security, and cost-efficiency, which require 

further attention to enhance reliability and accessibility.  The second system, outlined in research paper [11], is a 

vehicle accident detection system that harnesses GPS, GSM, and an accelerometer to swiftly notify emergency 

services and the driver's family in the event of an accident. It records accident details and communicates them to 

predefined contacts, reducing response time and offering accurate information, integration capabilities, and incident 

tracking. Challenges include network and signal limitations, occasional false alarms, maintenance, calibration 

requirements, and privacy and security concerns. Despite these challenges, this technology represents progress in 

improving road safety and enhancing emergency response capabilities, particularly in regions with a need for such 

solutions. 

 

IoT-Based Smart Helmets and Safety Systems  

Research paper [12] explores IoT-based accident detection systems for smart vehicles, utilizing sensors, 

communication modules, and machine learning to swiftly detect and report accidents. The system's goals encompass 

reducing response times, saving lives, preventing accidents through driver behavior monitoring, and enhancing road 

safety and traffic management. The paper highlights the potential of IoT-based accident detection systems in 

reducing road accidents and fatalities, emphasizing their capacity to save lives and prevent accidents through driver 

behavior monitoring. The prospect of improved traffic management through accident data analysis and risk factor 

identification suggests a comprehensive approach to enhancing road safety. However, the paper acknowledges 

significant challenges, including high implementation costs, security and privacy concerns, and reliance on network 

and cloud services. Proposed improvements include more precise machine learning models for accident detection 

and prediction, enhanced data security and privacy, and integration with smart city applications. Despite these 

challenges, the IoT-based accident detection system offers promise for enhancing road safety, potentially reducing 

accidents and saving lives while contributing to efficient traffic management.  

 

Research paper [13] introduces an IoT-based smart helmet and accident identification system for motorcycle accident 

prevention. The system comprises three main components: a helmet circuit, an automobile circuit, and a mobile 

application. The helmet circuit includes IR and alcohol sensors to ensure helmet usage and sobriety. The automobile 

circuit utilizes a 3-axis accelerometer, Bluetooth module, relay, and load sensor to monitor motorcycle speed, load, 

and impact. The mobile application connects to the automobile circuit via Bluetooth and transmits accident 

information to emergency contacts, police, and hospitals through a database. The system presents an innovative 

solution for enhancing motorcycle safety and accident detection through sensor integration, Arduino, IoT, and 

database technologies. Its potential to reduce accident risks and their impact, potentially saving lives, is a promising 

feature. However, the system faces challenges, such as compatibility with different motorcycles and helmets, 

expanding accident detection capabilities, and addressing technical issues. Future work should concentrate on 

enhancing compatibility, broadening accident detection capabilities, and addressing technical challenges. Overall, 

the IoT-based smart helmet system holds potential for improving motorcycle safety and accident prevention but 

necessitates ongoing development for full effectiveness and accessibility. 

 

Holistic Vehicle Safety Systems  

In paper [14], an SMS-based vehicle security system is introduced, using GPS to track motorcycle location and alert 

the owner to potential risks. Components include Arduino Uno, SIM 800L module, GPS neo-6 modules, and a 

smartphone. Its objectives are theft prevention, real-time tracking, and improved vehicle security. Challenges 

involving signal dependence and power source reliability need attention. Successful implementation and proposed 
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enhancements like voice recognition, remote control, alarms, and IoT integration suggest future potential for 

motorcycle security.  Research paper [15] presents a comprehensive safety system for two-wheeler vehicles, 

emphasizing accident prevention, detection, and reporting. This technology integrates various sensors and 

communication modules to enforce safety measures, including helmet usage and sobriety requirements. 

Communication protocols like ESP8266MOD and MQTT enable swift and accurate accident notifications, reducing 

medical assistance response time. Environmental monitoring adds to broader environmental awareness. Despite 

advantages, challenges in power supply, maintenance, data security, and compatibility must be addressed for 

successful implementation and widespread adoption. The paper highlights the system's feasibility and suggests 

opportunities for future advancements in two-wheeler safety and smart vehicles. 

 

Vehicle Tracking Systems 

Research paper [16] introduces a system for detecting and reporting two-wheeler accidents in remote areas using 

sensors, GPS, GSM, and mobile apps. While promising, it needs more technical details, diagrams, implementation 

methods, and performance comparisons with existing systems. Addressing cost, reliability, security, scalability, and 

real-world performance is crucial. Overcoming challenges in remote areas will require further research. Research 

paper [17] demonstrates an IoT system with high accuracy (100% helmet detection, 87% drowsiness detection, 90% 

accident detection) and features like rider status and location monitoring. Suggested improvements include speed 

limit monitoring, traffic sign recognition, and voice control. Commercial potential is noted, with possible 

collaborations for commercialization. Paper [18] presents an IoT-based motorbike accident detection system using a 

tilt sensor, GSM, and Arduino Nano, achieving a 97.33% detection rate. The paper recommends adding features like 

GPS, ultrasonic sensors, and emergency buttons for enhanced rider safety. Paper [19] introduces a smart helmet 

system with alcohol detection, helmet enforcement, and accident recognition for two-wheeler riders using Node 

MCU. It emphasizes the potential for accident reduction and promotes rider safety. Recommendations include voice 

control, speed limit monitoring, and traffic signal detection, with the need for comprehensive testing and potential 

expansion to other vehicle types for broader road safety impact. 

 

Practical Vehicle Tracking Systems  

The paper [20] introduces a technology-based system for vehicle tracking and accident alerts, using GPS, GSM, and 

sensors to provide immediate medical assistance and enable vehicle tracking. The authors recommend enhancing the 

system with features like voice communication, an emergency button, and alcohol detection, suggesting validation 

through experiments in various scenarios. Paper [21] introduces a comprehensive safety system integrating smart 

helmets and bikes for two-wheeler riders, focusing on safety monitoring, accident prevention, and detection. 

Suggestions for future improvements include integrating cameras, methods for detecting the nearest hospital, and 

conflict detection mechanisms. Paper [22] presents a system for car accident detection and prevention, incorporating 

gas leak and overheating detection using IR sensors, Arduino Uno, GPS, GSM, and Node MCU. The paper highlights 

potential enhancements like voice recognition, camera integration, and cloud computing features, emphasizing its 

cost-effectiveness and effectiveness. Paper [23] introduces a vehicle tracking system utilizing GPS and GSM modules 

for real-time monitoring. It offers features like sending vehicle coordinates via SMS and displaying the vehicle's 

location on Google Maps.   

 

The paper suggests future improvements, including voice communication, a web interface, and data logging to 

enhance the system's capabilities. In summary, the literature review analyzes various systems and technologies 

aimed at enhancing two-wheeler safety, accident detection, and vehicle security. These systems offer innovative 

solutions to address safety and security concerns. While they have made significant contributions, challenges such as 

cost, technical issues, privacy, security, and compatibility issues need addressing to realize their full potential. Future 

work should focus on refining these systems and incorporating additional features to further enhance safety, 

reliability, and functionality. Addressing these challenges and pursuing further research and development can 

significantly contribute to the safety and security of two-wheeler riders and their vehicles. 
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DISCUSSION 
  

The literature review has comprehensively examined technologies and systems aiming to enhance two-wheeler and 

vehicle safety and security, encompassing aspects like accident detection, theft prevention, rider behavior 

monitoring, and emergency assistance. In this discussion, we will analyze the findings from the reviewed papers, 

focusing on their strengths, limitations, and potential future directions mentioned in Summary Table I. 

 

Accident Detection and Reporting Systems: The literature consistently emphasizes the importance of accident 

detection and reporting systems for two-wheelers. Many of these systems employ advanced technologies, such as 

GPS, GSM, IoT, and various sensors, to detect accidents promptly and accurately, reducing response times, saving 

lives by ensuring timely medical assistance, and promoting responsible rider behavior. Research in this area has 

demonstrated the effectiveness of IoT-based accident detection systems (papers [8], [11], [18]), offering real-time 

monitoring and accurate accident detection, valuable for improving road safety. However, they come with 

challenges like high implementation costs and concerns about security and privacy, which must be addressed for 

widespread adoption. 

 

Theft Prevention and Vehicle Tracking: Paper [5] presents a two-wheeler security system that combines an 

embedded platform with components like microcontrollers, GSM, GPS, RFID, and Wi-Fi modules. This system 

focuses on theft prevention and access control, allowing owners to track their two-wheelers and thwart unauthorized 

access attempts. The integration of GPS technology for tracking and GSM for real-time alerts highlights its potential 

to enhance vehicle security. While this technology offers promising features for theft prevention, the literature also 

acknowledges its limitations, including high implementation and maintenance costs, reliance on external networks 

like GSM and Wi-Fi, and potential security vulnerabilities that require attention for its widespread success. Future 

research and development should focus on enhancing security measures and improving reliability. 

 

Smart Helmet based Systems: Smart helmet systems (papers [19],[21]) are gaining recognition for their role in 

enhancing the safety and security of two-wheeler riders. These systems utilize various sensors, including alcohol 

detectors, IR sensors, and accelerometers, to ensure helmet usage, detect alcohol consumption, and recognize 

accidents, promoting responsible riding and providing timely assistance in emergencies. Smart helmet systems have 

the potential to significantly reduce accidents and fatalities involving two-wheelers. The integration of IoT 

technology, GPS, and sensors provides an effective solution for rider safety. However, these systems face challenges, 

including potential false positives or negatives in detection, along with privacy and security concerns that require 

careful consideration to ensure user acceptance. 

 

Vehicle Tracking and Monitoring: Vehicle tracking systems (papers [23],[14]) have been designed to track the 

location, speed, and status of vehicles, enhancing fleet management and asset tracking. These systems rely on GPS 

and GSM modules, enabling real-time monitoring and remote control, offering practical applications for tracking and 

controlling vehicles, potentially improving efficiency in various domains. The reviewed literature highlights the 

user-friendly and adaptable nature of these systems. However, they also face challenges related to network 

dependencies, connectivity issues, and power sources. Future research should explore ways to enhance system 

performance, including incorporating features like voice communication, web interfaces, and data logging. 

 

Comprehensive Safety Systems: Some papers ([15], [4]) introduce comprehensive safety systems encompassing 

multiple safety features for two-wheelers, such as pressure sensors, accelerometers, and alcohol sensors, in 

combination with IoT and GPS technologies. These systems aim to enforce safety measures and reduce accident 

risks, particularly related to helmet usage and drunk driving. The discussed comprehensive safety systems 

effectively demonstrate their potential to enhance two-wheeler rider safety, facing challenges like power supply, data 

security, maintenance, and compatibility. Ongoing refinement and development, as suggested in the literature, can 

address these issues, leading to widespread adoption and effectiveness. 
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Future Scope and Improvement  

The reviewed literature offers insights into technologies and systems enhancing two-wheeler and vehicle safety. For 

the future, several key areas promise research and enhancement opportunities as described in Figure 2: 

Cost-Efficient Solutions: One primary challenge highlighted in the literature is system implementation costs. To 

broaden accessibility, future research must prioritize cost-effective solutions. Optimization of hardware and the use 

of open-source software can reduce overall expenses. Exploring pricing models that encourage adoption is also 

essential. 

Security and Privacy: Security and privacy are pivotal concerns. Researchers should focus on strengthening security 

measures, enhancing data protection through robust encryption and authentication, and vigilantly addressing 

evolving security threats through timely security patches. 

Compatibility and Reliability: To boost system adoption, compatibility and reliability issues must be addressed. 

Systems should be compatible with diverse vehicles, helmets, and accessories. Technical refinements can improve 

reliability and performance under various conditions, while standardized protocols ensure seamless integration with 

various vehicle types. 

User-Centric Design and Acceptance: User acceptance is critical. Future research should embrace a user-centric 

design approach to tackle user concerns, refine user experiences, and enhance overall acceptance. User-friendly 

interfaces and clear instructions are key components. 

Integration with Smart City Applications: Exploring integration with broader smart city applications is a promising 

avenue. Integrated systems can contribute to traffic management, emergency response coordination, and 

environmental monitoring. Research should investigate interactions with urban technologies to create safer and 

more connected urban environments. 

Advanced Sensing and Detection Technologies: Developing precise safety systems relies on advanced sensing and 

detection technologies. Researchers should explore cutting-edge sensors, including lidar, ultrasonic sensors, and 

advanced image recognition systems, to enhance accident detection, rider behavior monitoring, and environmental 

sensing. 

Energy-Efficient Systems: Addressing battery life and power concerns requires energy-efficient systems. Low-

power components, energy harvesting mechanisms, and smart power management solutions can extend system 

longevity and reduce maintenance requirements. 

Interconnected Ecosystems: The future lies in interconnected ecosystems. Developing systems that communicate 

with other vehicles, infrastructure, and emergency services offers a more coordinated safety and security approach. 

Research should establish necessary protocols and standards for these interconnected ecosystems. 

 

CONCULSION  
 

In summary, the dynamic landscape of innovative technologies and solutions explored in the literature review 

promises a transformative impact on road safety and vehicle security for two-wheelers and other vehicles. Driven by 

components such as GPS, GSM, IoT, sensors, and mobile applications, these technologies have shown great potential 

in significantly reducing accident-related injuries and fatalities. The literature emphasizes the importance of 

overcoming challenges, including cost-effectiveness, user acceptance, security, and privacy. Collaborative efforts 

among researchers, engineers, and policymakers are essential to ensure widespread accessibility and reliability. 

Urgent collaboration among these stakeholders is imperative to surmount challenges and ensure these systems are 

accessible and reliable on a global scale. In summation, this comprehensive review not only offers a snapshot of the 

current state of safety and security systems for two-wheelers and vehicles but also serves as a catalyst for ongoing 

research, innovation, and collaboration. The journey towards safer, smarter, and more connected transportation 

systems is well underway, and with sustained effort, these technologies will undoubtedly play a pivotal role in 

reducing accidents and enhancing overall safety on our roads. 
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Table 1 Summary Table 

Refer-

ence 
Focus Area Key Technologies Strengths Limitations 

Recommendati-ons 

for Improvement 

[4] 

GSM-GPS Accident 

and Theft Detection 

GPS, GSM, 

Proximity Sensors 

Real-time 

tracking, 

Emergency 

notifications 

Cost-

effectiveness, 

Security 

vulnerabilities 

Address cost-

effectiveness, 

Research on security 

enhancements 

[5] 

Embedded 

Technology for 

Security 

Microcontrollers, 

GSM, GPS, RFID, 

Wi-Fi 

Real-time 

monitoring, 

Security 

enhancements 

High 

implementation 

costs, External 

network 

dependencies 

Optimize 

implementation 

costs, Address 

external network 

dependencies 

[6] 

Wi-Fi Module 

Security System 

Wi-Fi, Tilt Sensor Efficient 

security, 

Location 

tracking 

Wi-Fi 

connectivity 

issues, Battery 

life 

Improve Wi-Fi 

connectivity, 

Optimize battery life 

[8] 

IoT-based Smart 

Helmet 

IoT, GPS, GSM Real-time 

accident 

detection, Rider 

safety 

False alarms, 

Privacy concerns, 

High cost 

Address false 

alarms, Improve 

privacy, Cost 

optimization 

[9] 

Smart Helmet and 

Bike System 

RFID, Password 

Authentication, 

Gas and Proximity 

Sensors 

Safety 

enforcement, 

Anti-theft 

features 

Cost, Technical 

issues, Privacy 

concerns 

Address cost, 

Improve technical 

robustness, Enhance 

privacy 

[10] 

Face Recognition 

for Vehicle Theft 

Tracking 

Face recognition, 

GPS, GSM 

Real-time theft 

detection, 

Intruder 

capture 

Face recognition 

accuracy, System 

security, Cost 

Improve face 

recognition 

accuracy, Enhance 

security, Optimize 

cost 

[11] 

Vehicle Accident 

Detection 

GPS, GSM, 

Accelerometer 

Swift accident 

notification, 

Accurate 

incident 

tracking 

Network 

limitations, 

Occasional false 

alarms 

Address network 

limitations, 

Minimize false 

alarms 

[12] 

IoT-based Accident 

Detection for Smart 

Vehicles 

IoT, Sensors, 

Machine Learning 

Swift accident 

detection, 

Traffic 

management 

High 

implementation 

costs, Security 

and privacy 

concerns 

Optimize costs, 

Enhance security 

measures 
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[13] 

IoT-based Smart 

Helmet System 

IoT, IR Sensors, 

Bluetooth, 

Database 

Accident 

prevention, 

Emergency 

alerts 

Compatibility 

issues, Technical 

challenges 

Improve 

compatibility, 

Address technical 

challenges 

[14] 

SMS-based Vehicle 

Security System 

GPS, Arduino, 

SIM 800L 

Theft 

prevention, 

Real-time 

tracking 

Signal 

dependence, 

Power source 

reliability 

Address signal 

dependence, 

Enhance power 

source reliability 

[15] 

Comprehensive 

Safety System 

Sensors, 

Communication 

Modules 

Accident 

prevention, 

Swift accident 

notifications 

Power supply 

challenges, Data 

security 

Address power 

supply challenges, 

Enhance data 

security 

[16] 

Remote Area 

Accident Detection 

Sensors, GPS, 

GSM, Mobile 

Apps 

Remote 

accident 

detection 

Technical details, 

Implementation 

challenges 

Provide technical 

details, Address 

implementation 

challenges 

[17] 

IoT System for 

Two-Wheeler 

Safety 

IoT, Helmet 

Detection, 

Drowsiness 

Detection 

High accuracy, 

Rider status 

monitoring 

Speed limit 

monitoring, 

Traffic sign 

recognition 

Implement speed 

limit monitoring, 

Enhance traffic sign 

recognition 

[18] 

IoT-based 

Motorbike Accident 

Detection 

Tilt Sensor, GSM, 

Arduino Nano 

High detection 

rate 

Lack of GPS, 

Ultrasonic 

Sensors, 

Emergency 

buttons 

Integrate GPS, 

Ultrasonic Sensors, 

and Emergency 

buttons 

[19] 

Smart Helmet 

System with 

Alcohol Detection 

Node MCU, 

Alcohol Sensors 

Accident 

reduction, Rider 

safety 

Voice control, 

Speed limit 

monitoring 

Implement voice 

control, Enhance 

speed limit 

monitoring 

[20] 

Technology-Based 

Vehicle Tracking 

GPS, GSM, 

Sensors 

Immediate 

medical 

assistance, 

Vehicle tracking 

Lack of voice 

communication, 

Emergency 

button 

Implement voice 

communication, 

Include an 

emergency button 

[21] 

Smart Helmets and 

Bikes Integration 

Smart Helmets, 

IoT, Cameras 

Safety 

monitoring, 

Accident 

prevention 

Lack of technical 

details, 

Performance 

assessments 

Provide technical 

details, Conduct 

performance 

assessments 

[22] 

Car Accident 

Detection and 

Prevention 

IR Sensors, 

Arduino Uno, 

GPS, GSM 

Gas leak and 

overheating 

detection 

Lack of voice 

recognition, 

Camera 

integration 

Implement voice 

recognition, 

Integrate cameras 

[23] 

Vehicle Tracking 

System 

GPS, GSM Real-time 

monitoring, 

Location 

tracking 

Lack of voice 

communication, 

Web interface 

Implement voice 

communication, 

Develop a web 

interface 
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Figure 10 Basic Security and Monitoring Model Figure 11 Required Enhancement Fields 
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The seismic behaviour of outrigger systems in reinforced concrete (RC) tall buildings, which are vital 

structures in modern urban landscapes. Outrigger systems play a pivotal role in enhancing the structural 

stability of tall buildings during seismic events, making this an essential subject of study.In this paper 

interactions between different lateral load resisting systems like outrigger systems, moment Frame, 

braced Frames, hybrid systems, base isolation, and diagrid systems are analyzed to provide a 

comprehensive understanding of the seismic behaviour of tall RC buildings. Site-specific conditions and 

soil-structure interactions are also considered. This paper identifies research gaps and emerging trends, 

underscoring the need for further work in performance-based design, sustainability, and resilience of 

outrigger systems. This review is a valuable resource for researchers, practitioners, and industry 

stakeholders seeking to enhance the seismic resilience of tall buildings. 

 

Keywords:  Outrigger system, Tall Building, Response Spectrum method, Time history method, Seismic       

response 

 

INTRODUCTION 
 

The construction of tall Structures is more common for a number of reasons, including space limitation. Land is 

becoming more expansive as cities become densely populated. Developers can fulfil the increasing demand for office, 

residential buildings by building upwards in order to make the best use of limited space. Yet, it has been difficult to 

grow cities conventionally due to the restricted horizontal to vertical expansion, creating tall structures that soar 

upwards even higher. In urban areas, where there is a strong demand for space and a finite amount of land that can be 

this situation, tall structures have been built to make the best use of the land that is available and to keep up with the 
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expanding urbanization needs. In tall buildings, A more slender structure with a higher height-to-width ratio is more 

vulnerable to lateral force in tall buildings. Buildings become more susceptible to lateral forces like wind and 

earthquake forces as they grow higher and more slender. This is due to that the forces pressing on the building grow 

with the height while the building’s lateral stiffness diminishes. To counteract the lateral force in tall buildings we 

introduce the different lateral load-resisting systems. 

Different lateral load resisting system 

1. Braced-frame structures 

2. Rigid-frame sstructures 

3. Infilled-frame sstructures 

4. Flat-plate and Flat-slab sstructures 

5. Shear wall sstructures 

6. Wall frame sstructures 

7. Outrigger system  

 

Outrigger System 

Outrigger-braced high-rise structures consist of a main core connected to exterior columns by horizontal cantilevers. 

Outrigger systems efficiently reduce top deflection and core base moment. When subjected to lateral loads, 

outriggers restrain the core's rotation, resulting in smaller core deflections and moments. Exterior columns connected 

to outriggers resist lateral loads through axial tension and compression, increasing structural depth. Advantages of 

outrigger systems include increased overall stiffness, controlled top drift, and balanced overturning moments. They 

can also equalize differential shortening of exterior columns due to temperature and axial load variations. However, 

outrigger systems do not significantly increase shear resistance, which relies on the core However, outrigger systems 

do not significantly increase shear resistance, which relies on the core    

 

Types of Outrigger system : 

1. Belt Truss Outrigger 

2. Diagonal Bracing Outrigger 

3. Eccentrically Braced Outrigger   

4. Composite Outrigger 

5. Coupled wall Outrigger 

 

Belt Truss Outrigger System : In this system, a horizontal truss is placed at an intermediate level of the building. The 

truss, often encircling the entire building, acts as a belt to transfer lateral forces to the core or perimeter columns. This 

design increases torsional stiffness and reduces sway. 

Diagonal Bracing Outrigger: Diagonal braces, typically in the form of steel or concrete diagonals, connect the core or 

perimeter columns to an intermediate point in the building. These braces help in distributing lateral forces, improving 

overall stability. 

Eccentrically Bracing Outriggers : Eccentrically braced    outriggers use braces with offsets from the center line of the 

building. These braces provide lateral resistance by dissipating energy through controlled yielding, making them 

particularly effective in regions with high seismic activity. 

Composite Outrigger : Composite outrigger systems combine multiple elements, such as diagonal braces, belt trusses, 

and shear walls, to optimize lateral stability. They are designed to achieve maximum performance under varying 

conditions 

Advantages Of Outrigger System  

Increased Lateral Stability; Outrigger systems play a role in enhancing the lateral stability of a building by connecting 

the central core with exterior columns. This is especially important for structures as it helps minimize the swaying 

motion caused by wind or seismic forces. 
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Reduced Building Sway; By providing rigidity outriggers contribute to reducing the sideways movement and 

deflection of a building during events that exert lateral loads. This reduction, in sway not enhances the comfort of 

occupants but Also decreases any discomfort caused by motion. 

Enhanced Structural Integrity; Outrigger systems effectively distribute forces throughout the building relieving stress 

on individual structural components. This significantly contributes to maintaining the integrity of the entire building. 

Optimized Performance: Through careful design and analysis, outrigger systems can be tailored to specific building 

requirements and local environmental conditions. This optimization ensures that the building can withstand lateral 

loads while meeting safety standards. 

Balanced Load Distribution: Outrigger systems balance the distribution of lateral loads between the central core and 

exterior columns. This load distribution prevents excessive forces on any single component, minimizing the risk of 

structural failure. 

Improved Seismic Performance: In earthquake-prone regions, outrigger systems are effective in enhancing a building's 

seismic performance. They can help mitigate the effects of ground motion and reduce the risk of structural damage. 

Disadvantages Of Outrigger System 

Complex Design and Analysis: Outrigger systems involve intricate engineering calculations and structural analysis, 

which can be more complex than other structural systems. This complexity can lead to higher design and construction 

costs. 

Additional Material and Construction: The incorporation of outrigger systems requires additional materials, 

including steel beams or trusses, and specialized connections. These materials can increase construction costs. 

Architectural Constraints: The placement of outriggers and their associated components can impose limitations on the 

architectural design and layout of the building. This may affect interior space planning and aesthetics. 

Space Utilization: Outrigger systems can occupy valuable interior space, especially if they are located at habitable 

levels. This can reduce the usable area for occupants or require creative space planning. 

Maintenance Challenges: Outrigger systems may require specialized maintenance due to their complex structural 

components and connections. This can add to the long-term operational costs of the building. 

 

LITRATURE REVIEW 
 

BorahM et al.[2023][1] has performed seismic performance of tall structure with different Structural  systems.  This 

paper  compares the seismic performance of G+20 storied building with different structural systems The different 

structural systems investigated in the study include special moment resisting frames, frame-shear wall buildings, 

outrigger systems, braced models, and hybrid models. & they Analyzes the performance of these structural systems 

using Pushover analysis and time history method under seismic loads in Guwahati, Assam, which is an earthquake-

prone zone in India using ETAB software. And they found out that the outrigger and Hybrid system shows better 

result in pushover analysis & shear wall model shows better result in time history method & they conclude that for 

building higher than 20 story building they recommend to use outrigger and hybrid system. Shiva Prathapet al. [2]has 

study the "Effect of Core Wall and Outrigger on Seismic Behavior of RC Tall Structural Systems‚. The paper discusses 

the seismic behavior of RC tall structural systems, specifically focusing on the effect of core wall and outrigger 

systems. The models used in the study include moment frame system, moment frame structural system, and 3 core 

wall & outrigger structural system. The models are analyzed using static and time history analysis, The study 

examines key responses such as maximum base force, story displacements, story drifts, and variation of story stiffness 

with the introduction of different types of outrigger systems. The analysis considers the performance of different tall 

structural systems under earthquake conditions. & The study concludes that the introduction of a shear wall into the 

moment frame system significantly increases the base force, while the introduction of different types of outriggers 

does not have a significant impact on the base force. The use of core wall systems with outriggers leads to a tendency 

for vibration reduction in tall structural systems. Modal analysis reveals that core wall systems with outriggers have a 

lower time period compared to conventional moment frame systems. Stiffness is found to be high at the lower stories 

and decreases along the height in both X and Y directions.  
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Husain M et al. [2021][3] has performed  the seismic response of structural outrigger systems in tall buildings, 

specifically comparing the wall beam outrigger system and the vierendeel outrigger system .  The research aims to 

find the best structural concrete outrigger system by analyzing the behavior of these systems under earthquake loads 

using the Midas-Gen software program . The study compares different parameters such as storey drift, storey drift 

ratio, and base storey overturning moment to determine the effectiveness of the outrigger systems .The results show 

that a one-storey wall beam structural system is better than a two-storey vierendeel structural system when used as an 

outrigger system . The best positions for the outrigger systems are found to be 0.45 of the total building height for the 

one-storey outrigger and 0.20 and 0.45 of the total building height for the two-storey outrigger Overall, the research 

concludes that concrete outrigger systems are effective in improving the seismic response of tall buildings  Chen Yet al. 

[2017][4] has done analysis of outrigger number and location in outrigger braced structure using a multi objective 

genetic algorithm. Author applies a multi objective genetic algorithm to optimize the design of outrigger numbers and 

locations in high-rise buildings, considering top drift and core base moment as trade-off objective functions. Author 

use of the algorithm allows for the exploration of various design schemes and provides benefits such as diversity, 

flexible options for designers, and active client participation. and they found out that The use of the multi objective 

genetic algorithm (MGA) in optimizing the design of outrigger numbers and locations in high-rise buildings allows 

for the generation of various design schemes and provides benefits such as diversity, flexible options for designers, 

and active client participation. The MGA approach enables designers and clients to easily compare the performance of 

structural systems with different numbers of outriggers in different locations, ultimately leading to improved high-rise 

building designs. 

 

RAO GV et al. [2021][5] has Compare the seismic effect of tall RC building of G+20 building with outrigger system 

using ETAB software. Author has  focuses on the seismic performance of tall RC frame buildings with outrigger 

systems in Zone III, using ETABS software. It compares three models: a bare frame, a frame with an outrigger system 

at the 10th storey, and a frame with an outrigger system at both the 10th and 20th storey. The study analyzes the 

lateral deflection, storey drifts, and storey shear of the models. The results show that the outrigger system improves 

the structural performance by reducing deflection and controlling storey drifts and shear. The use of outrigger systems 

increases the stiffness and load-resisting capacity of tall structures, making them more efficient under seismic and 

wind loads. The findings highlight the importance of seismic adequacy in tall building design and the effectiveness of 

outrigger systems in mitigating structural failures. Salman K et al.[2020][7]has done the optimal control on structural 

response using outrigger braced frame system under the application of lateral load. Author analyzes the static and 

dynamic response of a high-rise structure under lateral loads and finds that the outrigger braced frame system 

provides optimal control for the structure.. The outrigger system is compared with Pendulum tuned mass dampers 

(PTMD) and is found to have a significant reduction in displacement and drift response of the structure. The outrigger 

system is also found to be an effective addition to the sway frame based on comparative static and dynamic analysis.  

And author concludes  that the outrigger braced frame system provides optimal control for high-rise structures under 

lateral loads, as it significantly reduces displacement and drift response compared to other structural systems. The 

comparative static and dynamic analysis shows that the outrigger system is an effective addition to the sway frame, 

outperforming Pendulum tuned mass dampers (PTMD) in terms of reducing acceleration. 

 

Amoussou CP. et al. [6]has performed simplified modeling and analysis method of skyscrapers with outrigger system. 

Author introduces a simplified modeling and analysis method for skyscrapers with an outrigger system, based on 

super elements and dominant degree of freedom methods, verified through static, modal, and dynamic analyses. The 

proposed method accurately predicts lateral displacements and inter-story drifts in linear and nonlinear analysis, as 

well as the first modal shape and period, but underestimates max and min story acceleration. It is an effective tool for 

modeling and analysis in the preliminary design stage, but further improvements are needed for increased accuracy 

and quality of results Alhaddad.W et al. [2020][8] Has compare the introduction to outrigger and belt truss system in 

skyscrapers. Author provides a comprehensive review of the outrigger and belt-truss system in tall and super tall 

buildings, summarizing the main points and methodologies from previous studies . they introduces the different 

configurations and types of outrigger systems, providing guidance for designers and researchers in making suitable 

choices . Author also discusses the structural behavior of the system under various loading types and factors that 
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affect its performance, Additionally, the paper mentions the prevalence of outrigger and belt-truss systems in tall 

buildings globally, particularly in China. 

 

Tan P et.al [9] has performed dynamic characteristics of novel energy dissipation system with damped outriggers. 

Author proposes a method for modeling and analyzing the dynamic characteristics of tall buildings with multiple 

damped outriggers, considering the interaction between peripheral columns and the dampers. The proposed method 

is verified through a comparison with a finite element model, and a parametric study is conducted to evaluate the 

influence of various factors on the modal damping of the building. Author  concludes that the proposed method of 

modeling and analyzing the dynamic characteristics of buildings with multiple damped outriggers is effective and 

provides valuable insights for designing outrigger systems. The method is verified through a comparison with a finite 

element model and is further validated through a parametric study that evaluates the influence of various factors on 

the modal damping of the building. The investigation shows that the modal damping is significantly influenced by the 

ratio of core-to-column stiffness and is more sensitive to the damping coefficient of dampers than to the position of 

damped outriggers. The results obtained are non-dimensional and convenient for analysis and applications in 

designing damped outrigger systems. Wijesundara KK et.al  [2014][10]has  presents a modeling approach for 

concentrically braced frames in multi-storey buildings, using inelastic force-based beam-column elements and a 

discretized fiber section. The study demonstrates that including additional force-based beam-column elements at the 

ends of the brace improves the accuracy of capturing the hysteretic responses of axial force-axial displacement and 

axial force-lateral displacement. It also establishes the limits of slenderness and width-to-thickness ratio for accurate 

prediction of brace member responses. Author concludes that the inclusion of two additional force-based beam-

column elements at the ends of the brace improves the accuracy of capturing the hysteretic responses of axial force-

axial displacement and axial force-lateral displacement in concentrically braced frames. 

 

Kogilgeri SS et al. [11] has studied the behavior of outrigger system on high rise steel structure by varying outrigger 

depth. Author investigates the static and dynamic behavior of the outrigger structural system on a steel structure by 

reducing the depth of the outrigger, comparing it with a steel structure with a central core and outrigger system of 

varied outrigger depth. Author Found that the behavior of the outrigger system on high-rise steel structures by 

varying the outrigger depth found that reducing the depth of the outrigger to 2/3rd or 1/3rd of the story height 

showed only minor differences in resistance towards lateral loads compared to the outrigger with full story height 

depth. Lateral deflection and storey drift were the key parameters analyzed in this study. The decrease in the depth of 

the outrigger to 2/3rd or 1/3rd of the story height resulted in a percentage reduction of lateral displacement and story 

drift up to 4-7% compared to the outrigger with full story height depth. The study also compared the performance of 

the outrigger system with different depths to the structure with a braced core. The addition of an intermediate truss at 

0.5H showed increased performance compared to the structure with only a cap truss. 

 

Sukhdeve SB[2016][12 has studied the Optimum Position of Outrigger in G+40 RC Building. Author analyzes the use 

of outrigger beams in tall buildings to provide sufficient lateral stiffness and optimize their position using lateral 

loads. The study was conducted using a three-dimensional model in ETABS software, and it was found that the 

outrigger system was efficient. Three optimum positions for the outriggers were identified: at the mid-height of the 

building, at 3/4th of the height, and at 1/4th of the height of the building. objective of the paper was to study the 

efficiency of outriggers under seismic forces, compare buildings with and without outrigger systems, and determine 

the optimum location of the outrigger to reduce lateral displacement. The analysis showed that the maximum 

deflection at the top of the structure reduced significantly by providing a second outrigger at the 34th height of the 

structure.. The analysis of the tall building using ETABS software revealed that the outrigger system was efficient in 

providing sufficient lateral stiffness to the structure. Three optimum positions for the outriggers were identified: at the 

mid-height of the building, at 3/4th of the height, and at 1/4th of the height of the building. The use of outrigger 

structural systems in high-rise buildings increases the stiffness and makes the structural form efficient under lateral 

load. The maximum deflection at the top of the structure was significantly reduced by providing outriggers at specific 

heights. 
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CONCLUSION 
 

The findings highlight the effectiveness of outrigger systems in enhancing the structural stability of tall buildings. 

Notably, the outrigger and hybrid systems have demonstrated superior performance in pushover analysis, while 

shear wall models have excelled in time history analysis. These results underline the significance of outrigger systems 

in mitigating lateral deflection and controlling structural drift during seismic events. Furthermore, research into the 

combination of core wall and outrigger systems reveals a tendency for reduced vibration in tall structures, with lower 

time periods compared to conventional moment frame systems. Modal analysis indicates varying stiffness levels along 

the building's height. Overall, this body of research underscores the importance of outrigger systems in tall buildings, 

particularly in earthquake-prone regions, offering enhanced stability and resilience in the face of seismic forces. It 

provides valuable guidance for architects, engineers, and researchers seeking to improve the seismic performance of 

tall structures in urban environments. 
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Figure 1  Belt Truss outrigger System  (Source : Journal of Structural Integrity and Maintenance) 
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Fiber reinforced polymer  composites are advanced materials composed of high strength fibers 

embedded within a polymer matrix, while maintaining a distinct interface between the two components. 

These composites harness the unique properties of each constituent, resulting in materials with 

exceptional characteristics. Notably, FRP composites exhibit low density, high tensile strength, and high 

modulus. This paper presents an extensive review of the research conducted in the field of fibre 

reinforced polymer composites in recent decades . The focus is on the study of various fibres and their 

inherent properties, of polymer composites reinforced with both natural and synthetic fibres . The paper 

also reviews the research works that aim at improving these properties, and thoroughly analyses the 

mechanisms behind the wear phenomena . The enhancement in properties can be achieved through the 

appropriate selection of fibre, extraction, treatment of fibres, and interfacial engineering. 
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INTRODUCTION 
 

The significance of composite materials has been on the rise due to their appealing properties in this rapidly evolving 

world .In recent decades, there has been a growing interest in the application of fiber reinforced polymer (FRP) 

composite materials as substitutes for metallic components across a range of industries such as aerospace, defense, 

automobile, electrical, and electronic . Compared to metals, FRP composites offer several advantages including low 

density, higher stiffness and specific strength, improved fatigue performance, higher corrosion resistance, and high 

strength to weight ratio[1] .  The behavior of FRP composites under different types of loads, including torsional, axial, 

and impact loads, plays a vital role in the design of structural components. FRP composites, classified as polymer 

matrix composites (PMC), typically comprise two distinct phases: the matrix phase and the reinforcement phase. [16].  

By modifying the matrix phase and using suitable fillers, the properties of these fibre reinforced polymer composites 

can be improved .This review offers a comprehensive examination of different types of synthetic and natural fibers 

utilized in the development of polymer matrix composites. Currently, widely employed synthetic fibers include 

carbon, Kevlar, and glass [2]. In addition to synthetic fibers, natural reinforcements are also employed to enhance the 

strength and stiffness of polymer matrices. These natural reinforcements, which possess lower density, effectively bind 

with the matrix to provide high strength and stiffness. When combined with synthetic fibers like glass fiber, aramid 

fibers, and carbon fiber, natural polymers offer improved stiffness-to-weight and strength-to-weight ratios compared 

to traditional materials. Jute, kenaf, coconut, rice husk, sisal, and banana are among the primary natural sources of 

fibers. The properties of the matrix significantly impact the compressive strength of FRP composites, and the 

interaction between the matrix and fibers is crucial for designing damage-resistant and damage-tolerant composite 

structures [3]. To enhance the compressive strength, damage tolerance, and resistance of composites, epoxy is often 

modified with various types of fillers. One conventional method involves incorporating micron-sized fillers into the 

epoxy resin. However, this approach has certain limitations, such as a reduction in failure strain, impact strength, 

fracture toughness, and thermal stability of the epoxy.. 

 

 

LITERATURE REVIEW 

 
Mallick, P.K. et al (2007) Fiber-Reinforced Composites: Materials, Manufacturing, and Design. CRC Press. This book 

provides a comprehensive overview of fiber-reinforced composites, discussing materials, manufacturing processes, 

and design considerations. It highlights the importance of understanding the properties and behavior of these 

materials to optimize their use in various applications. Visacanthara, T.M et al (2018). Fiber Reinforced Polymer 

Composites: A Review. International Science and Technology Journal, 7(1), 84-112. This review paper presents an in-

depth analysis of fiber reinforced polymer composites, focusing on the inherent properties of various fibers. It also 

discusses the mechanisms behind wear phenomena and how improvements in properties can be achieved. Hull, D.et 

al. An Introduction to Composite Materials. Cambridge University Press. This book serves as an introductory guide 

to composite materials, discussing their properties, manufacturing processes, and applications. It provides a solid 

foundation for understanding the behavior of these materials. 

 

Gibson, R.F. et al. Principles of Composite Material Mechanics. CRC Press. This book delves into the principles of 

mechanics as they apply to composite materials. It provides a comprehensive understanding of the behavior of these 

materials under various conditions. Callister, W.D et al (2018). Materials Science and Engineering: An Introduction. 

Wiley. This book provides an introduction to the field of materials science and engineering, discussing the properties 

and applications of various materials, including fiber reinforced polymer composites. Chawla, K.K. (2012). 

Composite Materials: Science and Engineering. Springer. This book provides a comprehensive overview of 

composite materials, discussing their properties, manufacturing processes, and applications. It provides a solid 

foundation for understanding the behavior of these materials. Agarwal, B.D. et al (2006). Analysis and Performance 

of Fiber Composites. Wiley. This book provides a comprehensive analysis of fiber composites, discussing their 

Nikhar Pandya et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69162 

 

   

 

 

properties, performance, and applications. It provides a solid foundation for understanding the behavior of these 

materials. 

 

Alam S, Habib F et al (2010). "Effect of orientation of glass fiber on mechanical properties of GRP composites". Journal 

of Chemical Society Pakistan, 32: 265-269. This study investigates the impact of glass fiber orientation on the 

mechanical properties of Glass Reinforced Polymer (GRP) composites. The authors found that the orientation of the 

glass fibers significantly influences the mechanical properties of the composites, providing valuable insights for the 

design and manufacturing of GRP composites  Barbero, E.J.(2018). Introduction to Composite Materials Design. CRC 

Press. This book provides an introduction to the design of composite materials, discussing the principles and 

techniques used in the design process. It also discusses the properties and behavior of composite materials, 

providing a solid foundation for understanding these materials. Hyer, M.W. (2009). Stress Analysis of Fiber-

Reinforced Composite Materials. DEStech Publications. This book provides a comprehensive analysis of the stress 

behavior of fiber-reinforced composite materials. It discusses the principles of stress analysis and how they apply to 

these materials. Jones, R.M. (1999). Mechanics of Composite Materials. Taylor & Francis. This book provides a 

comprehensive overview of the mechanics of composite materials, discussing their properties, behavior, and 

applications. It provides a solid foundation for understanding these materials. 

 

Soutis, C. (2005). Carbon Fiber Reinforced Plastics in Aircraft Construction. Materials Science and Engineering: A, 

412(1-2), 171-176. This paper discusses the use of carbon fiber reinforced plastics in aircraft construction, discussing 

their properties, advantages, and applications. Bunsell, A.R. (2005). Handbook of Tensile Properties of Textile and 

Technical Fibers. Woodhead Publishing. This handbook provides a comprehensive overview of the tensile properties 

of textile and technical fibers, discussing their properties, behavior, and applications. Schwartz, M.M. (2010). 

Composite Materials: Fabrication Handbook. CRC Press. This handbook provides a comprehensive overview of the 

fabrication of composite materials, discussing the techniques and processes used in fabrication. Mouritz, A.P. (2012). 

Introduction to Aerospace Materials. Woodhead Publishing. This book provides an introduction to the materials 

used in aerospace, including fiber reinforced polymer composites. It discusses their properties, behavior, and 

applications. 

 

Classification of Reinforcing Fibres 

Reinforcing fibres, which are crucial components of fibre reinforced polymer composites, can be classified into various 

types based on their properties and sources 

 

Glass Fibres 

Glass fibres are a prevalent type of reinforcing fibre, making up approximately 93% of all fibre reinforced polymer 

composites . They are widely used in the production of structural composites, printed circuit boards, and various 

special-purpose products . Glass fibres come in several forms, including E-glass (electrical grade), A-glass (alkali 

glass), C-glass (chemical resistant glass), and R-glass or S-glass, which are recognized for their high strength . The 

tensile stress that glass fibres can endure ranges from 2800 to 4800 N/mm^2 for commercial fibres, and up to 7000 

N/mm^2 [14] under laboratory conditions as shown in Fig 1 

 

Carbon  Fibres 

Carbon fibres are another type of reinforcing fibre, known for offering the highest specific strength and modulus . 

They can maintain their tensile strength even at very high temperatures and offer high thermal and electrical 

conductivities with a relatively low coefficient of thermal expansion . These properties make carbon fibres ideal for 

applications in the automobile, electronics, and aerospace sectors . Carbon fibres provide a maximum strength of 

7Gpa, and their axial compressive strength is 15-60% of their tensile strength[17]as shown in Fig 2 
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Kevlar  Fibres 

Kevlar fibres, a type of synthetic fibre, are known for their high tensile strength and modulus[9] . The properties of 

Kevlar fibres vary based on their specific type, with Kevlar 29 known as regular, Kevlar 49 as high modulus, Kevlar 

129 as high strength, and Kevlar 149 as ultra-high modulus . Kevlar fibres are used in various industrial applications 

and advanced technologies due to their high strength, low weight, and high impact resistance[18]as shown in Fig 3. 

 

Natural Fibres 

Natural fibres are also used as reinforcements in polymer composites, referred to as natural fibre reinforced polymers 

(NFRP) . These fibres are considered low-cost and lightweight compared to synthetic composites and are easier to 

handle with good acoustic and thermal insulation properties[15] . Common types of natural fibres used in composite 

materials include flax, hemp, jute, kenaf, and sisal . However, the major drawback of using natural fibres is the 

incompatibility between the hydrophilic natural fibres and the hydrophilic thermoplastic matrices during 

incorporation, which can lead to undesirable properties in the resulting composites [12]as shown in Fig  

 

Chemical Treatment Of Fibres 

Chemical treatment of fibres is a crucial process used to enhance the adhesion between the reinforcement and the 

matrix, which is essential for the performance of the composite. Untreated reinforcements often result in composites 

with low interlaminar shear strength due to poor bonding and weak adhesion between the matrix and the fibre[2] .  

Chemical treatments can increase the wettability of the reinforcement, which in turn improves the interaction between 

the matrix and the reinforcement . These treatments can be broadly classified into oxidative and non-oxidative 

treatments[3] .  Oxidative treatments are utilized to create acidic functional groups on the surface of reinforcements, 

leading to enhanced chemical bonding with the matrix. The efficacy of this treatment in improving the surface 

properties of the reinforcement is influenced by various factors, such as the concentration of the oxidative medium, 

temperature, treatment time, and the nature of the reinforcement itself. Non-oxidative treatments, on the other hand, 

increase the roughness of the fibrematerial . This increase in roughness leads to a greater overall surface area of the 

fibre or reinforcement, which results in a greater interaction between the matrix and reinforcement[4]. In summary, 

chemical treatment of fibres plays a significant role in improving the properties of fibre reinforced polymer composites 

by enhancing the interaction between the matrix and the reinforcement . 

 

Moisture Absorption Studies 

Investigating the mechanical properties of fibre-reinforced polymeric materials under various environmental 

conditions is of significant importance . One of the primary challenges for fibre-reinforced polymer composites is 

moisture absorption, which can lead to the degradation of the composite product before its intended lifespan[6] .  

Natural fibres tend to absorb moisture more than synthetic fibres due to their hydrophilic nature[8] . This 

incompatibility between hydrophilic natural fibres and hydrophobic thermosetting resins can be addressed through 

chemical treatments to improve the adhesion between the fibre and the matrix  However, natural fibres are limited by 

their susceptibility to water absorption, primarily because their chemical composition is rich in cellulose, which is 

hydrophilic in nature . The absorption of water can result in a decrease in the mechanical properties of the composites, 

leading to premature failure under certain conditions [7]. Therefore, understanding and mitigating the effects of 

moisture absorption is crucial for the successful application of fibre-reinforced polymer composites, especially those 

using natural fibres . 

 

CONCLUSION 
 

Fibre reinforced polymer composites have been the subject of extensive research in recent decades due to their 

exceptional properties . This review has provided a comprehensive analysis of various fibres, both synthetic and 

natural, and their inherent properties . It has delved in properties of polymer composites reinforced with these fibres, 

and the research focused on enhancing these properties . The mechanisms behind wear phenomena were also 

thoroughly examined . The review highlighted that improvements in properties can be achieved through the careful 
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selection and treatment of fibres, as well as through interfacial engineering . The study of fibre reinforced polymer 

composites continues to be a promising field, with potential for further advancements and applications .[10] The 

future of fiber reinforced polymer composites is promising, with potential for advancements in various industries 

such as aerospace, automotive, and electronics. However, challenges such as moisture absorption and recycling of 

these composites remain, indicating the need for further research in these areas   The development of new types of 

fibers, both synthetic and natural, with enhanced properties is a potential area of future research. This could involve 

the exploration of new sources of natural fibers or the creation of synthetic fibers with improved properties   Another 

promising area of research is the improvement of the interface between the fiber and the matrix. This could involve 

the development of new surface treatment methods or the use of novel matrix materials that can better bond with the 

fibers. In conclusion, the study of fiber reinforced polymer composites continues to be a promising field with potential 

for further advancements and applications . 

 

Future Scope 

As the demand for lightweight, high-strength materials continues to grow in industries such as aerospace, automotive, 

and electronics, the need for advanced and efficient composites will also increase. One potential area of future research 

could be the development of new types of fibres, both synthetic and natural, with enhanced properties . This could 

involve the exploration of new sources of natural fibres or the creation of synthetic fibres with improved properties. 

Another promising area of research is the improvement of the interface between the fibre and the matrix . This could 

involve the development of new surface treatment methods or the use of novel matrix materials that can better bond 

with the fibres . The issue of moisture absorption in fibre reinforced polymer composites, particularly those using 

natural fibres, is another area that warrants further investigation . Developing methods to reduce moisture absorption 

and improve the compatibility between natural fibres and thermoplastic matrices could lead to the creation of 

composites with improved durability and lifespan . Finally, the recycling of fibre reinforced polymer composites is a 

critical area for future research . With increasing environmental concerns and legislation, finding efficient and effective 

methods for recycling these materials is of utmost importance . This could involve the development of new recycling 

techniques or the improvement of existing ones to recover valuable products from the resin and fibres. 
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Table 1 :  Mechanical And Physical Properties Of Glass Fibre [14] 

Type Density (g/cm3) Tensile Strength (GPa) Young’s Modulus (GPa) Elongation(%) 

E-glass 2.59 3.446 72.31 4.7 

C-glass 2.53 3.32 68.94 4.6 

S-glass 2.45 4.88 86.92 5.5 

A-glass 2.43 3.30 68.99 4.9 

R-glass 2.56 4.133 85.58 4.9 

EC-Glass 2.74 3.446 85.57 4.7 

AR-glass 2.72 3.242 73.11 4.5 

 

Table 2 :Mechanical And Physical Properties Of Carbon Fibre[17]  

Type 
Tensile Strength 

(Gpa) 

Tensile Modulus 

(Gpa) 

 

Breaking Elongation 

(%) 

Density 

(g/cm3) 

Carbon content 

(%) 

Low strength 2.5-3.2 245 – 275 1.2-1.5 1.6 -1.9 92–94 

High strength 3.7 -4.2 245 -275 1.2-1.3 1.6 -1.8 91 -93 

Ultra-high strength 4.6 -4.8 251 – 272 1.2-1.45 1.5 -1.9 92–95 

Intermediate modulus 5.8 -6.1 305 1.21 -1.42 1.8 -1.9 96 -99 

high modulus 2.4 -3.0 382 – 405 0.61 -0.73 1.6 -1.8 >99.2 

Ultra-high modulus 3.7 -4.1 538 -545 0.31 -0.42 1.8 -2.2 >99.9 
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Table 3 :  Mechanical And Physical Properties Of Kevlar Fibre [18] 

Type Characteristics 

Tensile 

Modulus(Gpa) 

Tensile 

Strength(Gpa) 

Extensions  

break (%) 

Relative 

Density(g/cm3) 

Kevlar 29 Regular 71 2.8 4.5 1.43 

Kevlar 49 High modulus 134 2.8 2.9 1.46 

Kevlar 129 High strength 98 3.5 3.2 1.46 

Kevlar 149 Ultra-high modulus 144 2.4 1.6 1.48 

 

Table 4 :  Mechanical And Physical Properties Of Natural Fibre [12] 

Type 
Tensile Strength 

(Gpa) 
Elastic modulus Elongation (%) Density (g/cm3) 

Cotton 400 5.5-12.6 7.0-8.0 1.5-1.6 

Jute 393-700 26.5 1.5-1.8 1.5-1.8 

Hemp 690 70 2-4 1.47 

Flax 500-1500 27.6 2.7-3.2 2.7-3.2 

Kenaf 930 53 1.6 1.45 

Sisal 511-635 9.4-22 2-2.5 1.5 

Coir 593 4-6 30 1.2 

 

    
Fig 1 . Glass Fibre Fig 2 .  Carbon Fibre Fig 3  Kevlar Fibre Fig 4. Natural Fibre 
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Pin diodes are crucial in the realm of frequency reconfigurable antennas, offering the ability to swiftly 

shift frequencies and maintain optimal performance. Their widespread use is a testament to their role in 

enhancing the adaptability and efficiency of wireless communication systems. This research presents a 

novel design for a frequency reconfigurable antenna using printed monopoles and PIN diodes. The 

antenna supports nine distinct bands and four modes, facilitated by the on-off states of two PIN diodes. 

The antenna demonstrates both wide-spectrum and selective-spectrum proficiencies along with  good 

gain, while maintaining a condensed form factor. The design is economical and allows for 

straightforward manufacturing processes. Notably,  the antenna is engineered to accommodate sub-6 

GHz 5G bands (2.86, 3.86, 4.41, 4.47, 4.85 and 5.17 GHz), making it an optimal choice for applications in 

wireless local area networks, 6 GHz fixed satellite services, and IoT-enabled wireless terminals and 

systems that are integral to the infrastructure of smart cities. This work contributes to the advancement of 

reconfigurable antenna technology, providing a versatile solution for next-generation wireless 

communication systems.  

 

Keywords:  Reconfigurable antenna, Multi band, Frequency reconfigurability, Sub- 6 GHz, Wi-Max, 

WLAN. 

 

INTRODUCTION 
 

The mobile communication technology of the fifth generation, operating within the frequency range below 6 GHz, is 

architected for swifter, dependable services with an amplified network capacity. With the progression of technology 
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in the field of wireless communication, the demand for accommodating numerous wireless services within a single 

apparatus has seen a substantial rise. This led to the development of reconfigurable antennas [1], which can switch 

their characteristics according to requirements and deliver the performance of multiple antennas without increasing 

size [2]. Reconfigurable antennas can be categorized into three distinct types: those that are reconfigurable by 

frequency, radiation pattern, and polarization. Antennas that are reconfigurable by frequency offer the ability to 

adjust frequencies across desired frequency bands and make efficient use of the spectrum.[3]. Antennas that are 

reconfigurable by pattern direct their radiation pattern towards a desired direction, by employing a concept of 

steering a beam. Antennas that are reconfigurable by polarization alleviate the impact of multiple signal path fading, 

augment the effectiveness in receiving the communication signal, and diminish the issue of co-channel interference 

that is common with conventional feeds. By incorporating dual-mode and corrugated features, these antennas 

provide conjugate matches specifically for the co-polar component.   

 

Various switching techniques are used to achieve reconfigurability. For instance, liquid metal is used for frequency-

reconfigurability in ISM/GPS band antennas [6], RF pin diodes for nine different frequency bands [7], and Varactor 

diodes for a range of 1.64 to 2.12 GHz [8]. Other techniques involve RF-MEMS switches for dual frequency 

reconfigurable bands [9], electrically tuned plasma for VHF and UHF applications [10], optical switches for 

microwave frequency range [11], and PIN diodes for WiMAX and WLAN applications [12]. A reconfigurable MIMO 

antenna for cognitive radio applications uses PIN and Varactor diodes [13] A variety of frequency reconfigurable 

antennas for 5G and UWB applications have been presented. A Sub 6 GHz Frequency Adjustable Antenna, fed by a 

coplanar waveguide (CPW), is examined in [14], utilizing a solitary pin diode for adjustability. An antenna that is 

differentially-fed, designed for wireless local area networks (WLAN) and applications within the frequency range 

below 6 GHz, is presented in [15], employing a lumped element switch for the purpose of reconfiguration.. The 

defected ground structure and its effects on antenna parameters are explored in [16]. 

 

An antenna with four operational modes for various applications including the bands used for airport radar[17]. A 

compact hexa-band frequency-reconfigurable antenna operating at six different bands such as Wi-Fi, WiMAX and 

Universal MTS is introduced in [18]. Multiband frequency reconfigurable antennas for 5G and UWB applications are 

discussed in [19] and [20], employing a PIN Diode and an Inverted F antenna respectively. An F-shaped frequency 

reconfigurable antenna covering the WLAN bands, Microwave access bands such as WiMAX, Wi-Fi bands, and GSM 

bands is presented in [21]. A tri-band frequency reconfigurable antenna for LTE/Wi-Fi/ITS applications using two 

PIN diodes loaded on the ground plane is introduced in [22]. A multi band reconfigurable antenna offering eight 

frequency channels between 1.46 and 6.15 GHz employing dual pin diodes is presented in[23]. A miniaturized, 

multi-band frequency adjustable low profile inverted-F antenna achieving seven different bands for GPS, LTE, UWB 

and satellite applications using a single RF switch is discussed in [24]. A multi-band, low-profile frequency 

reconfigurable antenna for 5G communication offering switching among five resonant bands is reported in [25]. A 

dipole-based antenna employing four pin diodes for frequency switching, offering three distinct bands for sub-6 

GHz applications is discussed in [26]. A low profile metamaterial loaded monopole antenna providing switching 

between ten different LTE bands is reported in [27]. A conformal, flexible, stub-loaded antenna offering multi band 

frequiency switching providing dual and tri-band operational modes is presented in [28]. This paper introduces a 

low-profile, multi-band antenna with frequency adjustability, built on an FR-4 substrate. By utilizing pin-diode 

switches, the antenna can be reconfigured to radiate across seven distinct bands, offering good gain, radiation 

efficiency, and compact size. The strcture of the paper is outlined as follows: Section-II presents a detailed 

description of the antenna geometry and design methodology. Section-III covers the simulation analysis conducted 

in HFSS and copares the simulation results obtained with the relevant studies in the field. Finally, Section IV 

concludes the research.  

 

Design Methodology of the Antenna 

  This section illustrates the design of the proposed antenna with reconfigurable frequency bands. Seven strips of 

varying length and two PIN diodes in slots form the printed monopole antenna. The strip length and diode 

switching determine the frequency bands. The HFSS software was used for modeling and simulation. 
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Design theory and Structural Geometry 

The proposed antenna's geometry is shown in Figure 1. The 30 mm by 20 mm antenna is designed on an FR-4 

substrate with 1.6mm height. The substrate is supported by a reduced size metal ground plane for improved gain 

and directivity The substrate possesses a relative permittivity of 4.3 and exhibits a loss tangent of 0.025. To 

accommodate the pin diodes between the strips, a 1 mm gap was created. The antenna is fed by a microstrip line that 

is 3 mm wide and 50 ohms in resistance. The antenna was designed and simulated with the calculated parameters 

using Ansys HFSS, a FEM-based electromagnetic program. 

 

The antenna’s radiating component and the truncated ground plane are made using copper. The antenna presented 

is powered by a microstrip line with a width of 3mm offering an impedence of 50Ω. The effective resonant lengths 

for the intended frequencies are calculated using model theory of Transmission line [29]. A quartered guided 

wavelength (i.e. Lf ≈ λf/4) is the effective length of the antenna for each of the associated resonant bands.  The 

various evolution phases of the proposed design are shown in figure 2. The strips of width w2 and w3 are added to 

get the desired bands and better impedance matching.  The comparison of the return loss of the proposed antenna at 

various design stages is shown in figure 3. The dimensions of this antenna are summarized in Table I. 

 

Modes of Operation  

By switching the pin diodes ON and OFF, the proposed antenna can alter its frequency by establishing an open or 

short circuit between the radiating patches. Four separate operating modes of the antenna, each with a unique set of 

resonance frequencies, are available. The antenna uses a wideband frequency range of 3.69 to 5.61 GHz while in 

Mode 1. The antenna's three resonant bands are active in Mode 2. The antenna operates in dual band mode and 

covers 4.47 and 7.73 GHz when SW1 is off and SW2 is on. The antenna features three 2.83, 4.85, and 7.4 GHz resonant 

bands in Mode 4. The matching resonant bands for each mode are displayed in Table 2 along with the pin diode 

states.   

 

Switching Technique 

This section shows how the antenna is designed to get the desired frequency band by employing two PIN diodes. 

These diodes switch between open and short circuit at their locations, changing the current path and frequency of the 

antenna. When in ON state, diode’s is equivalent to a series RL circuit (where R is low) value and When in OFF state, 

the diode acts as a parallel RC circuit (where R is high) in series with L.  Figure 4 shows the equivalent circuits for the 

operating states of a PIN diode. For ON state, it is a series RL circuit with R = 1.2Ω and L = 0.45 nH. For OFF state, it 

acts as an parallel RC circuit with R = 5 KΩ and C = 0.3pF and in series with L = 0.45 nH. PIN diodes from Skyworks 

(SMP 1345-079LF) are used and simulated in HFSS. 

 

RESULT AND DISCUSSION 
 

Return Loss and Bandwidth  

The antenna operates in four distinct modes depending on the switching conditions of both the PIN diodes. The 

simulated return loss of all 4 modes is shown in figure 5.  In Mode 0, it functions as a single-band entity spanning 

3.69-5.61 GHz, with an average gain of 1.9 and a return loss of -35 dB. Transitioning to Mode 1, it morphs into a tri-

band configuration covering 3.45-4.27 GHz, 4.80-5.55 GHz, and 8-8.94 GHz, offering an average gain of 0.85 and 

return losses of -16 dB, -14.5 dB, and -15.25 dB respectively. In Mode 2, it operates as a dual-band setup covering 

3.56-5.38 GHz and 7.57-7.88 GHz, delivering an average gain of 1.67 and return losses of -24 dB and -14 dB 

respectively.  In mode 4, the antenna transitions into a tri-band configuration encompassing the frequency bands of 

2.71-2.96 GHz, 4.37-5.33 GHz, and 7.24-7.56 GHz. This mode delivers an average gain of 1.55 and exhibits return 

losses of -11.2 dB, -15.5 dB, and -19.5 dB for each respective band. The designed planar and multi-band monopole 

antenna’s E and H plane directivity patterns across various frequency bands are displayed in figure 6. 
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Comparison with the Exisiting Literature 

The antenna design proposed in this study is more compact in size compared to the antennas discussed in the 

comparative analysis. This newly designed antenna exhibits an impedance bandwidth (BW) that spans from 300 to 

1920 MHz, providing a broader bandwidth than the antennas developed in previous studies [31–37]. A detailed 

comparison is presented in Table 3. 

 

CONCLUSION 
 

The purpose of this study is to design a small, flexible antenna with four distinct operating modes and support for 

nine operating bands. The status of the integrated switches governs this antenna's ability to operate over a variety of 

frequency bands, making it special. It performs admirably at frequencies between 300 and 1920 MHz, making it 

appropriate for both narrowband and wideband applications. The antenna has a virtually omni directional design 

that exhibits excellent directivity and a peak gain that ranges from 0.85 to 1.9, making it appropriate for a number of 

wireless applications. Its small size does not sacrifice performance, either. To validate the computational findings, a 

cost-effective prototype of the suggested frequency reconfigurable antenna can be created. 
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Table 1 – Dimensions of the proposed antenna  

Parameter Dimensions (mm) Parameter Dimensions (mm) 

Ws 30 L1 21 

Ls 20 L2 1.5 

Wg 30 L3 2 

Lg 9.5 W1 11 

Wf 3 W2 3.4 

Lp 2 W3 9 

Lf 13.5 H 1.6 

 

Table 2 – Mode selection using PIN diodes  

Mode SW1 SW2 Operating bands (GHz) 

1 OFF OFF 3.69-5.61 

2 ON OFF 3.45-4.27, 4.80-5.55 and 8-8.94 

 3 OFF ON 3.56-5.38 and 7.57-7.88 

 4 ON ON 2.71-2.96, 4.37-5.33 and 7.24-7.56 

 

Table 3 – Comparison of proposed antenna with other reported work 

Ref. Size (mm3) 
PIN 

diodes 

No. of 

bands 

Freq. Bands (GHz) -10dB 

BW 

(MHz) 

Peak 

gains 

[30] 40 x 35 x 1.6 1 3 2.45, 3.5, 5.4 490-1360 1.92-3.02 

[31] 60 x 60 x 1.6 3 5 2.4,4.26,4.32,4.58,5.76 60-170 1.31-2.77 

[32] 53 x 35 x 1.6 1 3 2.45, 3.50, 5.20  147-1820 1-7-3.4 

[33] 40 x 22 x 1.6 1 4 2.45, 5.13, 3.49, 5.81 750-1260 1.72-2.96 

[34] 39 x 37 x 1.6 1 3 2.4, 5.4, 3 550-1220 1.27-3.8 

[35] 37 x 35 x 1.6  2 4 2, 3.4, 2.4, 3.1  200-960 1.76-1.98 

[36] 40 x 35 x 1.6  1 3 2.45, 3.5, 5.2 330-1250 1.48-3.26 

This 

work 

30 x 20 x 1.6 2 9 2.83,3.86,4.41,4.47,4.85,5.17, 

7.4, 7.73, 8.47  

300-1920 0.85-1.9 
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Fig .1  The geometry of the proposed antenna Fig .2  Different phases of the proposed antenna 

geometry 

 

 
 

Fig .3  Comparison of S11 (dB) for the different 

design stages 

Fig .4  PIN diode equivalent circuits for ON and OFF 

states 

 
 

Fig .5  Simulated return loss of all modes Fig .6  Polar gain plots in E and H planes for various 

frequencies in different switching modes 
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This research paper presents a robust image captioning system developed using advanced deep learning 

techniques. Leveraging a diverse dataset from Flickr, the study integrates a pre-trained VGG16 model for 

feature extraction and LSTM networks for caption generation. The system excels in generating 

meaningful captions for various images, enhancing accessibility for visually impaired individuals. 

Noteworthy is the seamless integration of text-to-speech functionality, making the generated captions 

accessible through spoken words. The paper discusses the system’s architecture, data preprocessing 

intricacies, and evaluation metrics, providing a comprehensive analysis of results and real-world 

implications. 

 

Keywords:  Image Captioing, deep learning, artificial intelligence 

 

INTRODUCTION 
 

The visually impaired community faces significant barriers in accessing visual information prevalent in the digital 

world. While images convey rich details, these nuances are often lost on individuals with visual impairments. 

Traditional assistive technologies fall short in providing comprehensive and contextually relevant descriptions of 

images, hindering the visually impaired from fully participating in the visual culture of the digital age. This project 

addresses this critical gap by developing an innovative solution that harnesses the power of deep learning and 

computer vision to generate detailed and accurate textual descriptions for images. By doing so, it pioneers an 

inclusive approach, ensuring that individuals with visual impairments can engage with images, art, and the visual 

world with the same depth and understanding as their sighted peers. 

 

Aim 

The aim of this paper is to empower individuals with visual impairments by creating an inclusive technology that 

translates visual information into detailed and contextually relevant textual descriptions. By leveraging advanced 
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deep learning techniques, the project aims to bridge the gap between visual content and accessible information, 

fostering a more inclusive digital environment. 

 

Objective 

Image Captioning: Develop a robust image captioning system that accurately describes images, enabling individuals 

with visual impairments to understand the content and context of the visual information. 

Real-Time Processing: Implement real-time image processing capabilities, ensuring timely and dynamic generation 

of image descriptions for various digital content. 

Contextual Understanding: Enhance the system’s ability to comprehend the context of images, allowing for nuanced 

and detailed descriptions that capture the essence of visual scenes. 

Integration with Hardware: Integrate the developed solution with hardware components, such as Raspberry Pi and 

Pi Camera, to create a portable and user-friendly device for on-the-go image description. 

User-Friendly Interface: Design an intuitive and user-friendly interface that facilitates effortless interaction, making 

the technology accessible to individuals with varying levels of technical expertise. 

 

History of Image Captioning 

Early Years (1960s - 1990s) 

1960s: The earliest attempts at computer vision involved basic pattern recognition, but the idea of generating natural 

language descriptions for images was not well-explored. 

1970s: Research in natural language processing (NLP) laid the foundation for understanding language structures, 

which would later be integrated into image captioning systems [1]. 

1980s-1990s: With the rise of computational linguistics, there was a growing interest in integrating computer vision 

with natural language understanding. However, the technology and datasets were not advanced enough to create 

robust image captioning systems. 

 

Emergence of Datasets (2000s - 2010s) 

Early 2000s: The availability of digital images and the growth of the internet led to the creation of the first image 

datasets, although they were relatively small in scale. 

Mid-2000s: Research started to focus on larger-scale datasets and benchmark challenges, encouraging the 

development of more sophisticated algorithms. 

Late 2000s: With the release of datasets like Pascal VOC and Caltech-UCSD Birds, researchers began exploring image 

description tasks more rigorously, paving the way for image captioning research. 

 

Introduction of Deep Learning (2010s - Present) 

2014: The breakthrough came with the introduction of deep learning techniques, particularly Convolutional Neural 

Networks (CNNs) for image feature extraction and Recurrent Neural Networks (RNNs) for language modeling. The 

merge of these technologies marked a significant advancement in image captioning [2]. 

2015: Microsoft introduced the COCO (Common Objects in Context) dataset, which provided a large-scale 

benchmark for image captioning. This dataset accelerated the development of deep learning models for generating 

detailed and accurate captions [3]. 

2016: Attention mechanisms were integrated into image captioning models, allowing them to focus on specific parts 

of the image while generating captions, leading to more contextually relevant descriptions. 

2017-2018: Researchers started to explore reinforcement learning techniques for training image captioning models, 

allowing for better optimization of non-differentiable evaluation metrics like BLEU and CIDEr [4]. 

2019-Present: The integration of transformer architectures into image captioning systems led to significant 

improvements in generating coherent and contextually accurate captions. Multimodal models that incorporate both 

image and textual data (e.g., BERT-based models) also became prominent [5]. 

 

Different Image Captioning Techniques 

Traditional Methods 
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Template-Based Approaches: Early image captioning systems used templates where pre-defined sentence structures 

were combined with extracted visual features to generate captions. These templates lacked flexibility and couldn’t 

handle diverse images effectively. 

Rule-Based Systems: Rule-based methods employed linguistic rules to associate specific objects or scenes in an 

image with predefined textual descriptions. These systems often lacked context and struggled with complex scenes. 

 

Statistical Machine Translation (SMT) Based Approaches 

Phrase-Based Models: SMT techniques were adapted for image captioning where images were treated as source 

language and captions as target language. Phrases were aligned between images and captions, and statistical models 

were used for translation. However, these methods had limitations in capturing long-range dependencies and 

context. 

 

Deep Learning-Based Approaches 

CNN-RNN Models: The integration of Convolutional Neural Networks (CNNs) for image feature extraction and 

Recurrent Neural Networks (RNNs), particularly Long Short-Term Memory (LSTM) networks, for language 

modeling revolutionized image captioning. CNNs were used to encode image features, and LSTMs were used to 

decode these features into natural language captions. This approach significantly improved the contextual 

understanding of images [2]. 

Attention Mechanisms: Attention mechanisms were introduced to enhance the CNN-RNN models. Attention 

mechanisms allowed the model to focus on specific parts of the image when generating corresponding words in the 

caption. This dynamic focus greatly improved the quality and relevance of generated captions. 

Transformer-Based Models: Transformer architectures, primarily designed for sequence-to-sequence tasks, were 

adapted for image captioning. Transformers allowed for parallel processing of input sequences and introduced self-

attention mechanisms, making them highly effective for capturing relationships between visual elements and 

generating coherent captions. 

BERT-Based Models: Bidirectional Encoder Representations from Transformers (BERT) and its variants were 

adapted for multimodal tasks, combining visual and textual information. By pre-training on large textual corpora 

and fine-tuning on image-caption pairs, BERT-based models achieved state-of-the-art performance in image 

captioning tasks [4]. 

 

Multimodal Approaches 

Fusion of Modalities: Multimodal models combined information from various modalities (images, text, and audio) 

to generate captions. These models often utilized techniques like late fusion (combining features after separate 

processing) or early fusion (merging features at the input level) to integrate information effectively. 

Cross-Modal Retrieval: Image captioning models were sometimes trained jointly with tasks like image retrieval, 

where images were matched with corresponding captions. This joint training improved the alignment between 

images and captions, leading to better caption generation. 

 

Reinforcement Learning-Based Approaches 

Policy Gradient Methods: Reinforcement learning techniques, particularly policy gradient methods, were employed 

to optimize image captioning models based on reward signals. Rewards were often based on human-generated 

captions' quality, encouraging the model to generate more accurate and coherent captions. 

 

Adversarial Approaches 

Adversarial Networks: Generative Adversarial Networks (GANs) were explored for image captioning. GANs 

consist of a generator and a discriminator, where the generator tries to create realistic captions, and the discriminator 

evaluates their authenticity. This adversarial training process led to the generation of more natural and human-like 

captions. 
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Controllable and Interpretable Image Captioning 

Attribute-Based Captioning: Some approaches incorporated attributes (such as colors, shapes) into the image 

captioning process, allowing for more specific and controllable generation based on these attributes. 

Explainable AI: There has been a growing focus on making image captioning models interpretable, allowing users to 

understand why a specific caption was generated. This aligns with the broader trend in AI towards explainable and 

transparent models. 

 

VGG16 Model – A Overview 

VGG16 is a popular deep learning model that belongs to the VGG (Visual Geometry Group) family. Developed by 

researchers from the Visual Graphics Group at the University of Oxford, VGG16 is renowned for its simplicity and 

effectiveness in image classification tasks [6] fig. 1. 

 

Architecture 

Depth: VGG16, as the name suggests, has 16 layers. These 16 layers are stacked together, making it deeper than its 

predecessors like AlexNet. 

Layer Configuration: The architecture primarily consists of convolutional layers with small receptive fields (3x3) and 

max-pooling layers (2x2). It has 13 convolutional layers and 3 fully connected layers.[6] 

Activation Function: Rectified Linear Unit (ReLU) activation functions are used throughout the network, introducing 

non-linearity after each convolution operation. 

Padding: The convolutional layers use the 'same' padding, which means the input dimensions are preserved after 

each convolution operation. 

Pooling: Max-pooling layers with a stride of 2x2 are employed to reduce the spatial dimensions of the feature maps. 

 

Key Features 

Uniform Architecture: VGG16 maintains a uniform architecture by using small receptive fields for all convolutional 

layers and using max-pooling layers for down sampling. This uniformity simplifies the architecture and makes it 

easy to understand and implement. 

Deep Stacking: VGG16's depth is a key feature. While deeper networks tend to capture more intricate features, they 

also require more parameters and computational resources. VGG16 strikes a balance between depth and complexity, 

making it widely used in various applications. 

Transfer Learning: Due to its effectiveness and relatively small size compared to modern architectures like ResNet 

or Inception, VGG16 is often used as a feature extractor in transfer learning scenarios. By removing the last few 

layers and adding custom layers, the model can be fine-tuned for specific tasks with smaller datasets.[6] 

 

Performance 

ImageNet Challenge: VGG16 was originally developed to participate in the ImageNet Large Scale Visual 

Recognition Challenge (ILSVRC) in 2014. It achieved high accuracy on the ImageNet dataset, demonstrating the 

effectiveness of deep learning in large-scale image classification tasks. 

Scalability: While VGG16's 16-layer architecture was significant at the time of its introduction, subsequent 

architectures like VGG19 and more complex networks have been developed to handle more intricate tasks and larger 

datasets.[6] 

 

Limitations and Considerations 

Computational Intensity: Due to its depth and the number of parameters, VGG16 can be computationally intensive, 

especially when trained from scratch on large datasets. 

Overfitting: VGG16, like many deep networks, is prone to overfitting, especially when dealing with small datasets. 

Regularization techniques like dropout or batch normalization are often necessary to mitigate overfitting. 
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Applications 

Image Classification: VGG16 is primarily used for image classification tasks where it can classify objects in images 

into one of several predefined categories. 

Feature Extraction: VGG16's intermediate layers are valuable as feature extractors for various computer vision tasks, 

including object detection and image segmentation. 

 

Image Captioning Case Studies 

Seeing AI – Microsoft 

Background 

Seeing AI is a revolutionary app developed by Microsoft to assist individuals with visual impairments. Leveraging 

advanced image captioning technology, the app provides real-time audio descriptions of the user's surroundings, 

enabling them to better understand and navigate the world independently [7]. 

Challenge 

The challenge was to create an innovative solution that utilizes image captioning to empower visually impaired 

individuals by providing them with detailed and accurate descriptions of their environment, people, and objects 

around them. The aim was to enhance their daily lives by increasing accessibility and enabling greater independence 

[7]. 

 

Implementation 

Scene Recognition: Seeing AI employs image recognition algorithms to analyze scenes in real-time. It can describe 

general surroundings, such as "a living room with furniture," enabling users to comprehend their location. 

Object Recognition: The app recognizes and provides descriptions of specific objects, including "a person with a 

dog" or "a can of soup." This functionality aids users in identifying items and people around them. 

Text Recognition: Seeing AI uses Optical Character Recognition (OCR) to read aloud printed and handwritten text. 

This feature is invaluable for tasks like reading documents, menus, or signs. 

Currency Identification: The app can identify various currency notes, enabling users to distinguish between 

different denominations. 

Light Detection: Seeing AI informs users about the brightness of the environment, helping them assess lighting 

conditions. 

Color Description: The app can describe colors, allowing users to differentiate between various hues and shades. 

Impact: 

Enhanced Independence: Seeing AI has significantly enhanced the independence of visually impaired individuals. 

By providing detailed audio descriptions, it enables them to navigate unfamiliar environments, read printed 

materials, and identify people and objects independently. 

Increased Accessibility: The app has made various spaces, such as museums, restaurants, and public places, more 

accessible for individuals with visual impairments. It allows them to participate in social activities and engage with 

the world on a broader scale. 

Education and Employment: Seeing AI has opened up new avenues for education and employment. Visually 

impaired students can access educational materials, and professionals can read documents and participate in 

meetings effectively. 

Community Inclusion: The app promotes social inclusion by enabling visually impaired individuals to participate in 

social interactions confidently. It fosters a sense of belonging and reduces the barriers they face in social situations. 

 

Future Developments 

Seeing AI continues to evolve with ongoing advancements in image captioning technology. Microsoft actively 

gathers user feedback to enhance the app's features and user experience. Future updates may include improvements 

in accuracy, expanded language support, and additional functionalities to further empower users. 
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Waymo – Alphabet 

Background 

Waymo, a subsidiary of Alphabet Inc. (Google's parent company), is a leader in the development of autonomous 

vehicles. Utilizing advanced image captioning techniques and deep learning, Waymo has pioneered the use of 

artificial intelligence (AI) to enable vehicles to perceive and understand their surroundings, making autonomous 

driving a reality. 

 

Challenge 

The challenge was to develop a sophisticated autonomous driving system that could perceive and comprehend 

complex and dynamic environments. This system needed to accurately recognize objects, pedestrians, other vehicles, 

road signs, and various scenarios on the road. The goal was to ensure the safety of passengers and pedestrians while 

navigating diverse and unpredictable driving conditions [8]. 

 

Implementation 

Image Perception: Waymo vehicles are equipped with multiple sensors, including cameras, LiDAR, and radar, to 

capture high-resolution images of the surroundings. These images serve as input data for the AI system. 

Object Recognition: Deep learning models, incorporating image captioning techniques, analyze the captured images 

to recognize and categorize objects in real-time. This includes identifying pedestrians, cyclists, vehicles, and other 

elements in the environment. 

Semantic Segmentation: Waymo's AI system performs semantic segmentation, classifying pixels in the images into 

different categories such as road, sidewalk, and vehicles. This segmentation enhances the understanding of the 

vehicle's surroundings. 

Behavior Prediction: The system predicts the behavior of other road users, including pedestrians and vehicles. By 

analyzing the captured images and patterns of movement, Waymo's AI anticipates the intentions of surrounding 

entities, enabling safe decision-making. 

Real-time Mapping: Waymo continuously updates its high-definition maps using data collected from its vehicles. 

These maps are enriched with information about the environment, such as lane markings and traffic signs, providing 

additional context for the AI system. 

Sensor Fusion: Waymo integrates data from various sensors, combining information from cameras, LiDAR, and 

radar. Sensor fusion enhances the accuracy of object detection and localization, ensuring reliable perception 

capabilities [8]. 

 

Impact 

Enhanced Safety: Waymo's autonomous driving technology, empowered by image captioning and AI, has the 

potential to significantly reduce road accidents caused by human error. The system's ability to perceive and respond 

to the environment enhances overall road safety. 

Increased Mobility: Autonomous vehicles offer enhanced mobility options for individuals who are unable to drive 

due to age or disabilities. Waymo's technology opens up new possibilities for accessible transportation, providing 

independence to a wider demographic. 

Traffic Efficiency: Waymo's autonomous driving system optimizes traffic flow by adhering to traffic rules, 

maintaining appropriate speeds, and making efficient driving decisions. This can lead to reduced congestion and 

smoother traffic patterns [8]. 

Environmental Impact: More efficient driving patterns facilitated by autonomous vehicles can contribute to reduced 

fuel consumption and lower emissions, positively impacting the environment. 

 

Future Developments 

Waymo continues to invest in research and development to enhance its autonomous driving capabilities. Future 

developments may include improvements in real-time decision-making, further advancements in object recognition, 

and expanding the system's capabilities to handle diverse and challenging driving scenarios. 
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CONCLUSION 
 

In the realm of technological innovation, the convergence of computer vision and natural language processing has 

led to the creation of a groundbreaking solution: an intelligent image captioning system tailored for the visually 

impaired. Embarking on this journey, I envisioned an inclusive world where individuals with visual impairments 

could perceive and comprehend their surroundings with the aid of cutting-edge technology. Our paper, which 

seamlessly integrates advanced deep learning techniques and portable hardware, stands as a testament to the 

potential of artificial intelligence in enhancing accessibility and enriching lives. 
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India is the fastest-growing developing country and Most a Rapid change in the development of the field 

of urban infrastructure in recent times. Metro projects are capital-intensive public-oriented projects. Due 

to the cost of economic and timely completion of the project, the precast concrete method is widely used 

in infrastructure projects like Metro, Flyover, and Bridge etc. for the  Reduce the construction time and 

space, reduce traffic issues, reduce pollution, reduce environmental impacts. The cast in situ 

methodology have need some time & space and is inconvenient to public. Therefore use of precast 

members to the best preferred option for elevated metro projects in urban areas. This paper focus on the 

importance of precast methodology in infrastructure projects and summarize the role of time, cost, 

quality and productivity of the precast technique 

 

Keywords:  Precast Concrete, Precast viaduct and Station, Time, Cost and Quality analysis Rapid 

infrastructure growth 
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INTRODUCTION 
 

For successful Project Management implementation, the use of precast elements requires due consideration since the 

initial stage of the project. The choice of location and size of the casting yard plays an important role in the speed of 

construction. Almost all Metro projects in India are being constructed using precast Techniques. As metro projects 

run inside the urban area and the elevated bridges are on existing active traffic roads, onsite casting can hinder the 

flow of traffic. The use of offsite casting elements and the erection process, it is easing the traffic situation. As all the 

elements are being cast at the casting yard, the construction work will progress faster on a high-priority basis and 

projects will also be ready at the earliest. Presently, most of the elements of both viaduct and stations are precast 

leading to much faster construction with better quality control. The precast construction technology offers 

advantages such as cost-saving, Time savings, Quality improvement, less labour required, reduce safety risk, and 

reduced concrete wastage. However, the implementation of precast technology in the Indian construction industry. 

The precast cost is low as compared to cast in situ. 

The objective of the study is to perform comparative study on precast and cast in situ techniques.      

 

Problem Statement 

Presently Metro Project infrastructure work increased significantly. But metro alignments exist mostly on dense 

populations and central lines of road medium, due to that reason the less availability of land and difficulty in 

managing the moving traffic in metro cities. Nowadays client needs to complete the infrastructure project within the 

timeline with respect to quality. Therefore the precast superstructure is one of the best options for metro projects. 

Also, construction projects need eco-friendly techniques to avoid pollution and reduce the environmental impact. 

 

Data Collections and Analysis 

The data was collected by reviewing various literature from journals, project records, and online websites form the 

internet. The data was collected from Surat metro Phase-I and Ahmedabad metro Phase-II From Gujarat Metro 

Corporation Limited. This report studies the precast structure like the precast pier arm, precast viaduct pier cap, 

Track level and platform level I-Girder, Portal beam and concourse level precast beam. The data was collected as per 

actual site data and analyzed with consideration of the time and cost required to cast one full span with the precast 

method. 

 

Types of Precast Superstructure 

Precast Pier Arm: This types of Superstructure used in concourse level of the station portion. 

Precast cantilever Pier cap: -This Superstructure are Main line of the alignment where the precast segmental box 

girder rest of the pier cap pedestal. The all live load and dead load are passed through pier cap to pier. 

I-Girder& T-Girder: - This types of I-Girder used in Viaduct area and precast post-tensioned concrete I-girder bridge 

is a kind of bridge wherein I- girders rest on the bearings and deck slab is connected to girder through shear 

connector. 

The top of T shape cross section act as flange in this type of girder. These types of girders are used in small span 

lengths like in station area. Again selection of this type is mainly depending on feasibility of transportation and 

loading criteria. 

 

COST, TIME AND QUALITY ANALYSIS 

The duration for the completion of the project such as the metro project has time constraints and lack of space for 

executing the construction work at the site. The Precast is an ideal solution for constructing a Metro Project in an 

urban area. A precast concrete system is economical as compared to a cast-in-situ system. The cost of precast may 

vary with different types and sizes of the projects. However, the precast takes less time, cost and labour productivity 

for construction and waste is minimal for constructing the precast elements. Also, the maintenance cost is also less in 

the precast system. The precast system achieved better concrete quality and finishing of precast elements as 

compared to the cast in situ. Precast products provide a higher level of quality assurance because the production of 
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the elements can be monitored carefully and under controlled conditions in a lab. The object is inspected and tested 

by experts and technicians. Cast in situ can't provide quality products because of improper scaffoldings. The 

segregation of the honey, the bleeding of the bee, and the combing process reduce the quality of the product. 

 

CONCLUSION 
 

It was analysed from the result that the both in-situ construction and precast construction methods, and have come 

to a conclusion about each. Precast concrete solutions can help reduce the waste generated on-site by up to 50% 

compared to traditional construction sites. The initial cost of precast construction is more than cast-in-situ 

construction because the cost of skilled labour in India is higher than the cost of unskilled labour. There is a lack of 

knowledge about precast construction among potential homebuyers. Because the pouring of the prefabricated arm 

can be carried out at the same time as the pouring of the piers in the station area, it is a method with low cost, high 

efficiency and high safety, which not only shortens the completion time of the project but also reduces the complex 

structure pouring. Live casting on moving traffic. These recent successes have shown that this cost-effective option is 

very effective. 
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Table 1:-Comparative details between Concourse level Cast in situ Beam to Precast beam at Station 

Description 
Days per 

Nos./Span 

  Concrete 

(A) 
   Steel (B) 

Erection and 

Transport (C) 

Total Amounts 

D=(A+B+C) 

M-40 Precast Beam 

CCL 

4 Day per 

Beam 
3,344,552.27 

  

4,166,047.29  
1,492,137.28  

                  

9,002,736.84  

 

Total A. 9,002,736.84 

M-40 Cast in Situ 

Beam and Slab 

21 Day Per 

Span 
  4,217,850.00  

5,253,846.00 

 
- 

                  

9,471,696.00  

 

Total B. 9,471,696.00 

Difference amount for 1 station (A-B) 468,959.16 

Difference amount for 5 station 2,344,795.80 

 

Table:-2 Comparative details between Track level Cast in situ Beam to Precast T-Girder at Track level and 

Platform level Station 

Description 
Day per 

Nos./Span 
Concrete (A) Steel (B) 

Erection and 

Transport (C) 

Total Amounts 

D=(A+B+C) 

M-60 Precast T-

Girder 

8 Day per T-

Girder 
4,063,485.69 

5,224,248.85 

 
  1,461,685.50        10,749,420.04  

Total A. 10,749,420.04 

M-60 Cast in 

situ Track Beam 

and Slab 

28 Day Per 

Span 
  4,752,381.38 5,179,711.20 - 

9,932,092.58 

 

Total B.        9,932,092.58  

Difference amount for 1 station (A-B) 817,327.47 

Difference amount for 5 station 4,086,637.34 

 

  

Fig.1. Station Cantilever Pier arm Erection 

Precast Track Level Pier arm 
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Fig-02. Viaduct Cantilever Pier cap Erection 

 

Fig-03.Viaduct& Station I-Girder Erection 
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The quality improvement phenomena known as Lean Six Sigma (LSS) has caught the industry's interest. 

By combining the best practices from Lean and Six Sigma, LSS has been proved to increase business 

efficiency and customer experience by aiming for a capability level of 3.4 faults per million opportunities 

(Six Sigma) and effective (lean) processes. Numerous companies have tried to use LSS, but not all of them 

have been successful in enhancing business operations to provide desired results. Therefore, for LSS to be 

implemented effectively, it will be very valuable to understand the cause-and-effect links of the LSS 

enablers while also gaining deeper insights into how the LSS strategy functions. The variety of Critical 

Success Factors (CSFs) recommended by many conceptual papers dominates the LSS literature, and very 

few attempts have been made to tie these CSFs to an organized theory on LSS. The paper aims to fill this 

gap by employing a cutting-edge technique that uses machine learning, more specifically Natural 

Language Processing (NLP), with a focus on the use of cross-domain knowledge to create a condensed 

collection of constructs that describe the LSS phenomena. 

 

Keywords: Artificial Intelligence; Lean Six Sigma (LSS); Critical Success Factors (CSFs); Machine 

Learning; Natural Language Processing (NLP); Continuous Improvement; Classification Model; Word 

Embedding. 

 

 

ABSTRACT 

 

 RESEARCH ARTICLE 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69187 

 

   

 

 

INTRODUCTION 

 
Organizations have been driven to investigate profitable solutions in order to achieve a competitive advantage by the 

development in customer demand for high-quality goods and services that are delivered quickly. To increase 

productivity and customer satisfaction, businesses all over the world have adopted a variety of commercial and 

operational solutions. Lean Six Sigma (LSS) is a well-liked process improvement methodology that combines the 

Japanese-inspired Lean manufacturing (LM) and US-inspired Six Sigma (SS) methodologies.  Research on the CSFs of 

LSS is relevant to explaining the success of LSS projects since Critical Success Factors (CSFs) are predictors, 

mediators, and/or moderators of an outcome. With so many CSFs, it becomes challenging to thoroughly "mine" the 

phrases to create a condensed, objective subset of themes. This turns into a "big data" issue that can be resolved more 

successfully with the aid of computers. Machine learning (ML) is an AI technique which trains a set of algorithms on 

data to make decisions like humans. An input layer, which accepts labeled raw data in tensor form, collaborates with 

some hidden layers and activation functions to process input data and discover various patterns in it in a typical 

supervised deep learning model. Finally, the output layer provides outputs that are categorical or real numbers 

 

Critical Success Factors of LSS  

CSFs are organisational strategy components that can affect an organization's performance while pointing it in a 

suitable path [1]– [3]. In some circumstances, CSF also serve as an assessment criterion by serving as components 

that are necessary for a project or organisation to accomplish its goals [4]– [6]. Critical Success Factors (CSF) 

represent specific components or areas of action that a company, team, or department must concentrate on and 

effectively implement in order to achieve its strategic goals. These success elements should be effectively 

implemented in order to provide a favourable result and add value to the company. CSFs are crucial since each one 

serves as a company's compass for direction. They serve as a trustworthy point of reference for concentration and 

success when they are made clear to everyone in the organisation. 

 

A company's strategic goals should be linked to and aligned with the development of critical success elements. They 

help the organisation get closer to its strategic goals by determining how a business unit, department, or function can 

accomplish its aims. These elements also have an impact on how individuals and teams support and participate in 

the strategic plans and objectives. Each CSF is determined to aid in the accomplishment of a certain strategic 

objective and direct the development and monitoring of Key Performance Indicators (KPIs). Machine learning for 

Classification Artificial intelligence (AI) is a catch-all phrase for methods used to educate robots to perform tasks that 

come easily to people. Machine learning (ML), which is a series of algorithms taught on data to make judgments 

comparable to humans, is one such AI technology. In addition, Deep Learning (DL) is a method for machine learning 

that replicates the neuronal structure of the brain to create intelligent computers and systems [7], [8]. An input layer, 

which accepts labelled raw data in tensor form, along with hidden layers and activation functions, process the input 

data to learn various patterns in it, make up a typical supervised deep learning model. Finally, the output layer 

provides outputs that are either categorical (for classification tasks) or real numbers (for regression tasks). Since 

ML approaches have developed over the years, they are currently being used to natural language processing (NLP) 

in addition to computer vision and autonomous cars [7], [9]–[11]. Due to its significant consequences, text 

categorization continues to be a central issue in NLP and has a wide range of practical applications in information 

retrieval [12].Text input must be transformed into numeric tensors before text can be classified using ML models. To 

do this, texts are divided into tokens (words, letters, etc.), which are then associated with numeric vectors. A text can 

be tokenized or vectorized in a variety of ways. One-hot encoding and word embedding are the two main 

techniques. 

 

A vocabulary index is used in one-hot encoding to specifically express a word [13], [14]. Binary, sparse, and 

extremely high dimensional (equivalent to the length of a vocabulary), one-hot encoded vectors are these 

characteristics. The context of a word in a textual passage, as well as its semantic and syntactic similarity and 

relationship to other words in the passage, are not captured by one-hot encoding. For instance, the words "similar" 
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and "same" are connected, yet one-hot encoding will not convey their semantic connection. A word is converted into a 

vector of real numbers via word embedding [15]. Since the model is trained to learn weights for embedding space, 

which project each word into vector space, this mapping is automatic. While it is generally agreed that word 

embedding captures a word's semantic information, it does not adequately capture the relationships between the 

various words and phrases that make up a sentence [16]. We must consider embedding sentences or phrases when 

doing NLP activities on textual data that involve the understanding of a sentence's meaning. Conneau et al. [16] and 

Cer et al. [17] suggested sentence level embedding as a solution to this. Instead of mixing word embedding for each 

word in the phrase, this enables encoding the sentence in vector form [16], [17]. In our study, CSFs resemble phrases 

where a set of words makes meaning when read collectively. In order to vectorize CSFs for DL models, this work 

focuses on employing sentence embedding. 

 

METHODOLOGY 
 

In accordance with Figure 1, there are two key components that make up the development of the final theoretical 

framework for an LSS deployment that is effective. The first step is to examine the current Lean and Six Sigma 

models in order to fill in the gaps in the literature. Creating an ML classification model to capture the essence of CSFs 

in existing literature constitutes the second component. 

 

Initial Model Development 

When creating a theoretical model, three fundamental requirements must be met: the creation of the theoretical 

constructs, the specification of the relationships between the constructs based on temporal asymmetry, and the 

establishment of the boundary within which the theory is to be generalised. [18]–[20]. The two main phases of the 

LSS project implementation are the initiation phase, when planning and scheduling take place, and the execution 

phase, where process inputs (such as knowledge, social interactions like teamwork, and the application of tools and 

strategies for improvement) are converted. The success of LSS deployment is the result of many different 

components working together, not just these steps. Project selection, which occurs at the LSS project initiation stage, 

is crucial to the success of LSS project deployment [21]– [24] because it helps pick the right project for the right 

situation at the right time to provide the desired outcomes. While choosing the right project, the approach considers 

the four influential voices (voice of the consumer, voice of business, voice of process, and voice of stakeholders) that 

were mentioned in Antony et al. [21] 

 

CSFs Extraction and Classification 

For the purpose of designing a classifier model using ML, CSF extraction is crucial. A literature study was 

conducted on CSFs for the implementation of Lean, SS, TQM, and CI in the manufacturing and service sectors. The 

EBSCO, ELSEVIER, EMERALD, IEEE, SCOPUS, and SPRINGER databases were used for the literature study. In the 

search, terms like "Critical success factors" or "Success factors" or "Enablers" as well as "Lean Six sigma" or "Lean 

Sigma" or "Lean" or "Six sigma" or "LSS" or "TQM" or "Continuous Improvement" were used. A study of the current 

literature on CSFs showed that no research offers a system for categorising or predicting the class for the remaining 

CSFs. So, in the project we sort through 574 CSFs using cutting-edge methodology to group them into four 

manageable and significant themes: leadership engagement, LSS culture, LSS inception, and LSS execution. 

 

Machine Learning Model For Classification 

Creating a CSF classifier involves a combination of state-of-the-art NLP techniques and subsets including Word 

Embedding, Neural Network (NN), and Supervised Machine Learning (SML), in addition to ML, a subset of AI. It is 

crucial to employ word frequencies and context data to retain word embedding meanings in order to capture 

semantic value in a word embedding while creating this Multi-Class Classifier, where the single classification label 

belongs to a collection with more than two components [12], [25]. 
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Dataset 

The CSFs that had previously been grouped into several categories were utilised as training data for the ML 

classifier. The clustered CSFs were listed with their headers in order to create the training data. Several headings 

were combined with the aid of the industrial guide, and four headings (Leadership Engagement; LSS Culture; LSS 

Project Initiation; LSS Execution) were created as a result. To produce the training set, duplicate CSFs were 

eliminated, and 574 distinct CSFs were chosen along with their headers. CSFs are often variable-length phrases that 

have been studied in the literature. Thus, the universal sentence encoder [17] from Tensor Flow hub is implemented 

as a universal sentence embedder. Each CSF underwent pre-processing such that all the words were lowercase 

before being encoded. Two benefits of the universal sentence encoder are: The process starts by turning single words 

or phrases into fixed-length vectors, which may then be used to combine numerous CSFs into a single vector. 

Additionally, it eliminates the need to pad short vectors with zeros. The universal encoder performs better when 

learning from small amounts of training data since it has been trained on a huge corpus of data [13], [26]. The 

headings were mapped from 1 to 4 and the training data were mixed up before embedding. The training data set was 

divided into the training set (80%) and cross-validation set (20%) for assessment reasons. 

 

Model Architecture 

The methodology for classifier development is illustrated in Figure 2. The model is developed keeping in mind the 

classifier development methodology.   Figure 3 depicts the ML classification procedure. A five-layer model with an 

input layer of 512 nodes (equivalent to the length of the vectored CSFs), an output layer of 4 nodes (equivalent to the 

number of classes), and three hidden layers of (128, 64, 64) nodes is shown in the diagram. The input layer, which is 

the initial layer of the neural network, includes the data that the other levels will need to process. A sentence 

embedding module that has been pre-trained on a sizable data corpus is also part of the categorization system. For 

the next layer of the neural network, it transforms the input CSFs into a multi-dimensional (R512) vector 

representation. 

Evaluation Metrics 

Accuracy, precision, recall, and F1-scores were selected as the key assessment metrics [10], [27]-[29] in order to assess 

the effectiveness of the suggested technique. These metrics are defined as follows:  

   <<(1),(2),(3),(4) 

Where TP, FP, and FN, respectively, stand for true positives, false positives, and false negatives. When the classes are 

severely unbalanced, precision and recall are quick indicators of prediction success. In information retrieval, recall 

measures the quantity of actual relevant results returned, whereas precision measures the relevancy of the results. 

The F1-score is calculated as the average of recall and accuracy [7], [13]. 

 

RESULTS AND DISCUSSION 

 
Cross-validation enables models to be tested utilising the complete training set by repeatedly resampling, 

maximising the total number of points utilised for testing and maybe lowering the likelihood of over-fitting [30]. 20% 

of the training data with defined classes were utilised as the cross-validation data set in this classification model. The 

evaluation criteria for the classifier predictions are demonstrated in Table 1. According to the table, within the CSV 
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dataset, 76% of the classification predictions are accurate. Figure 4 shows both the cross validation and training 

models' accuracy as well as their respective loss curves. 

 

CONCLUSION 
 

Despite being widely used, LSS's theoretical foundations are still lacking. It is still unclear how LSS elements connect 

to organizations’ bottom lines and the performance of quality improvement projects, and nearly no explanations 

include the LSS's Lean component. It is impossible to disregard CSFs when discussing LSS outcomes since they are 

essential to its implementation. CSFs prescribed for Lean, SS, and CI are too many and poorly defined to constitute a 

comprehensive theory. The study proposed a targeted technique for identifying CSFs that makes use of a supervised 

learning model to extract the essence of CSFs while assisting the creation of a theoretical model to address this issue. 

With the use of the available literature on the CSFs relevant to LSS, this innovative approach summarizes the key 

ideas and tackles the issues raised by the distinctive qualities of the quality improvement language 
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Fig. 1. System Model Fig. 2. The methodology of classifier development 

 
Fig. 3.  Neural Network for Classifier Model 

 
 

Figure 4: Accuracy and Loss of Training and Cross-Validation 
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Utilizing readily available, inexpensive FR4 material, microstrip antennas are constructed. The HFSS 

simulation is used to analyse the antenna characteristics, and it is widely employed in satellite 

communication due to its advantages over traditional antennas. According to a literature review on patch 

array antennas (PAA), numerous techniques were used to create smaller-sized patch array antennas. In 

this study, 2.4GHz microstrip antennas and a 2x2 strip array antenna are presented. The simulation 

results for the 2.4GHz microstrip antenna show a 5.5dB antenna gain. Additionally, the 2x2 strip array 

antenna operating at 12 GHz exhibits an 80-degree beam width, a bandwidth of 693.6 MHz (5.9%), a gain 

of 8.98 dB, a directivity of 10.83 dB, and an efficiency of 83%. The substrate utilized for both antennas is 

FR4 with a thickness of 1.6mm and a dielectric constant of 4.4. The 2x2 linear array is specifically 

designed for line feeding and is tailored for satellite communication purposes. 

 

Keywords:  Microstrip Patch Array, Antenna, HFSS, Satellite communication, Radiation Pattern, Return 

Loss. 

 

INTRODUCTION 
 

The rapid evolution of wireless communication systems has driven a growing demand for high-gain broadband 

antennas. Microstrip antennas have gained prominence due to their advantages, such as high gain, low profile, and 

ease of manufacturing. However, their limited bandwidth has curtailed their applications [1]. To address these 

limitations, researchers have explored innovative approaches, incorporating active devices and printed strip-line 

feed networks. This exploration took flight in the early 1970s when the need for conformal antennas arose, 
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particularly for missile applications [2]. Microstrip antennas are characterized by their dimensions, gain, and 

radiation patterns. As depicted in Figure 1, a microstrip antenna typically features a radiating patch on one side of a 

dielectric substrate, with a ground plane on the other. These patches can assume various shapes and are often 

constructed using conductive materials such as gold or copper, with rectangular and circular shapes being the most 

popular. The feed line design and the radiating patch material are intricately etched onto the dielectric substrate [3]. 

 

Notably, microstrip patch antennas come in diverse shapes, including squares, rectangles, circles, triangles, and 

more. These compact, cost-effective, and low-profile antennas are crucial for mobile communication, and their 

application extends to wireless communication systems and satellite communication. Moreover, they offer significant 

advantages, including beam scanning capabilities when employed in antenna arrays [5]. Antenna arrays consist of an 

array of identical antennas, working in unison to produce radiation with specific characteristics. The aggregation of 

radiating elements amplifies the radiated power. The fields from each element combine in-phase to generate 

radiation, offering a versatile range of performance capabilities vital for various applications. Antenna arrays employ 

a diverse array of elements, including helix, patches, parabolic, wires, and horns, contributing to their adaptability 

and effectiveness [6]. 

 

Antenna Design Methodology 

The factors used to design the antenna are listed below. 

The following procedures are used in the design of a microstrip patch antenna: 

Step1:This Equation (1) is used to determine the width of the micro strip patch antenna [7] 

 

 𝑊 =  
λ0

f0 
 εr+1 

2

 

 

Step 2: Evaluating the Effective Dielectric Constant from Equation (2)[7] 

 

𝜀𝑟𝑒𝑓𝑓 =
εr + 1

2
+

εr − 1

2
∗

1

 1 + 12  


𝑤
 

 

 

Step 3: Evaluating the Effective length as given by Equation (3)[7] 

𝐿𝑒𝑓𝑓 =  
𝑐

2𝑓0 𝜀𝑟𝑒𝑓𝑓
 

 

Step 4: Evaluating the length extension given by Equation (4) [7] 

ΔL


= 0.412 

 εreff +  3  
𝑤


+  0.264 

(εreff −  0.258)  
𝑤


+  8 

 

 

Step 5: Evaluating actual length of patch by Equation (5) [7] 

𝐿 = Leff – 2 ΔL 

 

Step 6: Measurements of the ground plane are given in Equation (6-7) [8] 

𝐿 = L + 6 

𝑊𝑔 = 𝑊 + 6 

The antenna is made of FR4 material with specific characteristics: 

Loss Tangent (tan δ): 0.025 

Thickness (h): 0.8mm 

Dielectric Constant (εr): 4 
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Additionally, we have mentioned measurements for the patch dimensions and results from a microstrip line 

calculator: 

Patch Length (L): 29.56mm 

Patch Width (W): 36.857mm 

Results from the microstrip line calculator, assuming a characteristic impedance of 50Ω: 

Feed Line Width (W): 1.5mm 

Feed Line Length (L): 16.75mm [9] 

This section outlines the design of an array antenna engineered to operate at 12 GHz, specifically tailored for satellite 

communication purposes. The antenna configuration employs a line feeding system and features a 4-element 2x2 

array. Notably, the antenna's ground plane measures 40 x 30 mm², and in light of its widespread availability in the 

market, FR-4 has been chosen as the substrate material for this project. To enhance its operational capabilities and 

broaden its bandwidth, several techniques have been incorporated, including the strategic manipulation of substrate 

height, facilitating multiple applications through a singular antenna [10] 

 

RESULTS AND ANALYSIS 

 

Microstrip Patch Antenna Analysis 

The study employs the electromagnetic simulation tool, IE3D, to comprehensively analyse the characteristics of 

antenna arrays. Specifically, this analysis is focused on an antenna element constructed from FR4 material, 

possessing a dielectric constant of 4.3, and meticulously designed to function optimally at a frequency of 2.5 GHz. As 

illustrated in Figures 5 and 6, the study's findings are vividly presented through Return Loss vs. Frequency and Gain 

vs. Frequency plots. According to the simulation results, the return loss, denoted as S11, registers at an impressive -

21 dB, while the peak gain reaches 4.5 dB precisely at the resonance frequency of 2.42 GHz. To provide further 

insights into the antenna's performance, Figure 8 reveals the two-dimensional radiation pattern of the single patch 

antenna, a critical aspect of the study's analysis [9]. 

 

Microstrip Patch Array Antenna Analysis 

The simulation was carried out using the same software that was used to design the microstrip patch array, Antenna. 

Figure 5 shows the S11, or return loss, of a 2X2 patch array antenna. The proposed antenna, also known as a 2x2 

patch array antenna, has a reported return loss of -32.33 dB, which indicates that at the operating frequency of 11.79 

GHz, the transmitted power experienced losses of about 0.05 percent. The lowest frequency is approximately 11.4954 

dB, and the highest frequency is approximately 12.1890 dB when considering the return loss of -10 dB.[12] 

The following equation can be used to evaluate return loss: 

𝐵 = 𝐹𝐻 − 𝐹𝐿 GHz 

 

𝐵 =  
𝐹𝐻−𝐹𝐿

𝑓𝐶
 X 100% 

 

We can easily determine the bandwidth values using the equation above. As a result, it is determined that the 

proposed microstrip patch antenna's bandwidth is B = 0.6936 GHz, also known as B = 693.6 MHz and B = 5.9 percent. 

As a result, this antenna has a wide range of uses. Using their respective graphs, the gain and directivity of the 

proposed antenna can be determined. For the proposed microstrip patch antenna, the gain has been determined to be 

G =8.98 dB and D =10.83 dB. The improvement of the antenna's parameters, including gain, bandwidth, etc., is the 

main benefit of microstrip patch array antennas.[13] 

 

The microstrip patch antenna's achieved efficiency has been 

𝜀 =  
𝐺

𝐷
 

therefore,𝜀 = 83%percent. The typical efficiency for a good antenna is between 50 and 60 percent.[13] 

Following Table displays a summary of the results. 
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CONCLUSION 
 

This study employs HFSS simulation tools to conduct a comprehensive analysis of microstrip antennas, specifically 

focusing on their application in satellite communication. The research involves a meticulous evaluation of both 

simulated and measured outcomes, emphasizing the remarkable alignment between the two. In particular, our 

investigation centres on a microstrip patch antenna boasting a remarkable half-power beam width, a gain of 8.98 dB, 

and a directivity of 10.83 dB. This antenna operates at the frequency of 12 GHz, offering an impressively wide 

bandwidth of 693.6 MHz, equivalent to 5.9% of the operating frequency. The outstanding performance parameters of 

this proposed 2x2 microstrip patch array antenna make it an excellent candidate for applications within the X-band 

and KU-band frequencies. This research showcases the antenna's potential to contribute significantly to the 

advancement of satellite communication technology 
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Table 1 Antenna factors [7] 

W The width of patch antenna Δ𝐿 Length extension 

L The length of the patch antenna 𝜀𝑟𝑒𝑓𝑓 Dielectric constant effective 

𝜆0 The Wavelength h Height of the substrate 

f0 The operating frequency 𝑊𝑔 Width of ground 

𝜀𝑟 With dielectric constant L𝑔 Length of ground 

C Velocity of light  

 

Table 2 2x2 array antenna dimensions [10] 

a 5.05 mm f 14 mm 

b 6.5 mm g 2.3 mm 

c 14   mm h 1    mm 

d 0.5 mm i 4.61 mm 

e 4.295 mm j 2.8 mm 
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Table 3 Results summary [11]  

Parameters Values 

Operating frequency  Fc = 11.79 GHz  

Bandwidth  B = 693.6 MHz 

B = 5.9 %.  

Gain   G = 8.98 dB  

Directivity  D = 10.83 dB  

Return loss  S11 = -32.33  

Efficiency   = 83 %  

 

  
Figure 1 Basic Structure of a microstrip patch antenna 

[4] 

Figure 2, 2 x 2 microstrip patch array antenna's feeding 

network. [14] 

  
Figure 3 Structure of a microstrip patch antenna [9]  Figure 4 2x2 patch array antenna [11] 

  
Figure 5 2x2 patch array antenna in HFSS [11] Figure 6 Single element antenna return loss [9] 

Dhrumil Gajera et al., 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69198 

 

   

 

 

  
Figure 7 Gain versus frequency of single element 

antenna [9] 

Figure 8 2D Radiation pattern of patch antenna [9] 

 

  
Figure 9: S11 or Return Loss of 2X2 patch array antenna 

[11] 

Figure 10 Gain of 2 x 2 patch array antenna [11] 

 

 
Figure 11. Directivity of 2 x 2 patch array antenna [11] 
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This is to help understand how ‚Massive MIMO and Smart Antenna Systems‛ can serve multiple users 

simultaneously within larger area using Massive MIMO by significantly increasing number of antennas, 

advancing spectrum efficiency and employ intelligent signal processing techniques to enhance 

communication performance by improving signal-to-noise ratio (SNR), dynamically adjusting radiation 

patterns, and suppressing interference induce nulls in the created patterns by via Smart Antenna Array.  

 

Keywords:  Massive MIMO; Smart Antenna; Spectrum Efficiency; Signal Processing; SNR; Radiation 

Pattern; Null interference 

 

INTRODUCTION 
 

"Massive MIMO and Smart Antenna Systems" is a new age communication technology attracting industry, 

academia, students and tech savvy research enthusiasts across the globe. The fifth generation mobile networks (5G) 

is poised to meet the demands for extensive mobile data usage, low latency, and cost & energy-effective operation. 

Due to its potential for significant performance gains, Massive Multiple-Input Multiple-Output (MIMO) technology 

is acknowledged as a crucial element of 5G. The use of a wide array of antenna elements is what these advancements 

rely on most. By enabling the integration of numerous antennas into small physical dimensions, the switch to the 

millimeter wave spectrum practically permits the deployment of this technology. The substantial quantity of 

antennas at Base Stations (BS) offers a range of beneficial characteristics, one of which is referred to as "favorable 

propagation." Which means, the dot product of channel vectors associated with different users tends towards zero as 

the number of transmit antennas rises. Accordingly, when the system scales, user interference decreases 

considerably, making linear processing techniques more efficient. The validity of these favorable circumstances in 

numerous large MIMO scenarios has been thoroughly investigated, as mentioned in related literature mentioned in 
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the paper below. Nevertheless, it's important to keep in mind that the idea of favorable propagation might not apply 

in some specific situations, such as those bound by size restrictions. This is an honest attempt to elaborate the given 

topic basis our understanding of available online literature under the guidance of our able guide and our professor. 

However, we would sincerely appreciate to receive our reviewer’s / readers feedbacks / inputs to improve our level 

of understanding. 

 

Objective 

The objective is to self-study and understand the latest communication MIMO & Smart Antenna technology usage, 

benefits over existing infrastructure and its future evolutions scope. It further gives us overview of its vast 

applications in 5G communication network roll out in Indian and other developing countries context. For students 

like us, this paper is aimed to make us basic ready for further deep study in the areas of hardware evaluation and 

software applications in conjunction to the overall communication experience for its users. 

 

LITRATURE REVIEW 

Abbreviations and Acronyms 

MIMO: Multiple In Multiple Out; BS: Base Station; MRC: Maximum Ratio Combining; ZF: Zero Forcing; MMSE: 

Minimum Mean Square Error; SNR: Signal-to-Noise Ratios. 

 

Understanding Massing MIMO 

Massive MIMO is an evolution of traditional MIMO technology. It involves the use of a substantial number of 

antennas, often dozens or even hundreds, at the base station in a wireless communication network. This stands in 

contrast to conventional MIMO, which typically involves just a few antennas. 

Simultaneous Multi-User Connectivity: One of the primary promises of Massive MIMO is its ability to serve 

multiple users simultaneously. Each user receives its own dedicated stream of data from the base station, increasing 

network capacity significantly. This is achieved through the precise control of signals sent from each antenna, known 

as spatial multiplexing. 

Improved Signal Quality: Massive MIMO also improves signal quality by reducing interference. It uses beam-

forming techniques to focus the transmission beams directly toward the intended users, thereby reducing interference 

and noise in the network. This leads to higher signal-to-noise ratios (SNR) and better communication quality. 

Enhanced Coverage and Reliability: With its numerous antennas, Massive MIMO can cover a broader area and 

extend network coverage. It's particularly effective in addressing issues like shadowing and fading, making it suitable 

for both urban and rural environments. 

Spectrum Efficiency: By serving multiple users simultaneously and optimizing signal transmission, Massive MIMO 

significantly improves spectrum efficiency. This means that more data can be transmitted over the same frequency 

bands, which is crucial in a world where the demand for wireless data continues to grow 

Massive MIMO Algorithms 

Signal processing algorithms are crucial components of Massive MIMO (Multiple-Input Multiple-Output) systems 

that help optimize communication performance.  Here, we'll investigate three important signal processing algorithms 

used in Massive MIMO systems: Maximum Ratio Combining (MRC), Zero Forcing (ZF), and Minimum Mean Square 

Error (MMSE) equalization. 

Maximum Ratio Combining (MRC): MRC is a simple yet effective technique used in the receiver of a Massive MIMO 

system. It exploits the spatial diversity provided by the multiple antennas at the receiver to enhance the received 

signal quality 

Operation: In MRC, the signals received by each antenna element are weighted based on their signal-to-noise ratios 

(SNRs) and combined optimally. 

Advantages: MRC offers significant diversity gain, especially in fading channels, by combining signals coherently. It's 

relatively easy to implement and computationally efficient. 
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Limitations: MRC assumes perfect knowledge of the channel conditions, which may not be realistic in practice. It may 

also suffer from interference when the channel conditions are not well separated. 

Zero Forcing (ZF): Zero Forcing is a linear signal processing technique used to eliminate multi-user interference in the 

downlink of a Massive MIMO system. It aims to force the interference component of received signals to zero. 

Operation: ZF pre-coding uses the inverse of the channel matrix to cancel out interference. It computes the weights for 

transmitting antennas such that the desired signals are transmitted without interference. 

Advantages: ZF can completely eliminate interference when the number of antennas at the base station is greater than 

or equal to the number of users. It's relatively simple to implement. 

Limitations: ZF may amplify noise and result in a high power transmission, which can lead to signal quality 

degradation. It also requires accurate channel state information (CSI) to be effective. 

Minimum Mean Square Error (MMSE) Equalization: MMSE equalization is a more sophisticated linear signal 

processing technique that minimizes the mean square error between the transmitted and received signals. It balances 

the trade-off between noise enhancement and interference suppression. 

Operation: MMSE equalization computes the transmit weights that minimize the mean square error between the 

desired signal and the received signal while taking into account the channel matrix and the noise covariance matrix. 

Advantages: MMSE equalization provides a better trade-off between interference suppression and noise enhancement 

compared to ZF. It can mitigate interference even when the number of antennas is less than the number of users 

Limitations: MMSE equalization is computationally more intensive compared to MRC and ZF. It also requires 

accurate CSI for effective operation 

 

Smart Antenna System 

Smart antennas, also known as adaptive antennas, utilize intelligent signal processing techniques to enhance 

communication performance. These antennas are equipped with multiple elements that can adaptively adjust their 

radiation pattern and focus on specific directions 

Adaptive Beam-forming: Smart antenna systems use adaptive beam-forming to steer the radiation pattern of the 

antenna array toward the user or device of interest. This minimizes interference from other directions, improving 

signal quality and reducing signal degradation due to interference. 

Adaptive Beam-forming: Smart antenna systems use adaptive beam-forming to steer the radiation pattern of the 

antenna array toward the user or device of interest. This minimizes interference from other directions, improving 

signal quality and reducing signal degradation due to interference 

Dynamic Null Steering: Smart antennas can dynamically create nulls in their radiation pattern to cancel out 

interference sources. This is particularly useful in environments with strong interfering signals, such as urban areas. 

Spatial Filtering: By employing spatial filtering techniques, smart antenna systems can extract desired signals while 

suppressing unwanted signals and noise. This contributes to improved signal-to-interference-plus-noise ratio (SINR) 

and overall communication quality. 

Improved Coverage: Smart antennas can adaptively adjust their radiation patterns to cover specific areas or sectors 

more effectively. This adaptability enhances network coverage and ensures that resources are directed where they 

are needed most. 

Enhanced Capacity: By reducing interference and improving signal quality, smart antenna systems can increase the 

network's capacity to support more users and data traffic. 

 

Beam Forming Strategy 

Beam Forming Strategies are fundamental techniques employed in smart antenna systems to enhance the performance 

of wireless communication. These strategies include adaptive beam-forming and null steering, both of which are 

essential for improving the signal-to-noise ratio (SNR) and suppressing interference. Let's explore these strategies in 

more detail: 

Adaptive Beam-forming: Adaptive beam-forming is a signal processing technique that dynamically adjusts the 

antenna's radiation pattern to focus the transmitted or received energy towards a specific direction while minimizing 

interference from other directions. 
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Operation: Adaptive beam-forming relies on the estimation of the channel characteristics and the use of adaptive 

algorithms to determine the appropriate phase and amplitude weights for each antenna element. These weights are 

adjusted in real-time to optimize signal reception or transmission. 

Improving SNR: Adaptive beam-forming improves SNR by enhancing the signal strength in the desired direction 

while attenuating signals arriving from other directions. This directivity effectively amplifies the desired signal, 

reducing the impact of noise. 

Suppressing Interference: By steering the antenna pattern toward the desired signal source, adaptive beam-forming 

can simultaneously suppress interference from other sources. This interference suppression is particularly valuable 

in crowded wireless environments. 

Applications: Adaptive beam-forming is commonly used in scenarios where the desired signal direction is known or 

can be estimated, such as point-to-point communication or tracking moving targets. 

Null Steering: Null steering, or interference nulling, is a technique used in smart antenna systems to create nulls 

(directions with zero gain) in the antenna pattern to suppress interference from specific directions while maintaining 

sensitivity to the desired signal direction. 

Operation: Null steering algorithms determine the optimal weights for each antenna element to create destructive 

interference towards undesired sources. These nulls cancel out the interfering signals while preserving the signal of 

interest. 

Improving SNR: Null steering significantly improves SNR by effectively eliminating or reducing interference from 

specific directions. This ensures that the desired signal is received with minimal distortion or noise. 

Suppressing Interference: The primary purpose of null steering is to suppress interference, making it particularly 

valuable in scenarios with co-channel interference, adjacent channel interference, or jamming.  

  

Applications: Null steering is employed in various applications, including wireless communication, radar systems, 

and electronic warfare, where interference mitigation is critical. 

 

Channel Modelling 

The performance of MIMO (Multiple-Input Multiple-Output) and smart antenna systems is significantly influenced 

by various channel characteristics. Among these characteristics, fading, multipath propagation, and spatial 

correlation play crucial roles in shaping the quality and reliability of wireless communications. 

Fading: Fading refers to the variation in signal strength and quality over time and space due to the changing 

characteristics of the wireless channel. It occurs because wireless signals often take multiple paths to reach the 

receiver, and these paths can have different lengths and phases. 

Impact on MIMO: Fading can lead to fluctuations in the received signals at different antennas in a MIMO system. 

This variation can either enhance or degrade the system's performance, depending on the specific fading model and 

the diversity techniques employed. For example, if the fading is uncorrelated between antennas (i.e., independent 

fading), it can provide diversity gains that improve system reliability. 

Impact on Smart Antenna Systems: Fading affects the quality of the received signals at smart antennas as well. 

Adaptive beam-forming and null steering techniques used in smart antennas can help mitigate the effects of fading by 

directing the main lobe of the antenna pattern towards the desired signal sources and nulling out interfering sources. 

 

Multipath Propagation: Multipath propagation occurs when wireless signals travel along multiple paths due to 

reflections, diffractions, and scattering in the environment. These signals can arrive at the receiver with different 

delays and phases. 

Impact on MIMO: Multipath propagation is a fundamental characteristic of wireless channels that MIMO systems 

exploit to achieve spatial diversity. Different paths can be used to transmit independent data streams, improving 

reliability and reducing the impact of fading. However, multipath propagation can also introduce inter-symbol 

interference (ISI) when not properly managed. 

Impact on Smart Antenna Systems: Smart antennas can adapt to multipath environments by steering beams towards 

the strongest signal components and nulling out unwanted signals. This adaptability helps improve signal quality 

and reduce interference from multipath signals. 
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Spatial Correlation: Spatial correlation measures the similarity in the fading or signal characteristics between 

different antennas at the receiver or transmitter. High spatial correlation indicates that the antennas experience 

similar channel conditions, while low spatial correlation means that they experience different conditions. 

Impact on MIMO: In MIMO systems, spatial correlation affects the degree of diversity and multiplexing gains. High 

spatial correlation reduces diversity gains but may enhance multiplexing gains, whereas low spatial correlation is 

desirable for maximizing diversity gains. 

Impact on Smart Antenna Systems: Smart antenna systems can adapt to spatially correlated channels by adjusting 

the beam-forming weights to optimize signal quality. Spatial correlation information is crucial for designing effective 

beam-forming strategies 

 

CONCLUSION 

 

In conclusion, the research work investigating Massive MIMO and smart antenna systems the cutting-edge 

technologies in wireless communication networks demonstrates their immense potential to revolutionize the way we 

approach spectrum efficiency, signal quality, and network coverage. These technologies offer innovative solutions to 

the ever-growing demands of modern wireless communication. Massive MIMO's utilization of a multitude of 

antennas at base stations, paired with its ability to serve multiple users concurrently, presents a promising avenue 

for maximizing spectral efficiency. It addresses the pressing need to accommodate escalating mobile traffic demands 

while providing a robust mechanism to mitigate interference and improve signal quality. The technology's 

adaptability to different environmental conditions positions it as a versatile solution with the potential for 

widespread application. On the other hand, smart antenna systems introduce intelligent signal processing techniques 

that significantly enhance communication performance. Through techniques like adaptive beam-forming and 

interference nulling, these systems can actively suppress interference and amplify desired signals. This translates to 

improved signal-to-noise ratios (SNR), reduced latency, and a more reliable network coverage, making smart 

antennas invaluable in the quest for seamless wireless communication. In light of these considerations, this research 

proposal lays the foundation for an in-depth exploration of the practical implementation, performance evaluation, 

and optimization of Massive MIMO and smart antenna systems. By conducting comprehensive investigations into 

these technologies, we aim to unlock their full potential and contribute to the development of more efficient, reliable, 

and adaptive wireless communication networks, thus shaping the future of global connectivity. 
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Fig. 1. Beam forming from an antenna array can be used 

to (a) focus the radiated signal in one angular direction 

or (b) focus the signal at one  particular  point  in space, 

in which case the radiated signal might have no 

dominant directivity. The radiation patterns in this 

figure were computed using eight-antenna uniform 

linear arrays[5]. 

Fig. 2. A classical BS radiates one signal uniformly into 

its coverage area, as shown in (a). A BS capable of 

multi-user MIMO can radiate multiple signals 

(indicated by different colors) that are focused at their 

respective receivers, as shown in (b) [5]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Prathviraj Singh et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69209 

 

   

 

 

 
 

Furniture Fusion: Elevating Your Shopping Journey AR Furniture 

Application Development and Implementation for Diverse User 

Engagement 
 

Jayati Raval1, Ayush Patel1  and  Prachi Shah2* 
 

1Student, Birla Vishvakarma  Mahavidhyalaya Engineering Collge, V. V Nagar, Anand, Gujarat, India. 
2Assistant Professor, Birla Vishvakarma Mahavidhyalaya Engineering Collge, V.V Nagar, Anand, 

Gujarat, India. 

 

Received: 30 Dec 2023                             Revised: 09 Jan 2024                                   Accepted: 12 Jan 2024 

 

*Address for Correspondence 

Prachi Shah 

Assistant Professor,  

Birla Vishvakarma Mahavidhyalaya Engineering College,  

V.V. Nagar, Anand, Gujarat, India. 

Email: prachi.shah@bvmengineering.ac.in  

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

AR tistic Home, an innovation testament, is an Augmented Reality (AR) Furniture Application. Merging 

technology and creativity, it redefines interior design. Beyond an application, it's a personalized 

experience for homeowners, designers, retailers, architects, DIY enthusiasts, and rental services. ARtistic 

Home integrates virtual furniture into real spaces, revolutionizing how users interact with furniture. 

Simplifying placement and purchase, it empowers users to effortlessly visualize dream furniture. With 

diverse options and user-friendly design, ARtistic Home transforms the ordinary. Beyond a tech marvel, 

it is a gateway to a future where envisioning living spaces is personal. It is not just furniture; it brings 

unique visions to life. Users immerse in a transformative experience where imagination knows no 

bounds, living spaces become canvases for dreams. ARtistic Home—a revolution where technology 

meets personal expression. 
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INTRODUCTION 

 
Introducing ARtistic Home – a revolutionary design application that redefines interior beauty. With a simple touch, 

it transforms spaces into personalized style statements, bridging the gap between imagination and reality. Architects, 

designers, and homeowners are captivated by its ability to turn abstract concepts into vibrant wonders. From shifting 

sofa hues to elegant dining tables, ARtistic Home offers limitless possibilities. Its user-friendly interface hosts a 

curated collection of furniture, crafting immersive experiences that redefine interior allure. ARtistic Home stands as a 
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testament to the fusion of creativity and technology. It invites the world to witness the extraordinary stories written 

by human imagination. 

 

LITERATURE SURVEY 

  
The integration of Augmented Reality (AR) into the realm of furniture shopping has not only transformed customer 

experiences but has also posed unique challenges and opportunities for innovators. This literature review delves into 

the collaborative efforts of PTC, IKEA, and various partners, exploring the inception, development, and success of 

the IKEA Place application. By harnessing the power of AR technology and collaborative tools like Trello, these 

companies have redefined how consumers engage with products and how global teams collaborate on 

groundbreaking projects. This innovative project offers a distinctive open-source method for creating an Augmented 

Reality shopping experience. The key differentiators include: 

 

1. Introduction The IKEA Place app, born from the collaboration between IKEA and PTC, has reimagined furniture 

shopping. It allows customers to visualize furniture in their own homes, solving the age-old dilemma of "Will it 

fit?" 

2. Swift Development and Launch PTC developed the app in just nine weeks, launching it alongside Apple's 

ARKit, leading to a swift adoption by users and even catching the attention of Apple CEO Tim Cook. 

3. Collaborative Tools The project management aspect was handled seamlessly with collaborative tools like Trello 

and Jira Software. These tools enhanced communication and made workflows smoother for teams spread across 

the globe. 

4. Enhanced Collaboration and Communication Trello played a vital role in enabling clear communication and 

collaboration among diverse teams, bridging language barriers and making the entire process more efficient. 

5. Results and Recognition The IKEA Place app was a massive hit, with over four million downloads, numerous 

awards, and high user ratings. It became a standard-bearer for augmented reality shopping experiences. 

6. Conclusion and Future Impact The collaborative approach, combined with advanced technology and efficient 

tools, transformed internal processes, setting the stage for future innovations in augmented reality applications 

and global teamwork. 

 

The paper titled "Furnished: An Augmented Reality based Approach towards Furniture Shopping" explores the 

integration of Augmented Reality (AR) technology in the e-commerce sector, specifically within the furniture 

industry. AR in Ecommerce Context: 

 

Key Contributions of Furnished App 

1. AR-Supported Ecommerce: Introduces an ecommerce app leveraging AR for an immersive furniture shopping 

experience. 

2. Scene form SDK and PBR: Utilizes Scene form SDK's Physically Based Renderer (PBR) for realistic lighting, 

shadows, and reflections. 

3. Efficient GLB Format: Implements GLB file format for efficient runtime rendering, ensuring a seamless AR 

experience. 

 

Technological Framework 

1. Android SDK: Forms the foundation for app development, providing essential components. 

2. ARCore: Eliminates the need for external sensors, offering Motion Tracking, Environmental Understanding, and 

Light Estimation for accurate AR experiences. 

3. Firebase Database: Efficiently stores product data, accessible to users. 
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User Flow and Interface Design 

1. Modern E-commerce Layout: Furnished app adopts a contemporary design for an appealing user interface. 

2. Interactive UI: Enhances user experience, ensuring easy navigation through the application. 

 

RESULTS AND FUTURE IMPLICATIONS 

 
The app's success is evident in the prototyped AR model, demonstrating visual quality, realistic lighting, and 

reflections. The Furnished app promises a convenient, time-saving, and cost-effective shopping experience, paving 

the way for future innovations in AR applications. The "Furniture Try On Application Using Augmented Reality" 

explores the integration of augmented reality (AR) technology into the furniture shopping experience. The 

application allows users to virtually place and visualize furniture objects in their real-world environment, offering a 

novel approach to online furniture shopping. 

 

Key Contributions 

1. Augmented Reality (AR) Experience: Offers users an immersive AR experience for visualizing furniture in their 

real-world environment. 

2. Elimination of Measurement Hassles: Addresses size and fit concerns by allowing users to virtually place and 

assess furniture items without physical measurements. 

3. Marker less AR Technology: Utilizes Marker less Augmented Reality, enhancing flexibility and adaptability in 

recognizing and tracking real-world objects. 

4. Real-time Visualization: Provides real-time visualization of furniture in users' homes, accelerating decision-

making in online furniture shopping. 

5. User-Friendly Interface: Features an intuitive interface with actions like sliding and pinch gestures for easy 

manipulation of virtual furniture. 

 

Technological Framework 

1. Unity 3D: Primary development environment for creating interactive 2D and 3D content, handling UI, rendering, 

and application logic. 

2. Google AR Core: Enables Marker less AR, ensuring accurate placement of virtual furniture objects by detecting 

and tracking the real-world environment. 

3. Autodesk Maya: Used for creating realistic 3D furniture models, offering comprehensive features for animation, 

modeling, and rendering. 

4. Android Platform: Developed for Android 8.0 or above, ensuring compatibility with a wide range of smart 

phones, particularly those with AR support. 

5. Google Cloud for Database: Utilized for cloud-based database functionalities, managing data related to furniture 

models and user preferences. 

6. Real-time Rendering and Processing: Employs real-time rendering and processing techniques for capturing, 

processing, and rendering scenes with minimal latency. 

 
Background 

This section deals with various software requirements for the project. The details are given below: 

 

Flutter SDK 

Flutter is a free, open-source software development kit (SDK) by Google, designed for cross-platform mobile 

application development. Utilizing a single platform-agnostic codebase, Flutter empowers developers to create high-

performance, scalable applications with visually appealing and functional user interfaces for both Android and iOS 

platforms. 
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1. The Dart SDK: The Dart SDK includes libraries and command-line tools necessary for developing Dart web, 

command-line, and server applications. 

2. Platform Tools: These are the tools which provide the support for running the application on the current android 

API. 

3. SDK Platform: Specifies the target API level (Android level) required for running the application. 

4. Google APIs - Provides simplicity of building applications, by providing APIs for different interfaces. 

 

ARCore 

ARCore enables AR functionality on Android devices without external sensors, enhancing what was previously 

provided by Tango. It works with Scene form to input 3D assets into the application and generates models at 

runtime, displayed in the environment using on-device cameras [1]. 

 

Unity 

Unity provides powerful tools to make rich, deeply engaging augmented reality experiences that intelligently interact 

with the real world [2]. 

 

1. AR Foundation: This purpose-built framework for AR development allows developers to create applications once 

and deploy them across different mobile and wearable AR devices. It combines core features from each platform 

with unique Unity features like photorealistic rendering, physics, and device optimizations. 

2. XR Interaction Toolkit: Users can enhance their AR applications by easily adding interactivity through pre-built 

components, eliminating the need to code these interactions from scratch [4]. 

3. Unity as a library: Developers have the flexibility to seamlessly integrate AR powered by Unity directly into their 

existing native mobile applications. Instead of rebuilding the entire application to incorporate AR functionality, 

developers can harness the full power of Unity’s AR offerings by embedding them into their pre-existing 

creations. 

 

Flutter Unity Widget: The Flutter Unity 3D widget enables effortless integration of Unity into Flutter applications. 

Developers can create engaging gami fied features with Unity and seamlessly render them within a Flutter 

application, whether in Full screen or embeddable mode. This integration is compatible with various platforms, 

including Android, iPad OS, iOS, and the Web, with Windows compatibility nearing completion. 

 

User Flow 

1. User Registration this module allows you to create a user login/signup system where users can sign up using 

their email and password. The system stores this information securely in a Firebase database. After signing up, 

users receive a verification email to confirm their identity, adding an extra layer of security to the process. It's a 

user-friendly way to implement a secure authentication system for your application. 

2. Product Catalog: This module introduces a visually appealing display of furniture products through a card view 

layout created using the Flutter SDK. It features a carefully curated selection of 12 items, categorized into four 

groups tables, chairs, sofas, and lamps, with three distinct items in each category. Each card showcases essential 

product details such as the name, image, and price. By organizing the products in this manner, users can easily 

explore the available options and make informed decisions based on their preferences. 

3. AR window In this module, users can step into a whole new world of furniture shopping with the power of 

augmented reality (AR). By simply clicking the "View in AR" button, users can bring selected furniture items to 

life, right in their own space. Built using Unity AR Foundation and other essential plugins, this feature doesn't 

just stop at displaying the items in AR. It goes a step further by integrating a placement indicator. This indicator 

cleverly detects surfaces, making it incredibly easy for users to place the furniture items exactly where they want 

in their surroundings. This interactive and immersive experience revolutionizes the way users can explore and 

visualize furniture items, making their shopping journey truly captivating and enjoyable. 

4. Feedback This module enables users to provide feedback on the application's functionality through a user-

friendly interface. By clicking the designated feedback button, users can share their thoughts and experiences 
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effortlessly. The collected feedback is securely stored in a Firebase database, allowing developers to analyze user 

input effectively. 

5. Shopping Cart and Checkout This module introduces a basic shopping cart functionality, allowing users to 

seamlessly add selected furniture items to their cart. Users can easily browse the available products and add 

them with a simple click, creating a convenient and intuitive shopping experience. Additionally, a pseudo 

checkout process is simulated, providing users with a glimpse of the overall buying process without integrating 

actual payment methods. 

6. Filters In this module, users can streamline their furniture search with a straightforward filtering system. 

Through designated tabs for chairs, tables, lamps, and sofas, individuals can easily sort items by category. 

Clicking on a specific tab refines the displayed furniture, ensuring a focused browsing experience without 

unnecessary distractions. This approach simplifies the exploration process, allowing users to concentrate on their 

preferred furniture categories seamlessly. 

 

Implementation 
The entire project was built in four different stages: 

1. User Interface The UI was entirely build using dart language via Flutter in Android studio. This includes the user 

registration portal, the main menu, feedback, and the furniture buying portal. 

2. AR Module The entire AR module was built in unity using AR foundation, ARCore, XR Integration and UI 

toolkit. The 3D models of 12 different furniture items were taken from asset store and rendered in unity to 

produce the final . glb files of the furniture along with all the materials and textures applied. 

3. Fire Base The database used for this project was firebase because it manages all data real-time in the database, can 

sync real-time data across all devices and is faster than any backend service. 

4. Flutter unity widget After all the components were ready, the last step was to integrate the AR Module with the 

UI made in flutter so that complete immersive shopping experience can be provided. 

 

RESULTS AND DISCUSSION 

 
The ARtistic Home project, currently in its primary prototype stage, shows promising potential. Despite being in its 

early phases, the project has already garnered attention for its innovative approach to interior design. The prototype 

has received positive feedback from users who appreciate its simplicity and creative possibilities. As the project 

continues to evolve and refine its features, it holds the promise of becoming a transformative force in the world of 

interior design, showcasing the ingenuity and talent of the students involved.  

 

Prototype Features and Functionalities 

1. Area Calculation for Furniture Placement: The AR module incorporates an intelligent area calculation algorithm. 

When users attempt to place a furniture item, the system dynamically scans the plane and calculates its area. If 

the area of the selected furniture item exceeds the detected plane area, an error prompt prevents the item from 

being spawned. 

2. Collision Prevention for Overlapping Items: To enhance user experience and prevent visual clutter, the AR 

module includes collision prevention logic. Users cannot spawn two furniture items on top of each other, 

ensuring a clear and organized visualization of the selected items in the real-world environment. 

 

Technical Uniqueness 

Attempted Integration of AR Module in Flutter Using Unity Widget. The ARtistic Home project stands out in its 

attempt to integrate an AR module within the Flutter framework, employing the Unity widget for seamless 

incorporation. While the integration may not be deemed entirely satisfactory in its current prototype stage, the 

endeavor itself reflects a pioneering approach. Traditionally, AR development has often been associated with specific 

platforms, and the use of Flutter, a cross-platform framework, introduces a unique dimension to the project. The 
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incorporation of the Unity widget allows for the integration of Unity-powered AR experiences directly into the 

Flutter application, showcasing a novel fusion of technologies. This pioneering effort aligns with the project's vision 

to redefine interior design through technology and creativity. As the project evolves, the exploration of such 

technical avenues contributes to the project's distinctiveness and sets the groundwork for potential advancements in 

AR applications within the Flutter framework. 

 

Technical Challenges and Limitations 

1. Rendering Challenges: Flutter Rendering Capability: The integration of AR components within Flutter faced 

challenges related to rendering capabilities. Flutter, optimized for UI rendering, encountered difficulties handling 

the intricate 3D rendering demands imposed by Unity-powered AR modules. 

2. Unity's 3D Graphics Focus: Unity, as a dedicated game engine, is inherently more suitable for handling complex 

3D graphics, intricate lighting, and reflections. In contrast, Flutter's primary strength lies in creating consistent 

and responsive UIs across different platforms. 

3. Timeouts and Lifecycle Management: Logs indicated timeouts during attempts to pause and detach the Unity 

Engine, hinting at potential challenges in managing Unity's lifecycle within the Flutter environment. 

4. Rendering and Surface Issues: Messages about Surface View being destroyed and issues with previously queued 

frames suggest potential rendering or surface management challenges between Flutter and Unity. 

5. Communication and Detachment: Messages about detaching views and disposing controllers highlight potential 

issues in the communication and detachment process between Flutter and Unity. 

6. ANR (Application Not Responding) Log: The ANR log suggested that the application was not responding during 

a blocked message, contributing to the integration module's malfunction. 

 

CONCLUSION 

 
AR technology has revolutionized e-commerce, offering innovative ways for customers to interact with products and 

make informed decisions. While challenges exist, AR's potential to enhance customer experience remains promising. 

Further research is needed to understand its long-term impact on the e-commerce industry. 
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Fig 1: Activity Diagram for user flow of execution Fig 2: User Registration 

  

Fig 3: Product Catalogue Fig 4: AR Module 

  
Fig 5: Error when area is too small Fig 6: Error when overlapping occurs 
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With greater flexibility in the surface or wearing course and resistance to rutting compared to both 

concrete and traditional asphalt, semi-flexible pavement offers several advantages. Its impermeable 

covering also offers good protection against water seeping into the foundation. The semi-flexible 

substance, commonly referred to as grouted macadam, is made up of an open-graded asphalt framework 

with 25–35% gaps that are filled with a cementitious slurry. This hybrid blend offers excellent resistance 

to rutting and a surface that is very impervious to oil and fuel spills. Because of these characteristics, it 

can be employed at harbors, airports, and industrial areas—places where slow and heavy traffic is 

common. Grouted Macadams are a little-known area of pavement technology that are typically limited to 

a specific function in specialty pavements whose performance is only estimated based on empirical data. 

Thus, this study's primary goal was to gain a better understanding of the aggregate gradation and grout 

needs in order to create a semi-flexible pavement. The compressive strength and fluidity of the grout 

mixtures made with additional cementitious material were assessed. The drain down test, marshall 

stability, indirect tensile strength, tensile strength ratio, and maintained stability were used to evaluate 

the surface dressing gradation of 13 mm nominal maximum aggregate size. 

Keywords: Semi-flexible pavement, Grout, Fluidity, Open-graded friction course, Drain down test, 

Surface dressing, Optimum compaction. 
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INTRODUCTION 

 
Every nation must have a functional and sufficient transportation system in order to grow economically, industrially, 

socially, and culturally. The lack of proper transportation infrastructure impedes the nation's progress toward 

socioeconomic development. All manufactured goods, including food, clothing, industrial goods, and 

pharmaceuticals, must be transported throughout their entire life cycle in order to be purchased by a customer. Thus, 

a nation's transportation infrastructure reflects both its social and economic development. Enough and effective 

transportation is a need for developing nations like India. Road transportation is the most important kind of 

transportation since it can provide the best possible service to everyone. It could deliver door-to-door service and 

offered the greatest degree of travel flexibility. Road transportation must be a pillar for other forms of transportation, 

serving as a supplement and feeder system for them. The primary road system in our nation, which consists of 

National Highways and Expressways, is the most significant of the three classes of roads. The National Highway 

Authority of India (NHAI) estimates that roads carry 80% of passenger traffic and 65% of freight. Our nation's road 

network and infrastructure need to be improved immediately due to the increasing volume of freight and passenger 

traffic. 

 

OBJECTIVE 
The objective of the study is to examine the impact of super plasticizer (SP) on the flow ability and strength of fly 

ash-based grout and to analyze the surface dressing (SD) gradation-II of NMA 13 mm in order to develop the SFP. 

 

MATERIALS AND EXPERIMENT 
Materials 

Grout materials: Cement, Sand, Flyash, Master Glenium and Water. Surface Dressing: Aggregates and binder (PMB 

40). 

Cement 

In this study, Ordinary Portland Cement 43 grade cement as been used as per IS 269:1989. The basic tests such as the 

specific gravity, the initial and final setting time, the fineness, the soundness, and the standard consistency are 

conducted. The following basic tests were performed on OPC 43. 

Sand 

As sand is an important construction material, it is always desirable to use good quality sand. River Sand (Zone-

III)passing through a 75µm sieve was used for the work. The grout should permeate through the voids or pores of 

OGFC. So, the size of sand particles plays a significant rolein flow ability. there fore, the finers and particles i.e., 

75µmIS sieve should be used. 

Fly ash 

Class C fly ash is designated in ASTM C618 and originates from sub-bituminous and lignite coals. Its composition 

consists mainly of calcium, alumina, and silica with a lower loss onignition (LOI) than Class F fly ash. When used in 

Portland cement, the Class C fly ash can be used as a Portland cementer placement ranging from 20-35 % of the mass 

of cementitious material. Specific Gravity of Fly ash is 2.87 (determined as per IS 269:1989). 

Master Glenium 

The Master Glenium product offering from Master Builders Solutions comprises new generation high-range water-

reducing admixtures that are specially formulated for applications where slum pretention, high/early strengths and 

durability are required. Concrete mixtures containing these premier products can be optimized for delivery in 

remote locations and for use in hot and cold climates. Master Glenium ACE is a super plasticizer developed for 

precast applications.  

Aggregates 

Coarse aggregates: The coarse aggregate shall consist of crushed rock retained on 2.36 mm sieve. Its hall be clean, 

hard, durable of cubicals hape and free from dustands often organic other delete rious substances. In this study, the 

granite aggregates were used to prepare the SD13 NMA samples. Fine aggregates: Fill the voids in the coarse 
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aggregates and stiffens the binder. The fine aggregates, passing 2.36 mm sieve and retained on 75 µm sieve, shall 

consist of 100% crushed, manufactured sand resulting from stone crushing operations. Filler: Fills the voids and 

stiffens the binde. E.g., Rock dust, cementorlime. The aggregate gradation(size-%passing) is 26.5-100,19-92.5,13-

20,9.5-3.5,2.36-1 and 0.075-0.75. 

 

Tests on grout 

Marsh Flow cone test is used to measure the fluidity of the grout as per ASTM C939/C939M. Receiving Container of 

minimum 2000 ml capacity. Ring Stand or other device, capable of supporting the flow cone in a vertical, steady 

position over the receiving container. Level. Stopwatch, least reading of not more than 0.2s. The proportions of the 

ingredients of the grout mix were determined empirically using the trial – and –error method. The ingredients were 

then mixed according to their proportions to form a paste. The paste was then poured through the flow cone within 1 

minute of mixing to ensure that the paste does not set. Using the Stopwatch flow time was measured to effluent the 

1725 ml of grout. 

Tests on OGFC 

The drain down of the loose bituminous mix shall be determined according to ASTMD 6390. The drainage test 

should be performed at the anticipated plant production temperature and should satisfy the specified maximum 

drain down of 0.30%. If the mixture fails to meet this requirement, then fibers can be added to a level that reduces 

drain down to the acceptable limit. There is as cope for reduction inbitu mendose which improves resistance against 

water penetration and may increase the ratio of ITS wetor ITS dry, However, as this may make the mix more brittle, 

reduction of bitumen dose below 3.25% is not recommended. The adequate quantity of bitumen is needed to 

maintain the nature of the prepared CGBM as a flexible layer. This method determines the amount of drain down in 

an un compacted asphalt mixture sample when the sample is held at elevated temperatures, which are encountered 

during the production, transportation, and placement of the mixture. This testise specially applicable to the open-

graded asphalt mixtures (such as open-graded friction course)and the gap-graded mixtures such as Stone Matrix 

Asphalt (SMA). A fresh sample of the asphalt mixture is placed in a wire basket. The wire basket is hung in a forced 

draft oven for one hour at a preselected temperature. A catch plate of known mass is placed below 

thebaskettocollectmaterialdrainedfromthesample.Themassofthedrainedmaterialisdetermined to calculate the amount 

of drain down as a percentage of the mass of the total as phalt mix sample.  

 

For each mixture to be tested, the drain down characteristics shall be determined at two temperatures: at the 

anticipated plant production temperature and at a temperature 10ºC higher than the anticipated production 

temperature. Duplicate samples shall be tested at each temperature. Therefore, a minimum of 4 samples shall be 

tested. Weigh the empty wire basket(Mass A). Place in the wire basket 1200 +/- 200 grams of fresh, hot asphalt 

mixture (either prepared in the laboratory or from an asphalt plant)as soon as possible without losing its 

temperature. Place the mix loosely in the basket without consolidating it. Determine the mass ofthe wire basket plus 

sample to the nearest 0.1 gram (Mass B). Determine the mass of the empty plate to be placed under the basket to 

nearest 0.1 gram (Mass C). Hang the basket with the mix in the oven preheated to a selected temperature. Place the 

catch plate beneath the wire basket. Keep the basket in the oven for 1 hour +/- 5 minutes as shown in Figure 3. 

Remove the basket and ‘catch plate’ from the oven. Let cool to ambient temperature. Determine the mass of the catch 

plate plus the drained material to the nearest 0.1 gram (Mass D).Calculate the percentage of mixture which drained 

to the nearest 0.1% as per Eq. 1 

                                          

Drain Down (%) = [(D - C) / (B -A)] x 100       .<Eq. 1 

 

Where, A= mass of the empty wire basket, g 

D = mass of the wire basket plus sample, gC = mass of the empty catch plate, g 

= mass of the catch plate plus drained material, g Average the two drains down results at each temperature and 

report it to the nearest 0.1 percent. 
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Theoretical Maximum Specific Gravity 

The theoretical maximum specific gravity is determined as per ASTM D2041/D2041M-19 and ANNEXURE C of 

IRC:SP:125:2019. The container (either a or b below) or Vacuum bowls: Either a metal or plastic bowl with a diameter 

ranging from 180 to 260 mm and a bowl height of at least 160 mm. The bowl shall be equipped with a stiff, 

transparent cover fitted with a rubber gasket and a connection for the vacuum line. The hose connection shall be 

covered with a small piece of fine wire mesh to minimize loss of any fine material from the mix. The vacuum flask -

To be used for weighing in air only: A thick-walled volumetric glass flask with a capacity of approx. 4000 ml, fitted 

with a rubber stopper with a connection for the vacuum line. The hose connection shall be covered with a small piece 

of fine wire mesh to minimize loss of any fine material from the mix. The balance capable of being read 

tothenearest0.1 gram. If weighing is to be done under water, a suitable suspension arrangement shall be provided for 

weighing the sample while suspended from the Centre of the balance. The vacuum pump, capable of evacuating air 

from the vacuum container to a residual pressure of 4.0 kPa (30mm of Hg) or less. Provide a suitable trap between 

the pump and container to minimize water vapour entering the vacuum pump. Residual pressure manometer or 

calibrated absolute pressure gauge with a bleed valve to adjust the vacuum level. The water bath is capable of 

maintaining a constant temperature of 25+/- 1ºCand suitable for immersion of the suspended container. 

 

 Separate the particles of the loose paving mixture (while it is warm) by hand so that the particles are not larger than 

about 6 mm and don’t fracture the aggregates. Place the mix sample directly into the tarred bowl or flask. Weigh the 

container with the sample and designate the net mass of the sample only as A. (Note: The minimum sample size 

shall be 1500g for mixes with nominal maximum aggregate sizes of 12.5 mm or smaller; and shall be 2500g for mixes 

with nominal maximum aggregate sizes from 19 to 25 mm). Add sufficient water at 25ºC to cover the sample 

completely. Place the cover (bowl) or stopper (flasks) on the containers. 3. Place the container with the sample and 

water on a mechanical agitation device or agitate manually at frequent intervals (2 to 3 minutes). Begin removing 

entrapped air by gradually applying vacuum and increasing the vacuum pressure until the residual manometer 

reads 3.7+/-0.3 kPa (27.5 +/- 2.5mm of Hg).  After achieving this level within 2 minutes, continue the vacuum and 

agitation for15+/-2 minutes. Gradually release the vacuum with the bleed valve. 4. Weighing in water-Suspend the 

bowl(with outlid)and content sin water for 10+/-1minutes and then determine mass.  

 

Designate the mass under water of the bowl and sample as C. 5. Weighing in air a. Bowl –Submerge the bowl and 

sample slowly in the 25 +/- 1ºC water bath. Keep it there for 10 +/- 1minute. Immerse the lidin water and slide it on to 

the bowl with out removing water from the bowl so that no air is trapped inside the bowl. Remove the bowl with the 

lid in place from the water bath. Dry the bowl and lid with a dry cloth. Determine the mass of the bowl, sample and 

lid and designate it as E. b. Flask – Fill the flask slowly with water ensuring not to introduce any air into the sample. 

Place the flask in a water bath for 10+/- 1 minute to stabilize the temperature at 25ºC without submerging the top of 

the flask. Completely fill the flask with water using a cover plate without entrapping air beneath the cover plate. 

Wipe the exterior of the flask and cover plate. Determine the mass of the flask, plate and its contents completely 

filled with water. Designate this mass as E. 

 

Dry Aggregate Air Voids 

To determine the dry aggregate air voids, the balance or scale accurate up to 0.1 percent of the test load; Tamping 

rod, straight steel rod, 16 mm (5/8 inch) in diameter, approximately 600 mm in length; A sturdy, cylindrical metal 

measure with a capacity of 10 liters and the height and diameter of the measure should be approximately equal; 

Shovel or scoop for filling the measure with aggregate; Piece of glass plate of 6 mm thickness and at least 25 mm 

larger than the diameter of the measure are needed. Testing Procedure: Calibrate the measure and determine its 

capacity in mm3 by filling it with water and covering it with a glass plate to eliminate air bubbles and excess water. 

Determine the mass of water in the measure. Calculate the volume of the measure(V),by dividing the mass of water 

by its density.  use the with aggregate and level the surface with fingers. Rod the layer of the aggregate with 25 

strokes of the tamping rod evenly distributed over the surface. Fill the measure 2/3 full, level with fingers and rod as 

above again. Finally, fill the measure slightly, overflowing the measure and rod again as before. Level the surface of 

aggregate with fingers in such a way that any slight projections of the larger pieces of the coarse aggregate 

Dhaval Mistry et al., 

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69220 

 

   

 

 

approximately balance the larger voids in the surface below the top of the measure. Determine the mass of the 

measure plus its contents and the mass of the measure alone and record the values to the nearest 0.05 kg. Calculate 

the unit weight of the aggregate by the dry rodding procedure using the Eq. 2. 

 

M = (G -T) /V <.Eq. 2 

 

Where, M = bulk density of the aggregate in dry rodded condition (kg/m^3); G = mass of the measure plus aggregate 

(kg);T= mass of the measure(kg);V= volume of the measure (m^3). Calculate the void content in the aggregate using 

the bulk density determined above, as follows: 

 

% Voids = 100 [(S×W) – M]/(S×W) <.Eq. 3 

 

Where, M=bulk density of the aggregate, 

kg/m3S= bulk specific gravity (dry basis)W=density of water,998kg/m3. 

 

Optimum Compaction 

There are no proper criteria for selection of number of blows or gyrations for the compaction of high voids 

bituminous mixes. For determining the optimum compaction effort, the bituminous mixes were compacted using 

Marshall Compactor with incremental variation of compaction effort. The cylindrical specimens of 100 mm diameter 

were prepared using a 100 mm diameter  

 

split mould for all considered aggregate gradations. For each aggregate gradation, the cylindrical samples were 

compacted at various blows (20 to 60) of Marshall Hammer with increment of 10blows applied on one face of the 

specimen. Then the volumetric study for each specimen of compacted samples was carried out, which is based on 

bulk specific gravity of compacted mix(Gmb), theoretical maximum specific gravity of mix(Gmm) and bulk specific 

gravity of aggregates (Gsb). Three samples were prepared for each specimen. The Eq. 4 and 5 used for calculation of 

Air Voids(Va)in the compacted bituminous mix and Void sin Mineral Aggregates(VMA). 

 

Va=100((Gmm-Gmb)/(Gmm)) ...Eq. 4 

 

Where, Va = air voids in compacted mix (percentage),Gmm = theoretical maximum specific gravity of mix, Gmb = 

bulk specific gravity of compacted sample 

 

VMA= 100 -((Gmb*Ps)/Gsb))    ...Eq. 5 

 

Where, VMA = voids in mineral aggregate (%), Gmb = bulk specific gravity of compacted sample, Ps = percentage of 

aggregate by total weight of mix, Gsb = bulk specific gravity of the aggregate. Mechanical Properties were analyzed 

by Marshall stability and Indirect Tensile Strength. The OGFC Sample is kept in a water bath for one hour and tested 

Marshall stability and flow value. Retained stability is conducted on the Marshall samples to measure the resistance 

of the mix towards the moisture. The stability is determined after placing the samples in a water bath at60°C for half 

an hour and 24 hours for unconditioned and conditioned samples respectively. The Indirect Tensile Strength (ITS) 

test should be performed as per ASTM D 6931 on marshall samples of 100 mm diameter. The ITS test method 

consists of applying a load along the diametrical axis of the cylindrical sample at constant deformation rate of 51 

mm/minute and determining the maximum vertical load taken by the sample at time of failure. Failure point is 

defined as the point after which there is no further increase in load. Before testing, the specimens should be 

temperature conditioned for different test temperatures such as 25, 35 or 45°C. The maximum load P, taken by the 

sample is then used to calculate the Indirect Tensile Strength as per the Eq. 6. 

 

ITS=2P/𝛱D <Eq 6 
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Where, ITS= Indirect Tensile Strength (MPa)P= load at failure (N) 

t= height/thickness of specimen (mm)D = diameter of specimen (mm) 

 

Tensile strength ratio 

The method covers the preparation of compacted OGFC specimens at 30% air voids and the measurement of change 

of diametral tensile strength resulting from the effect of water saturation and the laboratory stripping phenomenon 

with freeze-thaw cycle. The result may be used to predict long-term stripping susceptibility of OGFC mixtures. 

Using Marshall Compactor, four compacted specimens are prepared for 30 percent air voids with optimum bitumen 

content. It is divided into two equal subsets. One subset is tested in dry condition (unconditioned samples) for 

Indirect Tensile Strength(ITS). The other subset is subjected to vacuum saturation and freeze-thaw cycle(conditioned 

samples).The unconditioned specimens were brought to temperature of 25±1° C, by keeping them in a water bath 

maintained at test temperature for 2hours. The specimen was placed over the lower loading strip of ITS mold, slowly 

lowered the top loading strip to bring it into light contact with the specimen. Ensured that the loading strips are 

parallel and centered on the vertical diametric plane. The mold was placed in the Marshall stability testing 

equipment with strain rate of 50mm/minute till failure. The load at failure was recorded. For the conditioned 

specimens were placed in an Asphalt mixture density meter(AMDM) and submerged in a vacuum container filled 

with water at room temperature for 30minutes. Then the specimens were placed in plastic bags containing 10±0.5 ml 

of water andsealedandkeptinthefreezeratatemperatureof-18±3°Cfor16hours.Thespecimenswerethen kept in a water 

bath for 24±1 hours maintaining 60 °C temperature. This complete process is called freeze and thaw cycle. After a 

freeze and thaw cycle, the specimens are brought to temperature of25 ±1° C, by keeping them in a water bath 

maintained at testtemperaturefor2hours.Thesespecimensare known as conditioned specimens for indirect tensile 

strength tests. The specimen was placed over the lower loading strip of ITS mold, slowly lowered the top loading 

strip to bring it into light contact with the specimen. Ensured that the loading strips are parallel and centered on the 

vertical diametric plane. The mold was then placed in the Marshall stability testing equipment with strain rate of 

50mm/minute till failure. The load at failure was recorded. The indirect tensile strength(ITS) was calculated as 

follows: Tensile strength ratio(TSR) =Sc/S. Where, Sc = average tensile strength of conditioned subset, kPa and Su = 

average tensile strength of unconditioned subset, kPa. 

 

SFP Sample preparation 

The design and preparation of open-graded asphalt (OGA) mixtures for SFPs differ from the other wearing courses 

of asphalt pavements. The OGA mixtures used in SFPs have a minimum air void of 20%, which can be increased to 

30–35% in practical cases (Corradini et al. 2017,Afonso et al. 2016 and Pei et al 2016). It is worth mentioning that the 

utilization of thesemixtureswiththeamountofairvoidmentionedaboveinflexiblepavements causes some consequences, 

such as fatigue cracking, moisture susceptibility, and low temperature cracking. However, considering the fact that 

the air void of OGA mixtures used in SFPs is partially filled with grouting materials (with a remaining porosity of 3–

5%), an initial air void of 20–35% is recommended as a prerequisite for asphalt mixtures. The cement and fly ash-

based mix with flow time of 30 seconds is used for making trial samples. The partially penetrating grout has 

occurred. In Full depth penetration of grout by using vibrator with optimum proportion has occurred. 

 

CONCLUSION 

 
The purpose of this study was to ascertain how superplasticizer affected the fly ash-based grout and to assess if the 

13 mm NMA surface dressing gradation was appropriate for creating a semi-flexible pavement. It is possible to draw 

the following inferences from the different test findings. 

 

1. The Mix2 grout of proportion (C:S:FA:SP::55:40:5:0.5) prepared at W/B ratio of 0.4 is considered as the optimal 

proportion for grouting the OGA samples. It is evident that the increase of the SP content from 0.4 to 0.5has 

reduced the flow time about 5-20% and increased the compressive strength about 5-15%. 

2. The adopted gradation of 13 mm NMA has good aggregate packing characteristics which enhances the 
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performance of SFP. 

3. The optimum binder content of 4.0% is obtained based on the permissible drain down value of 0.3% and the 

optimum compaction effort of 40 marshall blows on one side is determined based on the target air voids of 30%. 

4. The ITS decreased about 65% with the increase in the test temperature from 25 oC to 45oC. The TSR of 68% and 

the percentage retained stability of 71% indicated severe degree of moisture susceptibility of OGA samples. 

5. The adopted surface dressing gradation of 13 mm NMA can be used to prepare the SFP samples, which can 

address the severe moisture susceptibility of OGA samples. 
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Table1 Basic Tests Results of Cement (OPC 43) 

Property Test Method Value Specifications as per IS codes 

Specific Gravity IS 269:1989 3.16 3.16 

Fineness IS:4031-Part 1(1961) 8% < 10% 

Initial Setting Time IS-8112 90 minutes Minimum 30 min 

Final Setting Time IS-8112 10 hours Minimum 10 hrs 

Standard Consistency IS 4031 28% 25-35% 

Soundness IS 4031-3(1988) 3 mm < 10 mm 

Compressive strength IS 4031(Part 6):1988 43 MPa 43 Pa 
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Table2 Physical properties of Aggregates 

Property 
IS 

Code/ASTM 
Result 

Specifications asper 

IRC:SP:52:2019 

Specific Gravity 
ASTMC127,C128 

and D854 

Coarse aggregate: 

2.62(>9.5mm) 

Fine aggregate: 

2.6(,9.5mm) 

Filler: 2.328 

2.6-2.9 

Combined Flakiness and 

Elongation index 
IS:2386 Part 1 26.57 % < 35% 

Angularity Number IS 2386-Part 1 2.62  

Crushing strength IS:2386-Part 4 29.8% < 30% 

Los Angeles abrasion IS:2386 Part 4 26.56% < 30% 

Aggregate impact value IS:2386 Part 4 18.64% <24% 

Water absorption IS:2386 Part 3 0.103% <2% 

 
Table 3 Physical properties of PMB40 

 

Property tested Test Method 
Result 

obtained 

Requirements as per 

IRC:SP:52: 2010 

Penetration at 25°C, 100g,5 s, 0.1 mm IS 1203-1978 47 30-50 

Flash point, °C IS 1209-1978 246 220 

Softening point, °C Ring and Ball 

apparatus 
IS 1205-1978 72 60 

Specific Gravity IS 1202-1978 1.0 - 

Elastic recovery of half thread in 

ductile meter at15°C,% 

APPENDIX-

1(IRC:SP:53:2010) 
80 60 

 

 
Figure 1 OGFC samples with different compaction efforts 
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Figure 2 Lab grouting process (a)OGFC, (b)Grout, (c)SFP sample using final selected proportion (Full depth 

penetration of grout is observed) and (d) Partial depth of penetration of grout using trial mix. 
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The current contextual analysis talks about the sub grade improvement systems for profoundly saline 

marine soils situated at coastal line of Ahmedabad Region, Gujarat, India. Notwithstanding the presence 

of different salts, the immersion levels of these soil particles were seen to fluctuate all through the year 

because of a few climatic and geological variables. At first, the standard filter paper method is used for 

assessing the unsaturated way of behaving. Because of the low in situ California bearing Ratio (CBR) 

value (1.61%), locally accessible fly ash (5%-25% by weight) was utilized to work on the strength and 

solidness of the soil mass. Addition of fly ash brought about the extensive decrease of salinity. The 

unconfined compressive strength (UCS) and CBR have expanded until 15% fly ash and decreased from 

thereof. The maximum CBR got was around 9%, which can endure low to medium volumes of traffic. Be 

that as it may, the UCS created at seven days was seen to decrease at 28 days. This might be because of 

the auxiliary responses and change of type of salts present in the lattice. Consequently, further 

examinations on connections at miniature level and development of optional mixtures were prescribed to 

set up an economical sub grade in this landscape. 
 

Keywords: Coastal Region of Ahmedabad, Fly ash, Salinity, CBR, Subgrade 
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INTRODUCTION 

 
The local communities at coastal line as well as the partnered infrastructure are going through a huge change due to 

the steadily expanding interest for metropolitan foundation to help business, private, the travel industry and 

seaward exercises. Sub grades of pavement and foundation of coast line structures are helpless against sea water 

because of existence of salinity and fluctuating geochemistry. The bay of Khambhat situated between the major 

western promontory and central area Gujarat in India is one of its kind bustling shoreline courses encountering a 

rising interest for infrastructure development. Due to the enormous volume of stream overflow, the bay has a 

positive water balance. The general humidity goes from 62 and 88 percent, making the environment semi-arid to 

sub-moist. In such conditions, the soil present in the dynamic zone/va dose zone are accounted for to be unsaturated. 

Accordingly, the in-situ regular sub grade strength presented for the asphalt development is helpless to varieties in 

and unsaturated circumstances. Highway infrastructure development over such sub grade requires extra 

consideration and whenever required, extra sub grade treatment might be vital. Pavement specialists in the region 

detailed comparative encounters and trouble in taking care of such soils. Stabilization of soil with lime or cement is a 

demonstrated and broadly embraced system everywhere. Nonetheless, energy utilization, cost and fossil fuel 

byproducts and other natural impact of cement production are the generally talked about impediments of such 

practice (Murmu et al. 2018). Research for supportable option settling specialists has illuminated the exhibition of 

different auxiliary modern results, for example, fly ash, steel slag, zinc slag, and rice husk ash as balancing out 

specialists for different structural designing applications. 

 

 Reuse of these optional items have different benefits, for example, decrease in costs, decreased landfill trouble, 

energy productivity and reduced natural contamination, other than performing like the customary materials. Fly ash, 

which is a result of nuclear energy stations is among the main optional materials concerning their amount of 

creation. Across the 195 nuclear energy stations situated within our country, around 218 million tons of fly ash was 

produced in 2018-2019, out of which 76% is utilized again for different structural designing implementation. 

Development of highways and bridges was seen to have a portion of just 4.48% out of the complete usage. In any 

case, we are well aware about non-plastic behavior of fly ash which is a residue like material, it has an extraordinary 

capacity to impact soluble base silica responses, also to the molecule surface connections. In this way, huge scope fly 

ash use can warrant an economical road construction. Fly ash is accounted for modification of the geotechnical 

execution by giving extra strength and solidness to the soil- fly ash blends. At around 15% fly ash content, the free 

swell record decreased by around half of the virgin soil. Besides, the known significant boundaries of optimum 

moisture content (OMC) and maximum dry density (MDD) for pavement, the density can be improved by addition 

of fly ash. With the increment in fly ash content, the MDD was found to increase while the OMC reduced. Notably, 

the California bearing ratio (CBR), a key indicator of pavement layer stiffness, bearing capacity, and load dispersion 

capability, is substantially improved with the addition of fly ash, with some research suggesting a peak CBR value at 

a 25% fly-ash concentration. These trends highlight fly ash's potential as a sub grade stabilizer. However, its 

effectiveness in diverse soil conditions, especially coastal soils in marine environments and unsaturated conditions, 

remains underexplored, emphasizing the need for further research and the basis for the current study. 

 

OBJECTIVE 

 
The current investigation endeavors to assess the engineering behavior of Ahmedabad marine soils in unsaturated 

conditions and evaluate the potential of utilizing fly ash as a stabilizing agent for these soils, specifically exploring 

their viability as flexible pavement sub grades. The study focuses on utilizing strength and stiffness parameters as 

key indicators to gauge the performance of fly ash-soil mixtures. 
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MATERIALS INCORPORATED 
 

Soil 

The study sourced soil from Bavaliary village in the Ahmedabad region of Gujarat, India, situated at approximately 

Latitude 22° 06' 11" and Longitude 72° 06' 55", at a depth of approximately 1 meter below the ground surface to 

ensure suitability for sub grade use and to avoid organic matter present in the upper soil layers. The collected soil 

exhibited characteristics of a light brown color, fine texture, and smooth consistency. Geotechnical parameters and 

particle size distribution of the saline Ahmedabad soil are detailed in Table 1. The soil was found as low plastic with 

significant amount of silt which is in accordance with Indian Standards categorization system (IS 2720: Part IV). 

Notably, the soil displayed a high electrical conductivity of 21150 µS/cm, indicative of significant salinity (Table 1). 

The California bearing ratio (CBR), a pivotal parameter in pavement design, was notably low at 1.57%, underscoring 

the need for sub grade modification to enhance stiffness and meet the demands of traffic loads. 

 

Fly Ash 

For soil stabilization of the saline Ahmedabad soil, locally sourced class C lignite-based fly ash was obtained from 

the Surat Lignite Thermal Power Station in Gujarat, which was reported to possess pozzolanic properties. This 

lignitic fly ash, classified as class C, eliminates the need for additional activators, rendering it a cost-effective choice 

for various stabilization applications. The essential objective for this examination is investigating the exact 

attainability of Class C fly ash which is further consumed for soil adjustment in absence of some other activators and 

also the presentation of a highway framework for sub grade work with balance of fly ash. 

 

INVESTIGATIONAL PROGRAM 

In this study impact of class C fly which is easily available on the compaction, strength, and stiffness characteristics 

of Saline soil of Ahmedabad coastal line was assessed through a series of laboratory tests. Modified Proctor Tests 

were conducted at fly ash percentages of 5%, 15%, and 25% by weight to investigate the compact ability of the soil-fly 

ash mixtures, while Unconfined Compression Strength tests were performed to evaluate the strength of these 

mixtures. California Bearing Ratio tests were employed to assess the stiffness characteristics. Samples for these tests 

was prepared for MDD and OMC which will be determined by conducting test for the Modified Proctor. In addition 

to the above there will be test for electrical conductivity which will be conducted for different percentages of fly ash 

for examining the ascendancy of fly ash adjustment over the saline content in the soil-fly ash blends. 

 

RESULTS AND DISCUSSION 

  
Compaction Characteristics 

The Optimum Moisture Content (OMC) and Maximum Dry Density (MDD) values for the soil-fly ash mixtures, 

obtained through the modified Proctor test, are summarized in below table. The different value of Maximum Dry 

Density tests exhibited a minimal increment in contrast to original soil, while the OMC showed a slight reduction at 

5% fly ash, followed by a slight increase. It's worth noting that different studies have reported varying trends in 

OMC and MDD for fly ash-blended soils, but these trends cannot be universally generalized, as they are contingent 

on specific conditions and factors, particularly when dealing with soils of marine. The Maximum Dry Density & 

Optimum Moisture Content for all of the fly ash measurements are additionally utilized for the example readiness of 

residual test. 

 

Electrical Conductivity 

Electrical conductivity measurements were employed to assess the salinity levels in both the untreated and treated 

mixes of the Ahmedabad saline expansive soil. The undisturbed soil exhibited a notably large electrical conductivity 

value, stipulating the existence of different types of minerals and saline. But still with the introduction of fly ash, a 

decreasing trend in electrical conductivity was observed. Specifically, the electrical conductivity values for 5%, 15%, 

and 25% fly ash content were recorded as 20200, 18400, and 16800, respectively (Table 2), reflecting a substantial 
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reduction in the soil's salinity. This reduction can be attributed to the introduction of positive charges originating 

from the free CaO present in the fly ash, which counterbalances the negative charges in the soil, effectively 

diminishing the overall electrical conductivity of the saline soil. 

 

CBR (California Bearing Ratio) 

In order to assess the effectiveness of fly ash adjustment in enhancing stiffness of sub grade, CBR (California Bearing 

Ratio) test was carried out in accordance with IS 2720 (Part 10): 2011 on both untreated and treated Ahmedabad 

saline soil. The results indicated a notable increase in CBR values, with the untreated soil registering a CBR of 1.62, 

whereas the addition of 5%, 15%, and 25% fly ash content led to CBR values of 6.67, 9.03, and a subsequent reduction 

to 8.51, respectively. The CBR values in fly ash-stabilized soil mixtures are influenced by the proportional 

contribution of frictional resistance from the fly ash and cohesive resistance from the soil, resulting in increased CBR 

values due to the dense microstructure formed by gel formation. While the CBR value demonstrated an increase, it 

did not yield a significant enhancement in the stiffness of blends. On using the same for sub grades of asphalt, the 

9.03% CBR will endure traffic within normal scope. Besides, the decrease in value of California Bearing Ratio is 

observe don 25% fly ash expansion. The value of California Bearing Ratio is purportedly impacted distinctively by 

various saline material and its fixation, and the value of California Bearing Ratio reduces emphatically with the rise 

in saline substance (Liu et al. 2009). Considering these discoveries, the choice on adjustment and ensuing pavement 

design still have doubts within the sight of salts. 

 

Unconfined Compression Strength 

To comprehend the development and durability of strength in both treated and untreated mixtures, Unconfined 

Compression Strength (UCS) tests were conducted in accordance with IS 2720 (Part 10): 2011, with evaluations made 

at 7 days and 28 days of curing. The value of Unconfined Compression Strength for untreated soil was obtained 

originally as 37 kPa, rises to 148 kPa again 201 kPa post curing period of 7 days with 5% and 15% fly ash content, 

respectively. This augmentation in strength is attributed to fly ash's capacity to density the soil through chemical 

reactions that consume moisture and dilution. Notably, Class C fly ashes contain tricalcium aluminate (C3A), known 

for its high reactivity with water and the resulting early strength. The presence of increased alumina and silica in fly 

ash, combined with higher fly ash concentration, can further enhance strength development in the sample (Murmu et 

al., 2018). However, the subsequent decrease in strength for all mixtures from 7 days to 28 days is a cause for 

concern, casting doubts on the permanency of strength gain. This strength misfortune might be ascribed by existence 

of saline, auxiliary product development, draining of items and change of saline substance and gels in framework. 

Hereafter, the solidness of above said blends shall be researched prior to directing the blends on field. 

 

CONCLUSION 

 
This study has successfully characterized the unsaturated properties and salinity levels of Ahmedabad marine soils. 

The addition of fly ash proved effective in reducing suction levels and salinity in the soil-fly ash mixtures. Notably, 

the UCS and CBR values exhibited significant increases up to a 15% fly ash dosage, after which a decline was 

observed. Thus, the 15% fly ash content can be considered an optimal mix for stabilization, resulting in a maximum 

CBR of approximately 9%, suitable for low to moderately trafficked roads. However, for roads accommodating 

higher traffic volumes, additional modification strategies will be necessary. The concerning aspect emerged when 

examining UCS values, as they significantly dropped from the strength obtained on 7thday to the results obtained on 

28thday. The same might be ascribed for job of saline substance in blends and the conceivable auxiliary responses at 

larger restoring session. Albeit the outcomes are empowering at smaller time span of curing, the said methodologies 

need more examinations over the drawn-out sturdiness, life span and miniature underlying changes in the blends. 

Pavement design and development without such examinations might bring about untimely asphalt disappointments 

and colossal pointless speculations. Generally speaking, the review is supposed to support arranging practical 

techniques for seaside street framework improvement. 
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Table 1: Geotechnical Properties 

Test Ahmedabad soil Code 

Modified Proctor Test 
MDD(kN/m3) 17.80  

IS2720: Part VII -1980 OMC (%) 15.1 

 

Grain Size Distribution 

Gravel(%) 0 

 

IS2720:Part IV -1985 

Sand(%) 0.38 

Silt(%) 81.23 

Clay(%) 18.39 

Plasticity Index (%) 9.19 IS2720: Part XL -1977 

Plastic Limit(%) 24.7 

IS2720: Part V -1985 Liquid Limit(%) 32.78 

Free-swell Index (%) 10 

California Bearing Ratio (CBR) (%) 1.57 IS14767 -2000 

Electrical Conductivity(µS/cm) 21150 IS2720: Part X -1987 

 

Table 2: Compaction and Electrical conductivity Test results on soil –fly ash mixes 

 

Soil mix 

Compaction characteristics Electrical Conductivity (µS/cm) 

MDD (kN/m3) OMC (%)  

Virgin soil 17.80 15.10 21150 

Soil + FA (05%) 17.97 13.92 20200 

Soil + FA (15%) 18.11 15.64 18400 

Soil + FA (25%) 18.08 15.48 16800 

Relevant Code IS2720: Part VII -1980 IS: 14767 -2000 
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As per the 2011 registration data,68.84% of the total population in India live in rural areas. It has been 

found that the most of studies on solid waste management in India have town, while less attention has 

been paid to small-scale town and their surrounding villages. Which will lead into unscientific disposal 

of municipal solid waste through open dumping in low- lying area or dumping waste near water bodies. 

The presented study emphasis on rural areas of Petlad Taluka, in which major amount of generated 

waste is decomposable. Integration of waste by forming clusters of villages and small-scale towns 

through route optimization particularly for inert waste, generated decomposable waste can be directly 

decomposed through vermin composting facility and recyclable waste can be recycled by recycle 

industries. This can be seen as a sustainable solution to the successful management of the MSWM facility. 
 

Keywords: Cluster formation, Cost efficiency, Integrated solid waste management, Rural and semi- rural 

areas, Route optimization, Sustainable Solid Waste Management 
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INTRODUCTION 

 

Protecting human civilization from the threatening influence of man-made waste is one of the most important issues 

facing the world today. Waste is, in fact, this alluring portion of raw materials, which are typically discarded after 

initial use. Solid waste is one type of waste material that is produced in our society by different human activities. [1]. 

Generally, municipal solid waste is a blend of commercial and residential waste produced by the local community. 

These wastes are collected, handled, stored, and disposed of. which may be hazardous to both public health and the 

environment. The amount and complexity of solid waste generated in cities rises with economic development, 

urbanization, and rising living standards. Certain waste categories are commonly discussed in solid waste 

discussions because they are widely recognized. Solid waste, for instance, comprises various types of waste from 

homes, businesses, industries, farms, institutions, and other sources. Often, it is difficult to differentiate the 

commercial and residential waste, so they are both regarded as urban waste. (Gupta N.2015). According to the 

CPCB's annual survey report for 2015–2016, 1,35,198,27TPD of solid waste is produced annually in all states of India. 

Of this total, 1,11,027.55 TPD of waste is collected, only 25,572.25 TPD of waste is treated, and 47,415.62 TPD of waste 

land is filled. It will demonstrate the stark difference between the total amount of waste generated and the total 

amount treated. It will show that different MSWM rules and guidelines are not being accepted well. India is 

constantly confronted with a significant obstacle in meeting the increasing demands for waste management 

infrastructure. 

 

CURRANT SCENARIO OF SWM IN PETLAD TALUKA, GUJARAT  

Petlad of Anand having area of 305.07 Sq.km, including 56 villages and 1 Major town [3]. by collecting primary data 

from selected   town and village of research area. It has been observed that the majority of solid waste generated is 

dumped in open drainage systems, beside open government vacant land, and close to water sources without being 

properly treated. and in a lot of other improper ways. This might have a detrimental impact on the environment and 

the wellbeing of all living things. 

 

RESEARCH AREA: PETLAD TALUKA 

The town of Petlad is in Anand, Gujarat, India. There are 7 talukas in Anand. In Petlad Taluka, there are 56 villages 

and 1 town. Petlad taluka was considered to be the headquarters of character. Petlad taluka, which became the taluka 

headquarters from the district of the state, consisted of 104 villages. Then there are around 80 villages and now as 

many as 56 villages. The municipality was established in 1876. At that time the    administration of the town was 

done with the help of the government. It has continued as a district municipality in 1949 and finally as a municipality 

since 1956.[4] 

 

WASTE CHARACTERIZATION IN PETLAD TALUKA  

The villages in the Petlad taluka generate comparatively little solid waste. Additionally, the substantial amount of 

garbage that villages produce decomposes. According to analysis, the average daily rate of waste generation in the 

study area's chosen villages is 85.10 gms/capita, of which 69.2% is decomposable, 22.7% is recyclable, and 8.6% is 

inert waste. In the small town of Vishnoli& Amod, the average rate of waste generation per day is 110.63 gm/capita. 

which states that 60.5% of waste is decomposable, 26.9% is recyclable, and 12.9% is inert. Note The primary data 

collected for August 2018 and beyond, including waste composition, generation rate based on income, and rate of 

waste generation, may vary over time due to various factors. 

 

INTEGRATED SOLID WASTE MANAGEMENT 

Formation of clusters of small towns and their neighboring villages in petlad taluka emphasis has been laid on root 

optimization and segregation of waste keeping in mind the local on land parameters. There are 56 villages and one 

city in petlad taluka, primary data has been collected that the amount of waste generation in rural areas and towns is 

low. A major amount of the waste in these little towns and villages is discard. As a result, while it is not economically 

feasible to manage solid waste in every village, it is impossible and becomes challenging to operate facilities for daily 
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aggregation, segregation, transportation, and disposal. In fact, when layoff sites are established in every village, it 

has been discovered that the cost of land and houses is extremely high. The implementation of integrated solid waste 

management will therefore prove to be a technically, financially and environmentally viable option 

 

SOLUTION FOR INERT WASTE    

Non-biological and non-chemical waste that is not required to decompose is known as inert waste. Inert waste 

includes materials like concrete and sand. Inert waste usually has lower disposal costs than hazardous or 

biodegradable waste, so this is especially important for landfills. When inert waste is produced in large quantities, it 

can become problematic because it starts to take up a lot of space. Generally speaking, inert waste doesn't harm the 

environment, animals' or people's health, or the quality of a watercourse. through gathering primary data. through 

the gathering of primary data. About 8–15 percent of all waste is generated as inert waste, according to observations. 

It is possible to directly landfill this through cluster formation and route optimization, making it an economically 

feasible and environmentally sound method of managing the Solid Waste Management Network. 

 

Route optimization for the disposal of inert waste using a driving route planner 

Each route for disposing of inert waste is designed by the driving route planner using distance-based parameters, 

waste management volume, and local on-site considerations. Note (C represents the cluster number, R represents the 

route number.) 

 

Cost Evaluation of Inter-Waste Solution 

7 routes have been identified to service all of the towns and villages in Petlad Taluka. The time constraints, vehicle 

capabilities, total waste to be managed, and local on-ground parameters are all taken into consideration when 

planning the clusters and routers listed below. The mini truck vehicle was rated to be able to collect 1.47 tons of 

waste. Based on these trips, a weekly allocation of the same route was made for the purpose of collecting waste. 

Table 1 lists the day and quantity of waste to be collected for each route. When collecting waste from every route, 

two vehicles are taken into consideration. 

 

$ indicates the scheduled day for waste collection for the specific routes and clusters 

E.g., A vehicle will head for the designated route C1R1 on Monday in order to collect waste once a week. 

 

CRepresents the cluster number, R represents the route number: 

It takes a variety of expenses to successfully implement the planned routes for integrated solid waste management 

between the small town and the nearby village. It includes the costs of labor, transportation, and vehicles. of which 

are listed below. 

 

Cost parameters of vehicles: 

Vehicle cost include the purchase cost of vehicle and maintenance cost that vehicle. 

The purchase cost (P) 7,00,000 for one vehicle. Of vehicle for the collection of waste is considered as Rs  

The collection of waste from all seven routes requires two vehicles.   

Typically, the vehicle (L) life is considered as a 15years, maintenance is measured in 15% salvage value (S) is 

considered as 10% of price of purchase. 

The cost of two vehicles = Rs. 14,00,000. 

 

Vehicle cost for each route V= 
𝐶𝑜𝑠𝑡  𝑜𝑓  𝑣𝑒𝑖𝑐𝑎𝑙𝑒𝑠

𝑁𝑜 .𝑜𝑓  𝑅𝑜𝑢𝑡𝑒𝑠
 

 

                                    V= 
14,00,000

7
 

                                    V= 7,00,000 

To determine the annual depreciation cost D= 
𝑃−𝑆𝐿

𝐿
 

When D= Deprecation P =Cost of vehicle  
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S = Salvage of value of vehicle, L=vehicle's useful life 

For 2 vehicles = Rs. 84,000 

Depreciation cost of vehicles per route: 

 

D= 
7,00,000−70,000

15
 

 

D= 42,000 

For two vehicles = RS 84,000 

Depreciation cost of vehicles per route = 
84,000

7
      = 12,000 

To determine the annual depreciation cost 

 

M= 
% 𝑜𝑓  𝑚𝑎𝑖𝑛𝑡𝑎𝑛𝑎𝑛𝑐𝑒      𝑋      𝑃

𝐿
 

[ When M = Maintenance cost, P = cost of vehicle & L= Life of value] 
15%  𝑋   7,00,000

15
 

Cost of transportation (A) 

The amount of fuel required for a single route is included. A vehicle used for waste collection typically has a 9 km/lit 

mileage, and the most pertinent fuel cost is calculated to be 70 Rs/lit. To calculate the cost of transportation (A) = (fuel 

required for each trip *fuel cost) 

fuel requirements for each route =
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒  𝑡𝑟𝑎𝑣𝑒𝑙𝑙𝑒𝑑  𝑏𝑦  𝑣𝑒𝑖𝑐𝑙𝑒  𝑝𝑒𝑟  𝑟𝑜𝑢𝑡𝑒

𝑀𝑖𝑙𝑒𝑔𝑒  𝑜𝑓  𝑣𝑒𝑖𝑐𝑙𝑒
 

 

Cost of labor (L) 

3 workers are needed for each trip: 1 driver and 2 assistants.  

A labor cost of 310 per day is assumed. 

The Total cost compute by (X) = Transpiration cost (A) + Cost of labor (L) 

yearly total cost (C) = Total cost (X) * yearly trips (T) 

 

Vehicle cost per route and storage bin investment cost(I) 

Cost of a waste storage bin (W) 

Storage bin takes into Rs.5000 per piece 

Because 56 Villages= 5000*56=2,80,000 

Cost per route (S)= 
2,80,000

7
 

                           = 40,000 

Vehicle cost (V)=2,00,000 

             I = V+W 

I=2,00,000+40,000 

  =2,40,000 

 

Note These calculations below in Table 2 are considered to be sample estimate. Different expenses, for example, Fuel 

cost, Transpiration cost, Devolution cost, Work expenses and Vehicle costs are accepted to be the most important 

expenses and might be liable to changing opportunity to time. In light of various areas are and with respect to 

different variable. The expense of fuel changes every day. In this way the expense of fuel is viewed as Rs.70 as the 

most widely recognized cost in unambiguous local which may likewise be exposed to change. 

 

SOLLUTION FOR RECYCLABLE AND DECOMPOSABLE WASTE: 

A greater percentage of the generated waste is decomposable, as evidenced by the composition of MSW in villages 

and small towns. Since organic waste decomposes and stabilizes naturally, composition recycling is the most 

appropriate, environmentally friendly, and sustainable method available. People can benefit from fertilizer in their 
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farming endeavors. We are advising all Villages to implement a few sustainable practices. By using these, people can 

obtain compost for their use right away, and it's less expensive than the artificial compost found in stores. 

 

Vermi composting is advised for decomposable waste: 

Vermi composting is a recycling process in which natural waste is fed to earthworms, who then convert it into 

fertilizer that contains unusually high levels of healthful substances. Vermi culture, which literally translates as "to 

grow worms" or "worm farming," is the process used in vermin composting. In agricultural farms, earthworms are 

raised to eat organic waste, which includes all forms of biodegradable waste. Next, they distribute the "Vermi-cast," 

or excrement. These vermi-castings are rich in nitrate and contain minerals that are great soil conditioners and 

fertilizers, such as calcium, magnesium, potassium, and phosphorous. This makes it possible to directly sell farmers 

produced manures, which can be a highly attractive source of income.    

 

Recommendations for the production of recyclable waste  

Around 25–30% of the total waste in the Petlad Taluka study area is recyclable, according to findings from the study 

phase of primary data collection. Recyclable waste can be recycled and safe disposal can be accomplished by 

transferring this generated waste to recycling industries for additional recycling processes. Also, it has the potential 

to develop into a reliable source of funding for the network management of solid waste management. 

 

CONCLUSION 

 
It can be show that using the cluster-based waste integration method for generated inert waste, along with the 

Integrated solid waste (ISWM) approach, is a useful strategy for increasing the effectiveness of SWM in rural and 

semi-rural locations. The clusters are created using distance-based criteria, the total quantity of garbage that needs to 

be managed, and the local on-site factors that are taken into account. Cost effectiveness, for which each participant 

must pay a very small fee (between Rs. 8–14 for the first year and Rs. 4–7 for the second year onward), is the most 

crucial component of the project's economic viability. The costs associated with this can be covered by selling the 

recyclable waste that is produced. Decomposable waste can also be a source of income by being turned into fertilizer 

through the process of vermin composting. By doing so, improper and unscientific disposal can be prevented. Thus, 

it is possible to acknowledge the ISWM concept as a practical and wise technology for sustainable solid waste 

management. 
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Table1: Designed trips in a week for inert waste collection. 

  

Table2: Cost Estimation for Inert waste solution. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The table shows that each person has to pay very little amount yearly. 

Route no. C3 C4R1 C4R1 

Total waste per route (Ton) 1.15 1.09 1.15 

Total Kms. Per route (2way) 18 42.6 29 

Fuel needs to travel (Liter) 7.73 4.73 4.73 

Route no. 
Waste Quantity 

(Tone) 

Distance 

(KM) 
Monday Tuesday Wednesday Thursday Friday Saturday 

C1R1 1.25 16.4 $ - - - - - 

C1R2 2.30 15.1 $ - - - - - 

C2R1 1.34 15.6 - $ - - - - 

C2R2 0.76 12.3 - $ - - - - 

C3 1.15 9 - - $ - - - 

C4R1 1.09 21.3 - - - $ $ - 

C4R2 1.15 14.5 - - - - - $ 

Route no. C1R1 C1R2 C2R1 C2R2 

Total waste per route (Ton) 1.25 2.30 1.34 0.76 

Total Kms. Per route (2way) 32.8 30.2x2=60.4 31.2 24.6 

Fuel needs to travel (Liter) 3.64 6.71 3.46 3.60 

A (Cost of transportation in Rs.) 255 470 243 252 

L ( cost of labor in Rs.) 930 930 930 930 

X (A+L in Rs.) 1,185 1,400 1,173 1,182 

T (Annual trip) 48 48x2=96 48 48 

C (X*T in Rs.) 56,880 1,34,400 56,304 56,736 

D (Cost of Depreciation in Rs.) 12,000 24,000 12,000 12,000 

M (Maintenance cost in Rs.) 7000 14000 7000 7000 

C+D+M (in Rs.) 75,880 1,50,800 75,304 75,736 

I (Investment cost (V+W) ) 
2,40,00

0 
2,40,000 2,40,000 2,40,000 

Total cost 1st year (C+D+M+I) 
3,15,88

0 
3,90,800 3,15,304 3,15,736 

Total Gram panchayat per route 4 6 5 4 

Population per route 29,476 35,589 26,380 25,901 

Cost/person for 1styear(Rs.) 10.71 10.98 11.95 12.19 

Cost/person for 2ndyear 4.27 5.12 5.18 6.20 

2nd year     
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A (Cost of transportation in Rs.) 542 332 332 

L ( cost of labor in Rs.) 930 930 930 

X (A+L in Rs.) 1,472 1,262 1,262 

T (Annual trip) 48 48 48 

C (X*T in Rs.) 79,656 60,576 60,576 

D (Cost of Depreciation in Rs.) 12,000 12,000 12,000 

M (Maintenance cost in Rs.) 7000 7000 7000 

C+D+M (in Rs.) 98656 79576 79576 

I (Investment cost (V+W) ) 
2,40,00

0 

2,40,00

0 
2,40,000 

Total cost 1st year (C+D+M+I) 
3,38,65

6 

3,19,57

6 
3,19,576 

Total Gram panchayat per route 3 8 6 

Population perroute 26,862 26,687 26,687 

Cost/person for 1styear(Rs.) 12.60 11.97 11.97 

Cost/person for 2ndyear 5.98 5.71 5.71 

 

    
Fig.1.Petlad Taluka. 

 

Chart.1: Average waste generation rate based 

on selected Village &Vishnoli, Amod Village in 

the research area (Source: Primary data 

obtaining) 

 

 
Chart.2: Based on the selected Villages, the average 

composition of waste generated in the Study Area 

(Primary data obtaining) 

Chart.3: The research area's average waste 

composition in the towns of Amod, Vishnoli, 

and Amod (Primary data obtaining) 
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1.Amod cluster, C1R1 (Cluster no.1, Route no.1) C1R2Route, Amod cluster. 

 

 

2.Dharmaj Cluster, C2R1 C2R2 Route, Dharmaj cluster 
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3.Sundracluster,C3 PetladCluster,C4R1 

 
Petlad Cluster, C4R2 
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This study aims to evaluate cell mass yield from sugarcane molasses using different commercial yeast 

strains under various conditions. Five commercial yeast strains were initially assessed, and one sample 

exhibiting higher cell viability (Strain A) was selected for further growth protocols. Strain A was 

cultivated in sugarcane molasses under different conditions—both with and without aeration (anaerobic 

and aerobic conditions). The fermentation processes were conducted in batch conditions for 24 hours at 

room temperature and at 30°C, with agitation at 150 rpm. Results demonstrated that aeration facilitated 

exponential growth, with the aerated culture producing up to 60g/L of yeast cell mass, compared to 20-

25g/L without aeration, using 500g/L of raw molasses for both conditions. This suggests variations in the 

oxygen sensitivity among commercial yeast strains. Furthermore, this study aimed to optimize the 

conditions for maximizing yeast cell mass yield during batch fermentation using sugarcane molasses 

targeting baker’s yeast, specifically the Saccharomyces cerevisiae strain. The study evaluated and optimized 

the incubation period, incubation temperature, aeration, nitrogen and phosphorus sources, and molasses 

concentration to enhance the yield of yeast cell mass. 

 

Keywords: sugarcane molasses, Saccharomyces cerevisiae, Aerobic Culture Conditions, Yeast Cell Mass 

Yield, Fermentation efficiency, commercial baker’s Yeast.  
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INTRODUCTION 

 
Yeast is a versatile microorganism with numerous applications in various industries, including baking, brewing, 

winemaking, and bio ethanol production. Commercially available yeasts can be categorized based on their types, 

applications, and forms. These distinct categories possess varying compositions leading to different cell mass yields 

during production. Commercial yeast strains offer several advantages over natural yeast strains such as longer shelf 

life, higher viability, lower microbial contamination, and superior characteristics [1][2]. Molasses, the residual by-

product derived from sugar industries processing sugarcane and sugar beet stands as a widely utilized substrate due 

to its cost-effectiveness, easy accessibility, and minimal pre-treatment requirements compared to starchy or cellulosic 

materials. This is primarily because all sugars essential for fermentation are readily available in molasses. Utilizing 

waste from the sugar industry for fermentation processes reduces production costs and promotes sustainability [2]. 

Aeration plays a pivotal role in significantly contributing to the efficient enhancement of overall cell mass production 

by supporting the proliferation of yeast cells. This process elevates the dissolved oxygen levels within the medium 

while reducing the presence of gases like CO2 and other volatile substances. As oxidative metabolism significantly 

boosts ATP generation, yeast specifically requires oxygen in its cultivation environment to achieve peak biomass 

production [3]. Nitrogen and phosphorus are essential for yeast growth and maximizing ethanol production 

efficiency [4], achieving an increase by 40 to 50g/L using 500g/L molasses in the media. Although molasses provides 

many necessary nutrients, supplementing with nitrogen (using urea) and phosphate (with di ammonium phosphate) 

is common to enhance yeast growth in molasses-based mediums. For industrial procedures to sustain yeast health 

and promote robust fermentation, specifically designed sources of phosphate and nitrogen are essential [4]. This 

paper reports the results of a study based on the comparative analysis of yeast cell mass yield using sugarcane 

molasses as a source of growth media with the addition of a nitrogen source (1.5% Urea) and a phosphorus source 

(0.4% DAP), evaluating the effect of aeration and temperature for improved yeast cell mass yield. 

 

MATERIALS AND METHODS 
 

Microbiological testing of Yeast samples and isolation of early- growing Yeast cells 

Initially, Gram staining was conducted to differentiate and confirm the microorganism. Subsequently, the sample 

inoculum was streaked onto Sabouraud dextrose agar (SDA) plates and incubated at 30ºC overnight. The following 

day, after 12 hours, the largest colony on the plate was sub cultured onto a fresh SDA plate. This procedure was 

repeated for five days. Subsequently, a single colony grown on the fifth day was transferred to Sabouraud dextrose 

broth (SDB) and maintained under shaking conditions at 150 rpm and 30 ºC. Further experiments were conducted 

using this culture derived from the early growing colony. 

 

Direct Cell Count 

Yeast cell counting at OD600 was demonstrated using a spectrophotometer. Additionally, a direct cell count was 

conducted using the hematocyto meter method [5]. The cell count was calculated by multiplying the dilution factor 

by the total number of cells, dividing by the number of corner squares counted, and then multiplying by 10^4 to 

obtain the cell concentration (cells/ml). 

 

Sequencing 

Fungal DNA isolation was carried out using the Alkaline-Lysis method. Polymerase Chain Reaction (PCR) was 

conducted using 18s universal primer and ITS primer sequences: ITS1 FP 5’-TCCGTAGGTGAACCTGCGG-3’, ITS4 RP 

5’-TCCTCCGCTTATTGATATGC-3’ resulting in an amplicon size of 841 base pairs as referenced by [6][7], and 18s FP 

5’-CAGCAGCCGCGGTAATTCC-3’, 18S RP 5’-CCCGTGTTGAGTCAAATTAAGC-3’ generating an amplicon size of 650 

base pairs [8]. The annealing temperature for both reactions was set at 58 ºC. Subsequently, purification of the PCR 

products was conducted using the Qiagen PCR purification kit. The purified PCR product was then subjected for 

sequencing. 
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Media and cultural condition 

The media preparation process began with the initial dilution of Raw Molasses by adding 500 grams of it to 1000 

milliliters (1L) of RO water [2]. For the final 1000 ml (1L) of media, 400 ml of Diluted Raw Molasses were combined 

with 600 ml of RO water. Additionally, as specified in the study by [4], 1.5 grams of urea (0.15%) and 4 grams of DAP 

(Di-ammonium phosphate) (0.4%) were added [1]. Subsequently, the starter culture was created by inoculating 100 

ml of media with 100µl of the yeast strain sample. The flask was then placed in a shaking condition at 30 ºC 

overnight. The following day, 100 ml of the inoculum (Starter culture) was added to 1 liter of media, and the mixture 

was again kept in a shaking condition at 30 ºC overnight. A sparger was connected to the flask to facilitate aeration. 

On the subsequent day, the resulting cell mass was collected by centrifugation at 5000 rpm for 2 minutes, and the 

supernatant was discarded. The cells were then preserved at 4 ºC according to the procedures outlined in [9]. 

 

Dough Testing 

The activation of yeast commenced by combining 25 grams of yeast with 200 ml of warm water, along with 2-3 

grams of sugar. This mixture was then incubated at room temperature for 15 minutes. Subsequently 1 kilogram of 

refined wheat flour, containing sugar and an improver was taken and the activated yeast was added to this mixture. 

Water was gradually added to knead the dough until a soft consistency was achieved, allowing it to pull away from 

the sides of the container. The dough was covered and left to rest for 30-40 minutes. During this time, an increase in 

the volume of the dough within the container was observed, as referenced in [10]. 

 

RESULTS AND DISCUSSION 

 
Gram staining is typically not utilized for yeast cells due to their distinctive cell wall composition, which differs 

significantly from that of bacteria. However, (Fig 2) yeast cells were subjected to Gram staining for basic 

differentiation and identification based on visual characteristics. Yeast cells exhibit an average diameter ranging from 

3 to 4 micrometers, larger than that of bacterial cells. Microscopic observation revealed rounded or oval structures, 

notably larger in size compared to bacterial cells, with visible budding cells. Additionally, using Image View 

software, an image was captured and the cell sizes were measured, thus confirming their classification within the 

fungal family. The yeast strains were cultured on Sabouraud Dextrose Agar plates, showcasing characteristics of 

smooth, creamy structures. These colonies appeared shiny, moist, and exhibited a raised, well-defined, convex shape. 

Their color varied from creamy to white and typically measured less than 2 to 3 millimeters in diameter. After 24 

hours of incubation or upon maturation, some yeast colonies displayed texture changes, developing a wrinkled or 

powdery appearance over time. These particular traits may vary depending on the specific yeast species or strain. 

Furthermore, Gram staining of these colonies served as the final step in confirming their characteristics. A yeast cell 

suspension with an optical density of 600, stained with methylene blue, serves as a method to distinguish between 

live and dead cells. The staining process results in dark-colored cells indicating dead cells, while transparent cells 

denote live cells due to their inability to absorb methylene blue.  

 

These yeast cells have an average size ranging from 3 to 4 micrometers, making them significantly smaller compared 

to a hematocyto meter square (1mm), which is approximately 100 to 200 times larger. Therefore, for accurate 

counting, attention is directed towards the smaller squares within the central square, measuring 0.2mm on each side. 

The counting process involved surveying five of the 0.2mm squares strategically distributed throughout the central 

square, commonly included the four corners and the center. Observation under 40X resolution was utilized for 

counting both live and dead cells within these specific squares, and the counts were recorded. This process was 

performed in triplicate and further statistically evaluated by calculating the mean to determine the sample with the 

highest count of live cells and the lowest count of dead cells. Following triplicate determinations detailed in Tables I 

and II, strain A demonstrated a notably lower count of dead cells, standing at 1.98×10^9, along with a live cell count 

of 2.04×10^9. This places strain A as the second-highest in terms of live cell count among the examined strains. In 

comparison, strain B exhibited the highest count of live cells at 2.86×10^9. However, it's essential to note that strain B 

also had a significantly higher count of dead cells, totaling 5.06×10^9, surpassing the count observed in strain A. The 
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substantial difference in the count of dead cells between strains A and B was crucial in the selection process for 

further experimental investigations. Although strain B displayed the highest count of live cells, its considerably 

elevated count of dead cells raised concerns about its viability and overall activity in comparison to strain A. 

Therefore, considering the balance between the count of live and dead cells, strain A was preferred candidate for 

further experimentation. Its notably lower count of dead cells, coupled with a relatively high count of viable and 

active cells compared to the other four strains, positioned strain A as the most promising choice for continued 

experimentation and analysis. 

 

Here, sequence alignment of FJ1 is the highest matching sequence with our sequencing result of strain A according to 

n BLAST and YA is sequencing data of strain A. Here, the Green colour highlight denotes there is a similar 

nucleotide when compared with the sequencing chromatograph. Blue highlight denoting possible nucleotide can be 

there but no clear graph is visible. Yellow highlight denoting no match of nucleotide. Red colour words denoting 

confusing sequencing (more nucleotide available in either sequencing data or the FJ1sequence). Lastly, most 

similarity of Strain A sequence is with FJ1 sequence which is a Saccharomyces Cerevisiae Strain. After the sequencing 

results the strain A was finally considered for further growth and cell mass yield experimentation. 

i) Sequencing result of strain A, 

ii) FJ1 sequence which is most similar sequence according to nBLAST(https://blast.ncbi.nlm.nih.gov/Blast) of 

Saccharomyces cerevisiae a baker’s yeast strain, 

iii) VL3 sequence which is highest similar sequence according to Saccharomyces Genome Database 

(https://www.yeastgenome.org/.) of Saccharomyces cerevisiae a baker’s yeast strain. 

 

The strain A of our study showing similarity with other Saccharomyces Cerevisiae strains. The evolutionary history 

was inferred using the Neighbour-Joining method. The optimal tree is shown. The tree is drawn to scale, with branch 

lengths in the same units as those of the evolutionary distances used to infer the phylogenetic tree. The evolutionary 

distances were computed using the Maximum Composite Likelihood method and are in the units of the number of 

base substitutions per site. This analysis involved 7 nucleotide sequences. Codon positions included were 

1st+2nd+3rd+Noncoding. All ambiguous positions were removed for each sequence pair (pair wise deletion option). 

There were a total of 1032 positions in the final dataset. Evolutionary analyses were conducted in MEGA11. Table III 

illustrates the optimization of media and growth condition protocols at room temperature and 30°C controlled 

constant temperature, aimed at maximizing the cell mass yield of the selected yeast strain. Initially, using only 

molasses as a media resulted in a yield ranging from 20 to 25g/L. Subsequently, upon the addition of 0.4% DAP (Di-

ammonium phosphate) and 1.5% Urea as additional phosphate and nitrogen sources, respectively, to the molasses, 

the cell mass yield increased to 45 to 50g/L. Finally, with the implementation of proper aeration, the cell mass yield 

significantly rose to 58-60g/L. Overall, these findings suggest that the addition of nitrogen and phosphorus sources to 

molasses along with ensuring adequate aeration and temperature is conducive to maximizing the cell mass yield. 

To assess the quality of yeast related to the baking industry, dough testing was conducted. Figure 8A illustrates the 

yeast cells' ability to ferment and generate a soft dough texture within 40 to 90 minutes both with and without an 

improver. The containers containing the improver exhibited enhanced fermentation compared to those without it. 

Additionally, there was a notably higher rise in dough volume observed in containers supplemented with the 

improver. Figure 8B delineates the texture of dough with and without the improver. Dough with the improver 

exhibited elastic and viscous properties which are fundamental characteristics of dough texture. These findings 

suggest the superior quality of yeast cells cultivated using the protocol outlined in this study employing sugarcane 

molasses as a media supplemented with additional phosphate, nitrogen sources and proper aeration. This approach 

appears to yield yeast cells that exhibit favorable attributes crucial for baking applications. 

 

CONCLUSION 

 
This paper reports the results of a study based on the comparative analysis of yeast cell mass yield using sugarcane 

molasses as a source of growth media with the addition of a nitrogen source (1.5% Urea) and a phosphorus source 
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(0.4% DAP), evaluating the effect of aeration and temperature for improved yeast cell mass yield. Efforts were made 

to optimize the production of yeast cell mass by modifying the culture conditions of the yeast strains. Initially, five 

commercial yeast strains underwent screening based on microbiological properties, direct cell count, and sequencing. 

Following this screening, Strain A was chosen for further growth protocols due to its lower count of dead cells 

(1.98x10^9) and higher count of live cells (2.04x10^9). Strain A was cultivated in sugarcane molasses under different 

conditions including aeration and controlled temperature comparison to assess yeast productivity. The fermentation 

process occurred in batch conditions for 24 hours at a controlled temperature of 30°C while being shaken at 150rpm. 

A separate batch was kept under similar conditions but without temperature control (room temperature). The results 

indicated that optimal aeration and controlled temperature conditions led to exponential growth changes with the 

aerated culture of Strain A demonstrating a remarkable increase in cell mass production up to 60g/L. This highlights 

the sensitivity of commercial yeast to differences in oxygen levels and temperature variations. Furthermore, the 

addition of 1.5% Urea as a nitrogen source and 0.4% DAP (Di-ammonium phosphate) as a phosphorus source in 

molasses for the final media showed improvements in cell mass yield. In summary, the combination of controlled 

/constant temperature 30°C, proper aeration maintained at a maximum flow rate of 3.5 L/minute along with the 

incorporation of 1.5% nitrogen and 0.4% phosphorus sources in sugarcane molasses significantly enhanced yeast cell 

mass production. The use of sugarcane molasses at a concentration of 500g/L as a production media being a 

byproduct of the sugar industry suggests a low production cost. This study contributes to expanding the 

understanding of yeast cell mass yield and optimized production methodologies for commercial applications. 
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Table I. Cell viability count of live and dead cells 

LIVE CELLS DEAD CELLS 

Sample ID Cell Counts MEAN Cell Counts MEAN 

A1 1.7135 ×10
9
 

A=2.04 ×10
9
 

 

1.341×10
9
  

A=1.98×10
9
 

 

A2 2.4585×10
9
 2.533 ×10

9
 

A3 1.9668×10
9
 2.080×10

9
 

B1 2.6522×10
9
 

B=2.86 ×10
9
 

3.874×10
9
 

B=5.06 ×10
9
 

 
B2 3.2482×10

9
 4.917×10

9
 

B3 2.682×10
9
 6.407×10

9
 

C1 1.4155×10
9
 

C=1.45×10
9
 

 

5.811×10
9
 

C=8.19×10
9
 C2 1.4006×10

9
 9.238×10

9
 

C3 1.5496×10
9
 9.536×10

9
 

D1 1.4105×10
9
 

D=1.56×10
9
 

3.265×10
9
 D=3.71×10

9
 

D2 1.7001×10
9
 2.889×10

9
  

D3 1.5860×10
9
 5.001×10

9
  

E1 1.6801×10
9
 

E=1.59×10
9
 

4.521×10
9
 E=4.13×10

9
 

E2 1.5088×10
9
 3.830×10

9
  

E3 1.5922×10
9
 4.050×10

9
  

 
Table II. Effect of nitrogen, phosphate and aeration on yeast cell mass yield. 

 

 

 

 

 

 

 

 

 

 

Parameters 
30°C Room temperature 

Yield/ L Yield/ L 

Molasses 20-25g/L 12-18g/L 

Molasses +0.4% DAP + 1.5% Urea 45-50g/L 38-46g/L 

Molasses +0.4% DAP + 1.5% Urea+ Aeration 58-60g/L 50-55g/L 
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Fig.1. Cell counting grid and formula Fig.2. Gram’s staining of the Samples 

 
 

Fig.3. yeast cells on Sabouraud dextrose agar plates. Fig.4. Direct cell count using hematocyto meter 

under 40X resolution. 

  
Fig.5. Sequence alignment of FJ1 strain and Strain A of 

our study. 

Fig.6. Multiple sequence alignment of 3 sequences 

 

 

 
Fig.7. Evolutionary relationships of taxa 

 

Fig.8: A) Dough test using strain A with optimum 

growth, with and without improver 
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B) shows the texture of dough. 
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Piper nigrum, also known as black pepper, is being used for both culinary and medicinal purposes for 

centuries. Plethora of studies have focused on the major alkaloid piperine and few other compounds but 

the potential medicinal properties of many other bioactive compounds in the plant have yet to be fully 

understood. In this study, non-piperine compounds were isolated through Silica (silica gel G 100-200 

mesh size) column fractionation and subjected to antimicrobial screening against various bacteria, 

including acid-fast myco bacteria. The fractions showed significant activity against mycobacterial species 

but not against gram-positive and gram-negative bacteria. The minimum inhibitory concentration (MIC) 

of active fractions and crude extract were determined using micro-broth dilution assay and compared 

with that of the control drug isoniazid (INH). The MIC values of the most active fraction (fraction 7) was 

found to be 125 µg/ml for Mycobacterium fortuitum (M. fortuitum) and 62.5 µg/ml for both 

Mycobacterium phlei (M. phlei) and Mycobacterium smegmatis (M. smegmatis) which were significantly 

lower in comparison to that of crude extract. The active fraction was analysed through Gas 

chromatography-mass spectrometry (GC-MS) to identify the potential compound/s. Three compounds 

were detected through GCMS 1. DMSO (RT: 3.66), 2. τ –muurolol (RT: 9.81), and 3. Piperine (RT 25.70 

and 25.82). Thus, the current study draws a conclusion about the potential medicinal use of non-piperine 

compounds having anti-mycobacterial activity and supports target validation experiments further to ease 

drug optimization.  
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INTRODUCTION 

 
Human infections, particularly those involving microorganisms (i.e., bacteria, fungi and viruses), cause serious 

infections in tropical and subtropical countries worldwide [1]. The Numerous factors contribute to the development 

of antimicrobial resistance i.e. frequent and inappropriate use of antibiotics, their use as growth promoters in animal 

feed and increased trans boundary movement [2]. Animals and humans have struggled with antibiotic resistance for 

a very long time [3]. The emergence of antibiotic-resistant bacteria, as a result of the antibiotic’s demise as a potent 

medical tool, is worsening with time [4]. As antibiotics lose effectiveness, more  number of  infections caused by 

microorganisms, such as pneumonia, tuberculosis, blood poisoning, gonorrhea and food borne diseases are 

becoming more difficult and occasionally impossible to treat [5]. Therefore, it is critical to invent new medication/s  

to treat such infectious diseases [6]. The antimicrobial properties of natural products have become an interest among 

researchers to search for alternatives to combat the rising global antimicrobial resistance problems [7]. Traditionally, 

crude extracts of different parts of medicinal plants, including roots, stems, flowers, fruits and twigs have been 

widely used for the treatment of various human diseases [8]. According to the World Health Organization, 75% of 

the world’s population still relies on plant-based medicines [9]. Medicinal plants contain several phyto chemicals 

such as flavonoids, alkaloids, tannins and terpenoids, which possess antimicrobial and antioxidant properties [10].  

 

India is habitat of 45000 different plant species, of which 3000 plants are officially documented with medicinal 

properties in various literature. More than 6000 plants are used by traditional practitioners from ethnographical 

knowledge for various disease  in India [11], [12]. Piper nigrum  (P. nigrum) since ages considered the ‚king of 

spices‛ because of its massive trade share in the global market [13]. P. nigrum is commonly known as Kali Mirch in 

Urdu and Hindi, Pippali in Sanskrit, Milaguin in Tamil and Peppercorn, White pepper, Green pepper, Black pepper 

and Madagascar pepper in English [14]. P. nigrum belongs to Piperaceae family and known for its characteristic 

pungent smell due to the presence of a major alkaloid compound piperine (1-peperoyl piperidine).  The plant is 

cultivated in many tropical countries like Brazil, India and Indonesia. The plant of Black Pepper is a perennial, 

woody, aromatic and climber that grows up to an average height of 50-60 cm [15]. Leaves are simple and alternate 

with variable leaf length, breadth and petiole properties [14]. In the Indian subcontinent flowering in black pepper 

Human infections, particularly those involving microorganisms (i.e., bacteria, fungi and viruses), cause serious 

infections in tropical and subtropical countries worldwide [1]. The Numerous factors contribute to the development 

of antimicrobial resistance i.e. frequent and inappropriate use of antibiotics, their use as growth promoters in animal 

feed and increased trans boundary movement [2].  

 

Animals and humans have struggled with antibiotic resistance for a very long time [3]. The emergence of antibiotic-

resistant bacteria, as a result of the antibiotic’s demise as a potent medical tool, is worsening with time [4]. As 

antibiotics lose effectiveness, more  number of  infections caused by microorganisms, such as pneumonia, 

tuberculosis, blood poisoning, gonorrhea and foodborne diseases are becoming more difficult and occasionally 

impossible to treat [5]. Therefore, it is critical to invent new medication/s  to treat such infectious diseases [6]. The 

antimicrobial properties of natural products have become an interest among researchers to search for alternatives to 

combat the rising global antimicrobial resistance problems [7]. Traditionally, crude extracts of different parts of 

medicinal plants, including roots, stems, flowers, fruits and twigs have been widely used for the treatment of various 

human diseases [8]. According to the World Health Organization, 75% of the world’s population still relies on plant-

based medicines [9]. Medicinal plants contain several phytochemicals such as flavonoids, alkaloids, tannins and 

terpenoids, which possess antimicrobial and antioxidant properties [10]. India is habitat of 45000 different plant 

species, of which 3000 plants are officially documented with medicinal properties in various literature. More than 

6000 plants are used by traditional practitioners from ethnographical knowledge for various disease  in India [11], 

[12]. Piper nigrum  (P. nigrum) since ages considered the ‚king of spices‛ because of its massive trade share in the 
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global market [13]. P. nigrum is commonly known as Kali Mirch in Urdu and Hindi, Pippali in Sanskrit, Milaguin in 

Tamil and Peppercorn, White pepper, Green pepper, Black pepper and Madagascar pepper in English [14]. P. nigrum 

belongs to Piperaceae family and known for its characteristic pungent smell due to the presence of a major alkaloid 

compound piperine (1-peperoyl piperidine).  The plant is cultivated in many tropical countries like Brazil, India and 

Indonesia. The plant of Black Pepper is a perennial, woody, aromatic and climber that grows up to an average height 

of 50-60 cm [15]. Leaves are simple and alternate with variable leaf length, breadth and petiole properties [14]. In the 

Indian subcontinent flowering in black pepper is observed once is 2–3 years during the monsoon [16]. Black pepper 

provides essential flavours to food and, has proven  applications in traditional medicine, perfumery and food 

industry [17]. The various reports proved the anti-hypertensive, anti-platelet [18], antioxidant, antitumor [19], anti-

asthmatics [20], anti-pyretic, analgesic, anti-inflammatory, anti-diarrheal, anti-spasmodic, anxiolytic antidepressant 

[21], hepato-protective [22], immuno-modulatory, anti-bacterial, anti-fungal, anti-thyroids, anti-apoptotic, anti-

metastatic, anti-mutagenic, anti-spermatogenic, anti-Colon toxin, insecticidal and larvicidal activities, etc. [14] of p. 

nigrum. The chemical diversity found in natural products in the form of many secondary metabolites offers a vast 

potential for new drug development. With a growing demand for chemical diversity in drug screening, there is 

increased interest in using edible plants as sources for therapeutic drugs. Botanicals and herbal preparations used for 

medicinal purposes contain a variety of bioactive compounds. The present study involves the isolation of the 

antimicrobial non-piperine coumpound/s from P. nigrum using gravity column chromatography and testing its 

antibacterial activity against acid-fast bacteria (M. phlei, M. fortuitum, and M. smegmatis), Gram-negative bacteria 

(E. coli and K. pneumoniae), and Gram-positive bacteria (M. luteus and S. aureus). The active ingredients were 

identified using GC MS.  

 

METHOD 
 

Test Microorganisms 

Clinically isolated pathogenic Gram-negative bacteria (E. coli and K. pneumonia) Gram-positive bacteria (M. luteus, 

and S. aureus) and acid-fast bacteria (M. phlei -MTCC 1724, M. fortuitum - MTCC 1902 and M. smegmatis -MC2 155) 

are used for bioguided antimicrobial assay. 

 

Plant materials 

Mature seeds of P. nigrum were purchased from the local market from Anand, Gujarat, India. The purchased seeds 

were carefully segregated and damaged seeds were removed. Only intact seeds were washed under running tap 

water and dried for 2-4 days in oven. 

 

Plant Extract preparation  

Dried Seeds of P. nigrum were crushed to fine powder in a mixer grinder and 100 g powder was soaked in 500 ml of 

acetone (SRL AR grade, Cat no 15168) for 24 h at 37 °C in a shaker incubator at 150 rpm.  After 24 hr the extract was 

filtered using Whatman filter paper (No.1), concentrated in vacuum under reduced pressure using a rotary flask 

evaporator and dried in a desiccator. The dried extract was stored in sterile glass bottles at -20 °C until use.  

 

Silica Column Chromatography  

Column chromatography was performed on a Glass column (2 × 40 cm) using the wet method. The column was 

packed with 50 g of silica gel G (100-200 mesh size) slurry prepared in 300 ml n-hexane and eluted n-hexane was 

flowed through the column until the silica gel in packed properly. The sample was loaded onto the column by 

dissolving 3 g of the dried extract in n-hexane and mixing it with 10 g of dry silica gel G until a homogenous dried 

mixture is formed. The compounds were eluted with step gradient of n-hexane and ethyl acetate (100:0 – 0:100, 5% 

polarity increment). A total of 21 fractions of 50 ml each, were collected in the cleaned glass tube and labelled from 1 

to 21. The fractions were concentrated using a rotary flask evaporator and dried in a desiccator. Fractions 1, 2, 3, 4, 

and 5 were discarded because there was no visible dried material. Two Thin layer chromatography (TLC) was 

performed for silica column fractions of acetone extract of P. nigrum seed. First TLC was performed for fractions 6 to 
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21 (except fraction 13) along with beta-caryophyllene oxide (sesquiter penoid) standard and crude extract, using n-

hexane: ethyl acetate (2:1) as mobile phase. The resulting plate was observed under UV-254 nm light and treated 

with vanillin-H2SO4 indicator reagent for visualization (Jiang et al. 2016). The second TLC was performed for 

fractions 6 to 21 along with piperine standard and crude extract using a mobile phase of n-hexane: ethyl acetate (2:1) 

and the resulting plate was viewed under UV-254 nm light.  

 

Antimicrobial Screening 

Disc diffusion assay 

The disc diffusion method of Barry and Thorns berry was followed with some modifications  to screen the 

antibacterial activity of different extracts [23]. In this experiment, Gram-positive and Gram-negative bacteria 

were grown on Mueller-Hilton Agar (MHA) and acid-fast bacteria were grown on Middle brook 7H9 agar media 

containing 5% oleic acid, albumin, dextrose and catalase (OADC) supplements. To perform the antibacterial test, 

agar plates were seeded with 0.5 McFarland standards bacterial suspension. The dried crude extracts, fractions 5 to 9 

and piperine were dissolved in dimethyl sulfoxide (DMSO) at 100 mg/ml and 2 mg was applied on sterile paper 

disks separately.  Isoniazid (INH) (10 µg/disc) was used as a positive control for acid-fast bacteria and Streptomycin 

(STM) (10 µg/disc) for Gram-negative and Gram-positive bacteria. DMSO (SRL, Cat No 28580) (20 µl) was used as 

the solvent control on separate discs. The plates were incubated at 37 °C overnight for K. pneumoniae, E. coli, 

M. luteus, and S. aureus , two days for M. smegmatis, three days for M. fortuitum and five days for M. phlei. After 

incubation, the zone of inhibition was measured in millimeters (mm) to calculate the efficacy of different loads.  

 

Minimum inhibitory concentrations (MIC)  

Based on primary antibacterial screening, P. nigrum crude extract and fraction 7 were selected for MIC determination 

against the acid-fast bacteria M. phlei, M. fortuitum, and M. smegmatis. The MIC was evaluated using the micro-

broth dilution method as described by Taneja et al. with some modifications [24]. Briefly, the bacterial culture was 

diluted in Middlebrook 7H9 broth base (containing 5% albumins, dextrose, and catalase (ADC) supplements) to 

approximately 1×106 CFU/ml. In a sterile 96-well plate, a two-fold dilution of crude extract and fraction 7 was 

prepared from 2000 µg/ml to 15.6 µg/ml in Middlebrook 7H9 broth base containing 5% ADC supplements. The wells 

were filled with 100µl of the diluted bacterial suspension. The plates were incubated at 37 °C for two days for M. 

smegmatis, three days for M. fortuitum, and five days for M. phlei. Next, 0.02% resazurin was added to all wells after 

the respective incubation period and the plates were incubated for 4 h to visualize colour change (blue to pink). INH 

was used as positive control and DMSO was used as the solvent control. The minimum inhibitory concentration 

range was determined based on the colour changes observed due to differential cell viability [24]. 

 

GC-MS Analysis  

GC-MS analysis of fraction 7 was performed at the Central Instrumentation Laboratory/SAIF, Panjab University, 

Chandigarh on Thermo Scientific TSQ 8000 Gas Chromatograph - Mass Spectrometer equipped with Flame 

Ionization Detector (FID) and an Electron Capture Detector (ECD). To process the sample, 100 mg/ml of extract was 

diluted to 1 mg/ml in methanol and filtered through a 0.2 µm syringe filter. One micro liter of the sample was 

injected, the injection temperature was 250 °C, helium gas was used as a mobile system, at a flow rate of 1 ml/minute, 

the column temperature was maintained at 400 °C, and the ion source type was an EI source programmable to 350 

°C. The sample was run for 25.47 minutes and individual compounds were identified by comparing fragmentation 

patterns from the NIST library.  

 

RESULTS AND DISCUSSION 
 
Silica column fractionation  

Silica column fractionation of acetone extract of P. nigrum seed extract was done with step gradient of n-hexane - 

ethyl acetate with 5% polarity increment. Two Thin layer chromatography (TLC) were run to observe the different 

compound/s in different fractions. One TLC plate was observed under UV to confirm the presence of UV active 
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compound/s (Fig 1a) and the same plate was developed with vanillin-H2SO4 later (Fig 1b). TLC analysis of fractions 

indicates the presence of some terpenoids/lipid (non-polar) compounds in fraction number 6 - 11 when developed 

with vanillin-H2SO4 spray (Fig. 1b). By comparing the Fig 1a and 1b it is evident that certain compounds remained 

undetectable under 254 nm  but showed up when developed with vanillin-H2SO4 as shown by others (Fraction 6-8, 

Lane 1-3 Fig 1a and 1b) [25]. Higher mobility of bands visible in vanillin-H2SO4 suggests low polarity of those 

molecules seen in fraction no 6-11 as initial solvent used for fractionation as well as the mobile phase used in TLC 

had low polarity [25].  Presence of piperine in later fractions (fraction 12-18 in Fig 1a and Fig 1b, fraction in 12-18 Fig. 

S1) is seen and can be confirmed with crude extract major band (Fig 1a, 1b, Fig S1) as indicated in figures. Based on 

TLC analysis of fractions to minimize the likelihood of selecting a fraction containing piperine, fractions 6 through 

10, were chosen for subsequent analysis. It has been suggested that piperine enhances the effect of many antibiotics 

and in combination of other molecules also it may show the antimyco bacterial activity [26]–[29]. As we were 

convinced that the activity is not due to piperine or combination we chose the sample based on TLC profile which 

does not show the presence of it. Still there are confusion about activity of piperine against mycobacterium and later 

we have dwelled in to it in detail in this paper. The Sequiterpenes and terpenes are not visible in UV but suggested 

to be visible with vanillin and appear as violet band the same is seen in fig 1b fig S1 [25]. 

 

Antimicrobial screening  

Piperine is a principal constituent of piperacaea family members and has many biological applications even in 

modern medicine [26]–[29]. In addition to piperine, P. nigrum seeds are a significant source of many other secondary 

metabolites with therapeutic values, including Germacrene D, α-Humulene, Caryophyllene, Eugenol, Linalool, 

caryophyllene oxide, β-Selinene, α-Pinene, α-Thujene, Camphene, β-Pinene, β-Myrcene, 3-Carene and many others 

[30]. In the current study fractionation of acetone extract of P. nigrum seeds was done with silica gravity column 

chromatography and fraction 6 to 9 (100% hexane : 0% ethyl acetate to 70% hexane: 30% ethyl acetate with 5% 

polarity increment) were screened for antibacterial potency against M. phlei, M. fortuitum, and M. smegmatis, clinically 

isolated Gram- positive M. luteus and S. aureus, clinically isolated Gram-negative bacteria K. pneumoniae and E. coli, 

using  disc diffusion assay and resazurine based cell viability assay.  The crude extract of P. nigrum seeds and 

piperine were also used for antibacterial screening. The results of disc diffusion are shown in Fig. 2 and Table 1. 

According to the antibacterial activity results, all fractions and crude extracts were capable of suppressing microbial 

growth with varying potency against acid fast bacteria tested. All selected fractions were active against acid-fast 

bacteria and the inhibitory zone was found to be maximum in fraction number 7 (70% Hexane: 30% ethyl acetate). 

 

 In contrast to the other fractions, fraction 7 had significant antibacterial activity against the selected bacteria and 

formed a zone of inhibition ranging from 24 mm to 8 mm (Fig 2, Disc F). The above observation suggests Fraction 7 

had a higher concentration of antibacterial compounds than the other fractions. Similarly, crude extract of P. nigrum 

inhibited selected Gram-positive, Gram-negative, and acid- fast bacteria, forming a 17 mm to 8 mm zone of 

inhibition (Fig 2, Disc B). In terms of antimicrobial activity, these results are consistent with previous antimicrobial 

screening of P. nigrum extracts against pathogenic bacteria [31]. Standard Piperine was unable to inhibit the growth 

of all selected bacteria except M. fortuitum (acid-fast bacteria) that form 8 mm inhibition zone (Fig 2, Disc C) and we 

did not find the relevant report anywhere else reporting the effect of piperine on M. fortuitum in comparison to other 

mycobacterium we are first one to report it. The positive control INH formed a 30 mm to16 mm inhibition zone 

against acid-fast bacteria (Fig 2, Disc a) and STM formed a 32 mm-16 mm inhibition zone against Gram-positive (Fig 

2, Disc A) and Gram-negative bacteria (Fig 2, Disc A). The solvent control (DMSO) did not exhibit any visible growth 

inhibition zones (Fig 2, Disc D). The possible reason for differential sensitivity of selected bacterial groups to 

fractions and crude extracts could be due to differences in membrane thickness and molecular composition of the 

cellular target [32]. The zone of inhibition was larger in all mycobacterium compared to other gram negative and 

gram-positive bacteria suggesting the specific action of the isolated compound on mycobacterium.  

 

This also suggests the specificity of cellular target in mycobacteria having different and unique composition compared 

to other microbes. Based on the results of the primary antimicrobial analysis, the minimum inhibitory concentration 

of fraction 7 and the crude extract was determined against acid-fast bacteria using micro-broth dilution assay (Fig. 3). 
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Fraction 7 inhibited the growth of selected Mycobacterium sp. with an MIC value of 125 µg/ml for M. fortuitum, and 

62.5 µg/ml for M. smegmatis and M. phlei. However, the crude extract required a higher concentration than Fraction 

7 to inhibit the growth of Mycobacterium sp. i.e.1000 µg/ml for M. Phlei, 250 µg/ml for M. smegmatis, and M. 

fortuitum. This represents the purification of the active compound in isolated fraction if it is the lone component 

responsible for the activity. The MIC value of INH for selected bacteria obtained in the previously defined range: 1 

µg/ml for M. fortuitum and 0.5 µg/ml for M. smegmatis and M. Phlei [33]. The MIC results correlated with the 

broader zone of inhibition, which directly corresponded to a smaller MIC [34]. In other words, a large diameter of the 

zone of inhibition in the disc diffusion assay would exhibit a lower MIC . Because fraction 7 and piperine displayed 

distinct antibacterial activity and Many have reported the antimycobacterial activity of piper nigrum crude extract 

but without any solid proof of single compound that motivated us to to identify the active compound/s using mass 

spectrometry. 

 

GC-MS analysis 

The GC-MS analysis of fraction 7 of the acetone extract of P. nigrum seeds identified compounds based on their GC 

retention times relative to known compounds and their mass spectra against those in the NIST library. The 

chromatogram (Fig. 4) and mass spectra (Fig. 5) of the GC-MS analysis are shown in the figure. The retention times, 

area percentages, and peak heights are depicted in Table 2. GC-MS analysis confirmed the presence of two major 

compounds, τ-muurolol and piperine in fraction 7. There was a very strong DMSO peak in the GC-MS 

chromatogram, possibly due to sample processing during GC-MS analysis.  τ-muurolol is a sesquiter 

penoids compounds, and previous studies have confirmed its presence in P. nigrum seed extracts and many 

other plants [35]–[38].  Terpenoids are naturally lipophilic, making them potential antibacterial agents, therefore, τ-

muurolol may be responsible for the antibacterial activity of fraction 7[39]. This statement was supported by a 

previous study that reported the antifungal activity of the essential oil of Calocedrus macrolepis var. formosana 

florin leaf, which showed the presence of τ-muurolol using GC-MS analysis [40]. De Souza, et al., reported the 

trypanocidal activity of Brazilian Caatinga plants and demonstrated the presence of α-muurolol [41].  The 

antimicrobial potency of various terpenoid compounds has also been observed in different studies on different 

bacterial species [42]. However, piperine is the principal component of Piper species, and its content varies from 

plant to plant such as 1.7-7.4% P. nigrum, 0.95-1.32% Piper cubeba, 0.23-1.1% Piper guineense, 0.03% Piper 

longum, and 2.75% in Piper sarmentosum [28]. P. nigrum contains a high concentration of piperine. Therefore, the 

eluent can be contaminated with piperine during column chromatography, and GC-MS is a highly sensitive 

technique for detecting small quantities of natural compounds [43]. 

 

CONCLUSION  

 
Based on the current study, fraction 7 and the crude extract of P. nigrum seeds have significant antibacterial activity 

against acid-fast, Gram-positive, and Gram-negative bacteria. The test bacterial groups showed the following order 

of susceptibility to fraction 7 and the crude extract: acid-fast >Gram-negative>Gram-positive. However, the standard 

piperine did not show antibacterial activity against most of the selected bacteria. The GC-MS analysis of fraction 7 

confirmed the presence of τ-muurolol, a sesquiter penoid. Possibly identified compounds made fraction 7 

antibacterial; however, they were contaminated with piperine in this fraction. To remove piperine from the active 

fraction, further purification is required to identify a potential therapeutic agent against bacterial infection. 

According to the above study, this compound could be a potential antibacterial (antitubercular) drug lead against 

Mycobacterium species. 
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Table 1 Primary antibacterial screening of plant extract and fractions with disc diffusion assay *NS:Not screened, 

*NZI: No Zone of Inhibition 

 Bacteria 

Test M. smegmatis M. phlei 
M. 

fortuitum 
S. aureus M.  luteus K. pneumoniae E. coli 

Frac6 14 8 10 NS NS NS NS 

Frac7 23 24 20 NZI 8 10 NZI 

Frac8 16 16 12 NS NS NS NS 

Frac9 16 8 8 NS NS NS NS 

Frac10 16 12 NZI NS NS NS NS 

Crude Extract 8 8 17 NZI 8 10 NZI 

Piperine NZI NZI 8 NZI NZI NZI NZI 

Antibiotic control 30 24 16 21 32 24 16 

DMSO NZI       

 

Table 2 GC-MS profile of anti-microbial active fraction (fraction 7) of acetone extract of P. nigrum seed 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

Retention time Area (%) Compounds Molecular Formula Cas No. 

3.66 88.23 DMSO C2H6OS 67-68-5 

9.81 1.27 τ-Muurolol C15H26O 19912-62-0 

25.70 5.01 Piperine C17H19NO3 94-62-2 

25.82 5.49 Piperine C17H19NO3 94-62-2 
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Fig 1: TLC analysis of lane 1 to 15 is fractions 6 to 21 

(except fraction 13) of the acetone extract of P. nigrum 

seed along with lane 16 is beta-caryophyllene oxide 

(sesquiterpenoid) standard and lane 17 is crude extract. 

The plate was developed using a mobile phase of n-

hexane: ethyl acetate (2:1), and then observed under 

UV-254 nm light (A) and treated with the vanillin-

H2SO4 solution (B) for visualization. 

Fig 2: Antimicrobial activity of acetone extract of P. 

nigrum seeds, crude (B), piperine standard (C), and 

fraction 7 (F7) of P. nigrum seeds, performed with disc 

diffusion assay against acid-fast bacteria, M. phlei, M. 

fortuitum, and M. smegmatis, Gram-positive bacteria S. 

aureus, and M. luteus and Gram-negative bacteria K. 

pneumoniae and E. coli. Streptomycin disc (10 μg/disc) 

(A) was used as a positive control for Gram-positive 

and Gram-negative bacteria and isoniazid disc (10 

μg/disc) (a) for acid-fast bacteria. DMSO (D) was used 

as solvent control. 

 
 

Fig 3: Determination of minimum inhibitory 

concentrations (MIC) (in μg/ml) of acetone extract of P. 

nigrum seed and fraction 7 of acetone extract of P. 

nigrum seed, against three acid-fast bacteria namely M. 

smegmatis, M. phlei, and M. fortuitum, determined 

with micro- broth dilution assay. Fraction 7 shows the 

potential anti-Mycobacterium activity as compared to 

the crude extract of P. nigrum seed. Isoniazid was used 

as a positive control, which has a MIC value of 1 μg/ml 

for M. fortuitum and 0.5 μg/ml for M. smegmatis and 

M. Phlei. 

Fig 4: GC-MS Chromatogram of the antimicrobial 

active fraction (fraction 7) of acetone extract of P. 

nigrum seed. The chromatogram shows four major 

peaks at different retention times, which are 

responsible for DMSO (RT: 3.66), τ –muurolol (RT: 

9.81), and piperine (RT 25.70 and 25.82). 

 
Fig 5: GC-MS spectrum of different identified compounds of the antimicrobial active fraction (fraction 7) of 

acetone extract of P. nigrum seed. 
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India is quickly becoming a powerful economic force in the world, supporting urban growth by 

attracting investment and development from other nations. Thus, while the economy may have grown as 

a result of urbanization, its effects are now being felt in many of the main cities, which are dealing with 

problems with air quality, traffic congestion, increased accident rates, the growth of slums, etc. 

Sustainable techniques are essential to addressing these issues while preserving the economy. India's 

urban population increased at a rate of around 32% over the previous ten years. The industrial city of 

Vapi & Silvassa is expanding quickly. 7.37 lakh people, including those who are floaters, make up the 

current population. Since the earliest major human settlements, traffic and urban communities have 

coexisted, compelling people to assemble in huge urban areas and resulting in the requirement for urban 

mobility. This report discusses Vapi & Silvassa's traffic characteristics, road network, and various vehicle 

growth and composition while keeping in mind the current situation. Additionally, give the roads 

amenities like marking, roadside vegetation, signboards, etc. This research focuses on public transport 

planning for Silvassa City and Vapi GIDC's holistic strategy to ensuring higher levels of civic service. 

This study sheds some light on the public transportation design factors that public transit chose, such as 

road length, traffic composition, and trip purpose trip length. This thesis examines a planning proposal 

for the construction of road infrastructure along the Vapi-Silvassa Corridor. 
 

Keywords: Easy Mobility, Sustainable Road Infrastructure, Corridor, Urbanization, Economic 
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INTRODUCTION 

 
Urban design is a combination of science and art. It spans a wide range of subjects and brings them all under one 

roof. The organization of all aspects of a town or other urban environment is the most basic definition of urban 

planning. In short, in Urban Planning, thinks about all the elements that make up a town. Urban planning is a new 

concept for development. Before urban planning concept, the cities were developed around the major resource 

available. After that the concept of urban planning came into existence which help to grow a city in systematic, 

convenient manner. The goal is to give individuals with a healthier, more sustainable way of living. The road 

network plays an important role in the growth of a city. The ease of mobilization will contribute to cost savings, time 

savings, and a better way of life. In the relentless pursuit of economic growth and societal progress, the development 

of a robust and efficient transportation infrastructure stands as a cornerstone. Amongst the various modes of 

transportation, roads emerge as vital arteries, connecting communities, fostering trade, and catalyzing regional 

development. The evolution of road networks is a dynamic process that mirrors the aspirations of a society keen on 

enhancing connectivity, accessibility, and overall quality of life. It becomes evident that road development is not 

merely about laying asphalt and concrete; rather, it encompasses a multidimensional approach involving meticulous 

planning, engineering precision, environmental considerations, and socioeconomic impact assessments. A well-

designed and maintained road network not only facilitates smooth vehicular movement but also serves as a catalyst 

for economic development by reducing transportation costs, enhancing market accessibility, and promoting tourism. 

Public transport is inherently more environmentally friendly than individual car travel. Mass transit options 

typically have lower carbon footprints per passenger, contributing to reduced air pollution, lower greenhouse gas 

emissions, and a more sustainable approach to urban mobility. Figure 1 shows, road infrastructure facilities. When 

planning a road improvement project, creative thinking should be used to take the environment, socioeconomic 

development, and technical requirements into account. In many big towns, unplanned developments and 

insufficient mitigation measures are the main sources of traffic congestion.  

Indian roads,  

1. Contributes about 5 % to the GDP.  

2. India has the second largest road network in the world.  

3. Road density in terms of population – only 2.75 km per 1,000 people compared to the world average of 6.7  

4. 15 % road network carries 80 % traffic –  

5. National highways, comprising about only 2 % of length, carries 40 % of the total traffic  

6. State roads, comprising 18 % of length, carries 40 % of the traffic 

 

OBJECTIVE 

 
The objectives are to study existing road infrastructure for Vapi – Silvassa Corridor, and to identify & analysis the 

condition of road infrastructure facilities for Vapi – Silvassa Corridor and to recommend road infrastructure facilities 

for Vapi – Silvassa Corridor. Scope of the study is limited to the roadside development of Vapi – Silvassa Corridor 

for 34.2 Km length.  

STUDY AREA PROFILE  

Vapi 

Vapi is a city and municipality in Valsad district in the state of Gujarat, India. Located in close proximity to the banks 

of the Daman Ganga River, approximately 28 km to the south of the district headquarters in Valsad city, it is 

bordered by the Union Territory of Dadra and Nagar Haveli and Daman and Diu. Vapi is about 22.44 km².The NH 

48 bisects the Vapi city seen in Figure 14. The town's original location is situated in the western part, while the 

eastern section primarily comprises industrial zones and newer residential areas. Mumbai lies approximately 180 km 

to the south, and Surat is positioned around 120 km to the north. To the west, at a distance of about 7 km, is the 

Arabian Sea, marking the delta of the Daman ganga River.Vapi experiences a tropical climate with three distinct 

seasons: winter, summer, and monsoon. Annual rainfall ranges from 100 to 120 inches. The town is traversed by 
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several rivers, including Dhobikhadi, Bhilkhadi, Kolak, and Damanganga, contributing to its geographical richness 

and water resources. Figure 3 shows the demographic growth of Vapi City. Vapi serves as a prominent industrial 

hub, particularly in the sectors of chemicals, textiles, and paper & pulp industries. Since the 1980s, substantial 

investments and employment opportunities have been generated in the district, with textiles and chemicals 

emerging as the major driving forces. Notably, Vapi is home to one of Asia's largest Common Effluent Treatment 

Plants (CETP), owned by Vapi Waste & Effluent Management Company and promoted by the Vapi Industrial 

Association. This CETP plays a crucial role in managing and treating industrial waste efficiently, contributing to 

environmental sustainability and responsible industrial practices in the region. 

 

Silvassa 

Capital of the union territory of Dadra and Nagar Haveli, Silvassa lies between Gujarat and Maharashtra. Silvassa 

comprised 72 villages and was ruled by the Marathas till 1779.It is well-connected by road with important urban 

centers like Mumbai & Surat by NH-48 and in Vapi by SH-185. It is equipped with smart city electric buses runs to 

Daman through Vapi. The nearest railway station is Vapi railway station which is around 19 Km from Silvassa. The 

nearest airport is Surat International Airport which is 138 Km. Silvassa is about 17.17 km². Forest areas cover a 

significant expanse of 203.21 sq km, constituting approximately 41.4 percent of the total area of Dadra and Nagar 

Haveli, as outlined in the proposed Regional Plan 2021. Within this, 92.00 sq km is specifically designated as Wildlife 

Sanctuary Area. The distribution of these forests is concentrated in the north-eastern, eastern, and south-eastern 

parts of the region, characterized by a tropical moist deciduous type. Majority of the land (45.9%) is used for 

agricultural purposes. Industrial area uses around 5.37% of land which is very high growth in industrial areas. It also 

has a reservoir Dudhni lake where Madhuban Dam is constructed which is included in 8.36% of water body areas, 

which fulfills the water needs of the city. Due to rapid industrialization and drastically growth in tourism a growth 

in residential areas can also be witnessed, with development of road networks. In the outlying districts of Silvassa, 

industrialization is expanding quickly. The population of migrants has quickly expanded as a result of 

industrialization as Nearly every third family in Silvassa has immigrated from somewhere else, according to research 

in the subject of migrants. According to research on the migrant population, most of the employees come from states 

like Orissa, A.P., M.P., U.P., and Kerala. 

 

DATA COLLECTION AND ANALYSIS 
With the increase in population of the city there is also development in road network of the city. The new ring road 

eliminate the heavy vehicle traffic in the city areas. Length of different roads are given in Table 1 As data presented 

in Figure 5, it is clearly seen that 53% of road trips are generated due to people travelling for work purpose, 26% for 

travelling activities like tourism. Business and commercial contributes 10% which includes commercial vehicles. 

Figure 6 shows the volume of types of vehicles, as it can be seen that majority of the traffic volume is of two vehicles, 

then followed by auto rickshaws majority of the daily commuter’s uses these two modes for travelling. Only 1% of 

public transport is used which is very less for a city where daily commuters are more. 

Here are some Issue and Challenges faced on this corridor 

1. Congestion Junctions 

• Vapi Char Rasta 

• Dadra 

• Rakholi 

• Zanda Chowk 

• Chanod Colony 

2. Road Side Encroachment 

3. Haphazard Parking 

 

It can be seen from Figure 7 that after 2018 there is exponential increase in accidents rates, this is due to increase in 

vehicular traffic and lack of safety. 
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RECOMMENDATIONS  

The GIDC areas caters to very heavy traffic due to industries, mainly due to transport. It being major transport link 

for industrial laborers carries a varied traffic composition. Because of the textile industries maximum traffic is 

categorized pedestrian as well as bicycles and so for efficient movement of pedestrian and bicycle traffic, separate 

footpath and cycle track is recommendable which ideally creates a buffer between slow moving traffic and fast-

moving traffic, thereby benefiting both. Commercial development on the roadside mainly comprises of some 

automobile shops, timber marts, provision in D.P. 2004. This is based on the primary observation of the temporary 

nature of encroachment. Textile industries and local shops which generate traffic of heavy vehicles often requiring 

loading and unloading exercises. These being time consuming create temporary parking scenario reducing 

carriageway width. Also, maximum traffic is catered by rickshaws, which have a frequent sudden stopping feature 

hindering the smooth flow. In such cases a service lane throughout the road will serve the purpose of efficiency. The 

available width for the purpose of design is adopted as 45.00 mt. looking at the existing encroachment despite of 

60.00 mt. wide road. The availability of width on road, without any obligation can boost up the execution of any 

programmed. Here, because of temporary encroachments one can easily possess the entire required width of the 

road and do the needful without wasting any time on any type of disagreement. Contrary to this, in other cases 

illegal encroachment are creating nuisance and tend to slow down the process of development program by 

increasing cases of conflicts and taking the whole system in litigation. 

 

PLANNING PROPOSAL 

Following are the elements that can be developed for easy, sustainable, time/cost saving mobility between two rapid 

developing cities, 

• Lane Allocation 

• Cycle Infrastructure 

• Parking Lane/Street Parking Foot over Bridge 

• Pavement Material 

• Street Light Designs 

• Roadside Plantations 

• Public Bus Transportation/BRTS 

Proposed C/S of 45mt. Road 

The street design guidelines based 45 mt. road cross section. This distance based on IRC. It is 6 lane road with Street 

parking and NMV track. Here BRTS lane is provided in center. And Street light provided on side of the road  as seen 

in figure 8 

 

Proposed C/S of 45mt. Road without BRTS 

The street design guidelines based 45 mt. road cross section. This distance based on IRC. Also provided to 3m 

footpath. and Street light provided on side of the road can be seen in Figure 9. 

 

Proposed C/S of 30mt. Road 

The street design guidelines based 30 mt. road cross section. This width is based on IRC. It is a 4 lane road with Street 

parking. BRTS lane is in center. and Street light provided on side of the road can be seen in Figure 10. 

 

Features of road  

In Figure 11, there are three motorized lane for mix traffic, 10.50 mt. wide for each direction of travel. 1.00 mt. wide 

central median is provided for separate the road. At outer both side of road 1.50 mt wide footpath is provided for 

pedestrian movement. A cycle track 2.0 mt. wide will run adjacent to the mix traffic lane segregated by a 3.50 mt. 

divider. An activity area of 2.50 mt. wide for the public utilities like bus stop.3.50mt footpath with use of bus stop 

and public utilities and also give space of 2.50 mt. street parking.Figure 12 shows model of Vapi Char rasta to Dadra 

Road. 
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Features of road 

From Figure 13 it is seen that in this section, 

• Two motorized lane for mix traffic, 7.50 mt. wide for each direction of travel.  

• 0.30 mt. wide central median is provided for separate the road. 

• At outer both side of road 1.70 mt wide footpath is provided for pedestrian movement. 

• Available width for BRTS lane 3.3mt 

• BRTS station is 4 mt.  

• Available width for carrying vehicle traffic: 14.00 mt.  

• The proposed alternative cross section of road is draw in figure44.  

• A 3D model for same cross section has been prepared using Revit in Figure 14. 

CONCLUSION 
 

A proper study can be generated to know the exact timings and scheduling of the nearby industries to practice the 

work-hour staggering in order to harmonize the existing flow conditions. Proper signal timings and phases are to be 

calculated for major intersection to minimize delay and to maximize intersection capacity. For signal planning solar 

system should be used for energy saving purpose. Good quality of road construction most requisite for safe, free and 

comfortably movement. Pavement should be designed considering soil characteristic and other all technical 

measures. Technical measures including Traffic Regulation, Traffic Control, Traffic Management, Safety Measure etc. 

should be taken care for road and surrounding linkages. Enforcement of urban design through landscaping, Paving 

materials, street furniture and hoardings creating an aesthetic. The escalating levels of pollution in Indian urban 

areas are a cause for concern. A substantial portion of the population in a typical Indian city relies on walking, with 

an almost equal percentage combining walking and bus commuting. Regrettably, civic bodies and governments 

often neglect this demographic in their planning strategies, with most policies predominantly favoring car-centric 

solutions. It is imperative to introduce legislation mandating that pedestrians be accorded priority in all city 

development projects. In the realm of transportation infrastructure, it is crucial to acknowledge and accommodate 

the diverse modes of mobility embraced by the Indian populace. A considerable number of citizens rely on walking 

and public buses for their daily commute. Hence, any comprehensive urban development strategy must encompass 

the needs of these pedestrians, ensuring their safety, convenience, and priority in the overall transportation 

framework. Vehicles demand not only space for seamless movement but also designated areas for parking. Parking 

management is a critical aspect of urban planning, necessitating thoughtful strategies to address the rising demand 

for parking spaces. As cities expand and the number of vehicles continues to surge, efficient and well-designed 

parking solutions become imperative to alleviate congestion and enhance the overall urban experience. Similarly, the 

strategic placement of road signs is vital for effective communication and navigation, contributing to a safer and 

more organized road environment. 
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Table 1: Road Length 

Sr.No. Road Name Length(km) 

1 Ring Road 13.2 

2 Naroli Road 7.3 

3 Khanvel-Dudhni Road 17.7 

4 Rakholi road 5.6 

5 Athola road 7.2 

6 Dadra Silvassa road 7.3 

7 Vapi GIDC - Dadra 8.1 

8 Bhilad Road 14.6 

9 Chanandevi road 17 

10 Silvassa-Khanvel Road 22.4 
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Figure 2: Vapi Connectivity Figure 3: Vapi Population 

 

 
Figure 4: Silvassa Population Figure 5: Trip Purpose 

  
Figure 6: Types of Traffic Volume Figure 7: Silvassa Accident Rate 
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Figure 8: Proposed 45 Mt. Road Figure 9: Proposed 45 Mt. Road without BRTS 

 

 
 

Figure 10: Proposed 30 Mt. Road Figure 11: Proposed Road for Vapi Char Rasta – Dadra 

Section 

  

Figure 12: Proposed Road Model for Vapi Char Rasta – Dadra Section 

 
Figure 13: Proposal of Dadra - Rakholi Road 
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Figure 14: Proposed Road Model for Dadra – Rakholi Section 
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The study aimed to assess the dissipation kinetics of Tebuconazole residues on Okra under field 

conditions to ensure consumer safety. Tebuconazole was applied via spraying method onto Okra, and 

samples were collected at various intervals: 0 days (1 hour), 3 days, 5 days, and 8 days post-application. 

The initial average deposits of Tebuconazole on Okra ranged from 24 ppm to approximately 2 ppm. The 

observed half-life of Tebuconazole ranged between 48 to 72 hours. The Theoretical Maximum Residue 

Contribution (TMRC) for Tebuconazole was calculated and found to be significantly below the 

Maximum Permissible Intake (MPI) on Okra, specifically on the 8th day following the application of 

Tebuconazole. Consequently, it was determined that Okra did not present any discernible human health 

risks after exposure to the fungicide. 
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INTRODUCTION 

 
Okra, scientifically known as Abelmoschus esculentus (L.), is a green vegetable belonging to the Malvaceae family, 

highly valued for its nutritional richness. In India, it is cultivated from late spring to early summer (March–June) and 

during the rainy season (July–September). This vegetable is a significant source of essential vitamins and minerals 

and can be consumed raw and cooked. Often referred to as "bhindi" locally, Okra holds immense nutritional value 

and is an essential dietary component for Indians. However, like other vegetable crops, okra is vulnerable to various 

bacterial, viral, and fungal diseases, significantly affecting crop productivity. Among these diseases, powdery 

mildew caused by Erysiphe cichoracearum DC is one of the most detrimental, leading to substantial yield losses [1]. 

In contemporary agriculture, Indian farmers often opt for blended formulations due to their broad-spectrum 

effectiveness. Nativo 75WG, a water-dispersible granular formulation, comprises 50% w/w tebuconazole and 25% 

w/w trifloxystrobin, presenting as a broad-spectrum systemic fungicide with both preventive and curative properties 

[1], [2]. Tebuconazole belongs to the triazole category of systemic fungicides. Like other triazole fungicides, it 

obstructs the synthesis of ergosterol, a crucial process disrupting the metabolism of fungal pathogens. Studies have 

confirmed its efficacy against rusts affecting legume and non-legume crops, loose smuts, and powdery mildews [2], 

[3].There are several critical parameters to consider when researching okra. It's a widely cultivated vegetable 

globally, playing a significant role in human diets. India is the world's largest producer of okra, yielding between 15-

20 tons annually. Okra is low in saturated fat and sodium and contains minimal cholesterol. 

 

 Rich in vitamins A and K, it also boasts high flavonoid content, serving as a potent antioxidant. Okra crops 

commonly face infestation by various diseases such as fusarium wilt, damping off, and powdery mildew at different 

growth stages. Presently, the prevention and treatment of these diseases predominantly rely on fungicides. 

Tebuconazole, a systemic fungicide belonging to the triazole group, disrupts the metabolism of fungal pathogens, 

similar to other triazole fungicides. There is a serious concern about pesticide residues on crops, particularly when 

consumed raw. Tebuconazole, used to combat fungal infections in plants, binds to fungal cells [4], [6]. Most studies 

focus on the environmental fate of individual pesticide compounds and their environmental impact. However, 

specific pesticides are frequently applied together or successively to shield crops from damage, resulting in 

combined contamination of pesticide residues in the soil environment. Degradation and adsorption play pivotal 

roles in the behaviour of pesticides in soil, influenced by factors such as soil constituents and pesticide properties. 

Individual pesticides might exhibit distinct behaviours in a given soil due to variations in their physical and chemical 

properties. Tebuconazole (TEB) and tridenton-methyl (TBM) stand as widely used pesticides, yet their high 

phytotoxicity and potential to pollute soil and groundwater raise significant concerns [7], [8]. The present study was 

devised to investigate the dissipation and persistence of tebuconazole residues in or on okra. 

 

METHODOLOGY 

 
Cultivation of Okra Plants 

Okra seeds were planted and nurtured until the plants produced fruits. Subsequently, specific fruits were chosen as 

the target area for applying Tebuconazole pesticide, while another set of Okra plants was used as the control group 

and treated with water. Okra seeds were sown and cultivated, undergoing growth stages that led to the development 

of mature plants. As the plants matured, they bore Okra fruits, carefully observed until they reached a suitable stage 

for further experimentation. Specifically, Okra fruits were selected as the site for applying the Tebuconazole 

pesticide, selected for its pesticidal properties against fungal diseases. Meanwhile, an alternate set of Okra plants 

received water treatment instead of pesticide application as a control measure. The progression from seed planting to 

fruit selection and subsequent pesticide application adhered to standard agricultural practices, ensuring consistency 

and accuracy in evaluating the impact of Tebuconazole on the targeted plants. 
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Sample Collection 

After applying Tebuconazole, samples were collected on various days to assess its impact on Okra. Samples were 

gathered immediately after spraying (at 0 hours or 1 hour), and subsequently at 3-, 5-, and 8-days post-application 

using the QuEChERS method to monitor the pesticide's effects on Okra. The sample collected on day 1 after spraying 

was regarded as the control sample for comparison purposes. 

 

QuEChERS Method [1] 

A total of 500 grams of Okra fruit was homogenized and 15 grams of the homogenized sample was transferred into a 

50 mL centrifuge tube. Next, 15 mL of 1% Acetic Acid in Acetonitrile was added and sample was mixed by Shaking 

and inverting tubes. The tube was then placed in a deep freezer at -10°C for 20 minutes. Following this 6.0 grams of 

MgSO₄ and 1.5 grams of NaOAc (sodium acetate) were added to the mixture. The contents were vigorously shaken 

for 1.0 minute using vortex mixing and then centrifuged for 2.0 minutes at 3500 RPM. Subsequently, 6.0 mL of the 

supernatant was transferred into a 15 mL centrifuge tube containing 300 mg of PSA (Primary Secondary Amine) and 

900 mg of MgSO₄. Then the sample was vortexed for 30 seconds and centrifuged for 2.0 minutes at 2500 RPM. 

Finally, 2 mL aliquots were taken and transferred into HPLC (High-Performance Liquid Chromatography) vials for 

analysis (refer to Fig. 2). The samples were analyzed using HPLC. 

 

Estimation of Chlorophyll Pigment in Plant Fruits and Leaves 

Following daily Tebuconazole spraying, samples were collected daily for the estimation of chlorophyll pigment in 

both plant fruits and leaves. A similar procedure was carried out for the control samples. The process involved 

homogenizing 2 grams of fruit and leaf samples, and transferring 1 gram of the homogenized sample into a 15 mL 

tube. Subsequently, 10 mL of 80% acetone was added to the tube, which was then centrifuged at 5000 RPM for 5 

minutes. The collected sample was then filtered. This extraction process was repeated using 80% acetone until the 

residue became colorless. The final volume was adjusted to 50 mL using 80% acetone. The absorbance of the samples 

was measured at 663nm and 645nm using a spectrometer. 

Chlorophyll ‘A’ = 12.7 (A663) – 2.69 (A645) × V / 1000 × W 

Chlorophyll ‘B’ = 22.9 (A645) – 4.68 (A663) × V / 1000 × W 

Total Chlorophyll = 20.2 (A645) – 8.02 (A663) × V / 1000 × W 

EHPLC (High-Performance Liquid Chromatography) Analysis for Tebuconazole 

The parameters and column details used for this analysis are mentioned in Table 1 

 

RESULTS AND DISCUSSION 

 
Height of Okra Plants 

After conducting a thorough analysis, it was observed that the maximum height of the Okra plants was achieved on 

the 60th day across all four rows that were measured. Among the four rows, Row 2 displayed the tallest height, 

reaching an impressive 26 cm. Row 1 followed closely with a height of 24 cm, while row 3 measured 22 cm. Row 4 

exhibited the shortest height, measuring 18 cm. It is noteworthy to mention that the height increase between the 25th 

and 60th days was most significant, indicating an exponential growth rate during this period. This data gives a 

comprehensive understanding of the growth patterns of the Okra plants and can be used to optimize their 

cultivation in the future. 

 

Number of Leaves on Okra Plants 

Throughout the course of the experiment, several observations were made on the average number of leaves per plant 

across all rows. The data was recorded on various days to study the growth pattern of Okra plants. On day 10, the 

average number of leaves per plant was found to be 19. As the experiment progressed, the leaf count increased 

significantly, reaching 38 on day 20, 45 on day 30, 51 on day 40, 65 on day 50, and finally, 75 on day 55. The 

maximum number of leaves observed, 75, occurred on the 55th day. The observations also revealed interesting 

insights into the growth patterns of Okra plants across different rows. Row 4 exhibited the highest count of 24 leaves, 
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followed by Row 2 with 22 leaves. Row 1 displayed a range of 21 to 23 leaves, while Row 3 exhibited the lowest 

growth with only 19 leaves per plant. These findings provide valuable insights into the growth patterns of Okra 

plants, which can be used to optimize plant growth in the future. 

 

Estimation of Chlorophyll Pigment on Plant Fruits and Leaves 

The results of the experiment showed that the control samples had a higher chlorophyll content for both the fruits 

and leaves compared to the treated samples. Initially, on the first day, the chlorophyll content was similar in both the 

control and treated samples. However, over the course of the experiment, the control samples showed a gradual 

increase in chlorophyll content, reaching maximum levels on the eighth day. After this point, the growth patterns 

between the control and treated samples became similar, indicating that the treated samples were catching up to the 

control samples in terms of chlorophyll content. These findings suggest that while the treated samples may have 

initially lagged behind the control samples, they eventually caught up, implying that the treatment was effective in 

promoting chlorophyll production. In the conducted study, the response of the detector to matrix-matched standards 

of fungicides was investigated by injecting various concentrations of each. This was done to determine the residues 

of fungicides in Okra fruit. A graph was generated to correlate the detector response with the respective 

concentrations, and the response, specifically the retention time observed on the instrument, was noted at 2.54. These 

findings confirmed the reliability and validity of the high-performance liquid chromatography (HPLC) and liquid 

chromatography-mass spectrometry (LC-MS) analysis methods used in the study.  

 

The study's results provide valuable insights into the effectiveness of the tested fungicides and their residues in Okra 

fruit. The estimation of residues was conducted by comparing the peak area of the standards run under identical 

conditions. The persistence of Tebuconazole was quantified in terms of its disappearance time (DT50), representing 

the time taken for the pesticide to degrade to 25 ppm of its initial concentrations [10], [11]. Initial deposits of 

Tebuconazole on Okra fruit were initially measured at 24 ppm, followed by subsequent levels of 8 ppm on day 3, 4.9 

ppm on day 5, and finally degrading to the lowest recorded level of 1.2 ppm on day 8. This degradation pattern 

illustrates the gradual reduction of the fungicide's concentration over time [7], [12], [13]. The study conducted to 

evaluate the degradation levels of Tebuconazole has revealed that the levels recorded on the 8th day were well 

below the permissible intake for Okra fruit. As per the guidelines laid down by ICAR and Pesticide Residue 

laboratory standards and SOPs, the acceptable levels for consumption and market selling are set at 1.8 ppm, which 

was found to be lower than the observed concentrations. This information is crucial for farmers, marketers, and 

consumers to ensure the safety and quality of Okra produce.[7], [12], [13]. Similarly, initial deposits of Tebuconazole 

on chili were detected at 1.88 mg kg-1 following the application of Tebuconazole at a rate of 500 g ha-1. These levels 

dissipated with a half-life of 1.41 days [14], [16]. 

 

CONCLUSION 

 
Tebuconazole serves as a fungicide utilised to prevent diseases in crops. Okra, a commercially valuable vegetable 

crop, benefits from Tebuconazole application to safeguard it against infections. In this study, Okra samples were 

analysed at various intervals, ranging from the 1st day to the 8th day (1st, 3rd, 5th, and 8th days), considering treated 

and untreated samples. A total of 4 rows, each containing 6 Okra plants, were sprayed with a 25 ppm fungicide 

solution, and subsequent biochemical parameters were assessed. The results indicated a reduction in chlorophyll 

content. The degradation study of Tebuconazole revealed levels decreasing from 25 ppm to approximately 1.2 ppm 

by the 8th day, below the permissible intake range for Okra fruit. The application of Tebuconazole on Okra seems to 

be a safer method for safeguarding against diseases and environmental contamination. However, with regards to its 

nutritional aspects, further research is needed to extend the study. This extension could potentially involve analyzing 

the levels of fungicides present on Okra after human consumption, in order to ascertain any potential effects on 

human health. 
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Table 1: HPLC parameters used for this study on the detection of Tebuconazole 

Column Column used was fortics C18 100mm length × 2.1 mm i.d. 1.7 µm pore size 

Mobile phase 
Solvent A: 10mM Ammonium for mate in water 

Solvent B: Acetonitrile 

Total run time 10 mints 

Residue Analysis Residues in 25 ppm 

 

 

 
Figure.1:plantation phase of okra plant Figure2: Different aliquots prepared for HPLC analysis 

 

 

Figure 3A: - HPLC Test report day-1 Figure 3B: - HPLC Test report day-3 
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Figure 3C: - HPLC Test report day-5 Figure 3D: - HPLC Test report day-8 

 

 

Figure: 3E: - Standard Tebuconazole chromatogram 

(HPLC) 

Figure 3F: HPLC Test report control sample 

 
Figure 4: LC-MS Analysis for standard to be used in comparison 
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In response to the persistent challenges of manual attendance tracking in educational settings, this 

research introduces the "Automated Classroom Attendance System Using Image Processing." 

Leveraging advanced image processing and facial recognition technologies, the system offers a 

streamlined approach to attendance recording. By capturing real-time images of students through a 

user-friendly mobile application, the system employs a combination of Open CV and deep learning 

models for facial feature extraction and recognition. Results from extensive testing reveal a high 

accuracy rate and significant efficiency gains compared to traditional methods. User feedback 

underscores the system's non-intrusive nature and positive impact on the teaching environment. 

Privacy and security considerations are prioritized, aligning the system with regulatory standards. As a 

comprehensive solution, this research not only addresses current challenges in attendance tracking but 

also establishes a foundation for future advancements in educational technology. 
 

Keywords: Image Processing, Facial Recognition, Attendance Tracking 
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INTRODUCTION 

 
In today's educational environment, the manual process of recording attendance in classrooms continues to pose 

significant challenges marked by inefficiencies and the susceptibility to errors. Traditional attendance methods 

necessitate substantial time and human resources, diverting attention from crucial instructional moments. 

Acknowledging these challenges, this research endeavors to address the longstanding predicaments associated 

with attendance tracking through the inception of the "Automated Classroom Attendance System Using Image 

Processing." The aim is to introduce a technological solution that not only mitigates the shortcomings of 

conventional methods but also streamlines the entire attendance tracking process. By leveraging image processing 

technology, this system seeks to revolutionize how attendance is recorded in educational settings, offering a more 

efficient and accurate alternative to the time-consuming manual procedures that have persisted over the years. The 

system represents a paradigm shift in how attendance is traditionally managed. By harnessing the capabilities of 

image processing technology, it endeavors to alleviate the burdens associated with manual attendance tracking. 

The vision is to introduce a seamless and accurate alternative that not only optimizes the use of instructional time 

but also diminishes the likelihood of errors inherent in conventional methods. In essence, this research project 

strives to contribute to the ongoing evolution of educational practices by addressing a fundamental administrative 

challenge. By embracing technology, the aim is to enhance the overall efficiency and accuracy of the attendance 

tracking,  it  thereby allows educators to reclaim valuable instructional time and create a more seamless and 

productive learning environment. 

 

BACKGROUND 

 
In the dynamic realm of contemporary education, the process of manually recording attendance in classrooms has 

long been a persistent challenge. Traditional methods, ranging from calling out names to using physical attendance 

sheets, not only consume valuable instructional time but are also susceptible to errors and inefficiencies. These 

challenges are further exacerbated in larger class sizes, making the management of attendance a cumbersome task 

for educators and administrative staff alike. The motivation for addressing this longstanding issue arises from a 

deep-seated commitment to optimizing the educational experience. The traditional means of attendance tracking 

not only disrupt the natural flow of teaching but can also contribute to a sense of tedium among both educators and 

students. Moreover, the potential for inaccuracies in manual data entry poses a considerable risk to the integrity of 

attendance records, impacting subsequent administrative processes and potentially compromising the overall 

educational experience. The motivation stems from a broader commitment to leverage technological advancements 

to streamline administrative processes within educational settings. The goal is to empower educators with tools 

that not only enhance efficiency but also contribute to a more engaging and focused learning environment. 

 

Motivated by a commitment to optimizing the educational experience, the system leverages technological 

advancements, particularly React Native for a seamless UI.Addressing inefficiencies and errors in traditional 

methods, the goal is to empower educators with a transformative tool that not only enhances administrative 

efficiency but also fosters a more engaging and focused learning environment for both educators and students. The 

motivation is not solely driven by a desire to automate for the sake of technology, but rather to address a genuine 

need for improved efficiency and accuracy in attendance tracking. By implementing an automated system that 

utilizes image processing, the research seeks to align educational practices with the progressive integration of 

technology into various aspects of modern life. This endeavor is motivated by a vision of creating a seamless and 

technologically advanced educational ecosystem that empowers educators and enriches the learning experience for 

students. Ultimately, the background and motivation for this research underscore a commitment to advancing 

educational practices through innovative solutions that address practical challenges and contribute to the ongoing 

evolution of the educational landscape. 
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METHODOLOGY 
 
The overarching architecture of the automated attendance system is characterized by a modular design that 

seamlessly integrates each component. The process initiates with data collection, feeding into the Retina Face 

algorithm for facial detection. Detected faces then undergo facial feature extraction using Face Net, and the resulting 

embeddings are classified using the SVM model for accurate recognition. The React Native UI serves as the interface 

for educators, providing a user-friendly means of initiating attendance capture. The system's facial recognition 

capabilities, implemented through Keras, further enhance accuracy. This orchestrated architecture ensures a cohesive 

and efficient automated attendance system that addresses the complexities of real-world classroom scenarios while 

prioritizing user experience and privacy compliance. 
 

Data Collection 

The initial phase of the methodology involved meticulous data collection to form a comprehensive dataset of 

students from the college. This dataset serves as the foundational element for training and testing the automated 

attendance system with each individual having 10 to 12 different photos taken from various angles. Also, the 

individual images for the dataset were bifurcated to be assign as testing and training data. The collection process 

focused on capturing diverse facial features, expressions, and lighting conditions to ensure the robustness of the 

system across various real-world scenarios. Ethical considerations, including obtaining informed consent from the 

students, were paramount throughout the data collection phase, ensuring privacy and compliance with ethical 

standards. 

 

Retina Face for Facial Detection 

The facial detection component of the system relies on the powerful Retina Face algorithm. Retina Face, known for 

its accuracy in multi-scale and multi-task facial detection, excels in precisely locating facial landmarks and contours. 

Leveraging this algorithm enhances the ability  of    system identify faces accurately, even amidst variations in pose, 

expression, and lighting conditions. The integration of Retina Face ensures a robust foundation for subsequent facial 

recognition processes, contributing to the overall accuracy and reliability of the automated attendance system 

 

Face Net for Facial Features Extraction 

Once faces are detected, the system utilizes Face Net, a state-of-the-art facial recognition model. Face Net employs a 

deep neural network to extract high-dimensional features from facial images, creating a unique embedding for each 

face. This embedding is crucial for establishing identity and facilitates accurate recognition across different instances. 

The utilization of Face Net enhances the precision of the system by providing a discriminative feature space, 

enabling it to distinguish between individuals with a high degree of accuracy. 

 

Support Vector Machine (SVM) for Classification 

The feature embeddings obtained from FaceNet are then fed into a Support Vector Machine (SVM) classifier. SVM, a 

robust machine learning algorithm, is employed for its ability to handle high-dimensional data and make well-

defined classifications. The classifier is trained on the dataset to learn the patterns associated with each student's 

facial features. During the recognition phase, the SVM classifier uses these learned patterns to match facial 

embeddings with corresponding individuals, facilitating accurate and efficient attendance tracking. 

 

Keras for Facial Recognition 

The facial recognition aspect of the system is implemented using Keras, a high-level neural networks API. Keras 

provides a simplified interface for building and training neural network models. In this context, Keras is utilized to 

fine-tune the Face Net model for the specific task of facial recognition within the attendance system. Fine-tuning 

ensures that the model adapts to the unique characteristics of the student dataset, optimizing its performance in 

identifying individuals accurately. The motivation for SVM is driven due to the fact that it is computationally cost 
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effective and gives a higher performance. It is easier to classify images that have features already extracted for SVM 

to classify as well.  

 

React Native 

The UI for the system has been developed through React Native that allows for the creation of a cross-platform 

mobile application, providing educators with a straightforward tool for capturing attendance in real-time. The React 

Native UI facilitates intuitive interaction, allowing educators to effortlessly initiate the attendance tracking process 

and verify results. The incorporation of React Native aligns with the goal of making the system accessible and user-

friendly for educators in diverse educational environments. It enables cross-platform consistency through a shared 

codebase, offering a component-based architecture for modular design, and facilitating hot reloading for real-time 

updates during development. This results in streamlined UI development, ensuring a cohesive and responsive user 

interface across diverse mobile platforms. 

 

SYSTEM IMPLEMENTATION 

 
The implementation of the automated attendance system is ameticulously designed process that commences with 

the foundational step of data collection. In this phase, a diverse dataset of students' facial images is collated from the 

college environment, underlining a commitment to ethical practices through the acquisition of informed consent and 

stringent privacy compliance. The user interface, developed using React Native, stands as a user-friendly gateway 

for educators. This cross-platform mobile application empowers educators to effortlessly capture real-time facial 

images during class, marking the commencement of the automated attendance process. The captured images then 

undergo a sophisticated series of processing steps to ensure accuracy and reliability in attendance tracking. The 

Retina Face algorithm, distinguished for its multi-scale and multi-task capabilities, meticulously performs facial 

detection, pinpointing landmarks and contours with precision. Following this, the Face Net deep neural network 

takes center stage, extracting intricate facial features and generating high-dimensional embeddings unique to each 

student's face. The facial embeddings are then fed into a Support Vector Machine (SVM) classifier, a robust machine 

learning algorithm, to learn patterns associated with each student's facial features.  

 

This classification process, combined with fine-tuning through Keras, enhances the recognition capabilities of the 

system, contributing to its accuracy in diverse classroom scenarios. Recognized faces seamlessly move to the 

subsequent stage, where attendance data is logged securely. The system is not confined merely to local tracking; it 

seamlessly integrates with existing educational management systems, ensuring that attendance records are 

automatically updated. This integration reduces the burden on administrative tasks, allowing educators to 

concentrate more on their core responsibilities. The UI ensures a harmonious interaction with the system's 

functionalities, facilitating the integration of technological advancements into the daily routine of educators. Its 

simplicity masks the complexity of the underlying processes, streamlining the experience and allowing educators to 

focus on their primary responsibilities. Through the React Native UI, the system achieves a delicate balance between 

technological sophistication and user-friendliness, embodying a commitment to enhancing the educational 

environment through seamless and accessible solutions. In its entirety, this meticulously orchestrated 

implementation of the automated attendance system not only addresses the complexities of attendance tracking but 

also embodies a commitment to efficiency, accuracy, and a seamless integration of technology into the educational 

landscape. 

 

RESULT AND EVALUATION 
 
Quantitative Analysis 

The quantitative analysis of the "Automated Classroom Attendance System Using Image Processing" focuses on 

precision and recall metrics, providing a robust assessment of the system's accuracy. Precision refers to the 

proportion of correctly identified positive instances among all instances identified as positive, while recall, also 
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known as sensitivity,  measures the proportion of actual positive instances correctly identified by the system. In the 

context of facial recognition for attendance tracking, precision signifies the accuracy of the system in correctly 

identifying students present, while recall indicates the system's ability to capture the entirety of students who are 

indeed present. The precision rate of the system is about 95 % and recall rate is about 99 %. The precision rate and 

recall rate demonstrate the system's proficiency in accurately recognizing and recording students' attendance. These 

metrics were derived from a diverse and representative dataset, ensuring that the evaluation captures the system's 

performance across various facial appearances, lighting conditions, and classroom scenarios. The precision and 

recall rates accentuate the reliability of the system, providing a quantitative foundation for its effectiveness in real-

world educational settings. 

 

Comparative Analysis 

A critical facet of the evaluation involves a comparative analysis between the automated attendance system and 

traditional manual methods. This comparative study aims to quantify the efficiency gains and advantages offered by 

the automated system in terms of time and accuracy. In a controlled experiment, both the automated system and 

traditional manual methods were employed simultaneously, allowing for a direct comparison. The results of the 

comparative analysis revealed a substantial reduction in the time required for attendance tracking when using the 

automated system. This reduction is attributed to the system's ability to swiftly and accurately identify students in 

real-time, eliminating the need for manual recording and cross-referencing. The time saved by the automated 

system contributes not only to increased efficiency in administrative tasks but also to an enhanced allocation of 

valuable instructional minutes for educators. Moreover, the comparative analysis extends beyond mere efficiency 

gains. It delves into the accuracy of attendance records, highlighting the system's capacity to minimize errors and 

discrepancies often associated with manual methods. The automated system's precision and recall rates outshine 

traditional approaches, affirming its superiority in generating reliable attendance data. In essence, the comparative 

analysis serves as a compelling demonstration of the tangible benefits brought about by the automated attendance 

system. It validates the system's potential to revolutionize attendance tracking by offering a more accurate, efficient, 

and time-saving alternative to traditional manual methods. The results of this analysis provide concrete evidence for 

the system's superiority, reinforcing its significance in the landscape of educational technology. 

 

CHALLENGES 

 

Challenge Poor Lighting Conditions 

Implication The system may face difficulties in accurately detecting and recognizing faces under suboptimal 

lighting conditions, such as low light or uneven illumination. 

 

Challenge Obstructed Views and Occlusions 

Implication Instances where students' faces are partially obstructed or occluded could pose challenges to accurate 

facial detection and recognition. 

 

Challenge Diversity in Facial Appearances 

 Implication Ensuring the system's robustness in recognizing a diverse range of facial appearances, including 

variations in expressions, hairstyles, and accessories. 

 

Challenge User Acceptance and Privacy Concern 

Implication Ensuring user acceptance among educators and students, as well as addressing privacy concerns 

related to facial recognition technology. 

 

Challenge Reliability in Dynamic Environments 

Implication Ensuring the reliability of the system in dynamic classroom environments where students may move, 

change seating arrangements, or enter and exit the classroom during a session. 
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DISCUSSION 

                                                                                                              
In essence, the comparative analysis serves as a compelling demonstration of the tangible benefits brought about by 

the automated attendance system. It validates the system's potential to revolutionize attendance tracking by offering 

a more accurate, efficient, and time-saving alternative to traditional manual methods. The results of this analysis 

provide concrete evidence for the system's superiority, reinforcing its significance in the landscape of educational 

technology. 

 

Technological Advancements and Educational Efficiency  

The integration of advanced image processing and facial recognition technologies within the automated attendance 

system reflects a significant stride towards harnessing technological advancements for educational efficiency. The 

quantitative analysis, emphasizing precision and recall metrics, substantiates the system’s technical prowess in 

accurately tracking student attendance. This technological leap not only streamlines administrative processes but 

also contributes to a more dynamic and responsive educational environment. 

 

Efficiency Gains and Instructional Time 

The comparative analysis with traditional manual methods highlights the substantial efficiency gains offered by the 

automated system. The time saved in attendance tracking, as evidenced by the controlled experiment, is a 

noteworthy outcome. This efficiency directly translates into a valuable resource for educators — time. By 

automating the attendance process, educators reclaim precious instructional minutes that would otherwise be spent 

on manual record-keeping. This not only aligns with the broader discourse on optimizing educational workflows 

but also underscores the potential for technology to enhance the teaching and learning experience. 

 

User Experience and Acceptance 

The user feedback component of the evaluation is instrumental in understanding the system's acceptance within the 

educational community. Educators' reports of increased efficiency and students' positive attitudes towards the non-

intrusive nature of the system are indicative of a positive user experience. The React Native UI, designed for 

simplicity and accessibility, plays a crucial role in fostering this positive reception. The emphasis on user experience 

extends beyond mere functionality, recognizing the importance of technology seamlessly integrating into the daily 

routines of educators and students. 

 

Ethical Considerations and Privacy Compliance 

An integral part of the discussion revolves around the ethical considerations and privacy compliance inherent in the 

development and deployment of the automated attendance system. The commitment to obtaining informed consent 

during data collection, rigorous security measures, and regular privacy audits underscore a conscientious approach 

to data handling. As educational institutions increasingly leverage technology, these ethical considerations become 

paramount, shaping the responsible integration of innovative solutions into pedagogical practices. 

 

Challenges and Iterative Refinement 

Acknowledging the challenges and limitations identified during the evaluation phase is crucial for steering the 

system towards continual improvement. Challenges such as issues in poor lighting conditions or obstructed views 

provide valuable insights for iterative refinement. The commitment to addressing these challenges through ongoing 

updates and improvements reflects a dedication to the system's evolution in response to real-world complexities. 

 

Future Implications and Research Directions 

The positive outcomes and user acceptance pave the way for future implications and research directions. The 

success of the automated attendance system in real-world deployments positions it as a promising solution for 

educational institutions grappling with attendance tracking challenges. Future research could delve into refining 

image processing algorithms to enhance adaptability in diverse scenarios. Additionally, exploring the integration of 
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emerging technologies, such as block chain, could further fortify data security and privacy measures.In conclusion, 

the discussion synthesizes the multifaceted aspects of the automated attendance system's impact on education. From 

technological advancements and efficiency gains to user experience and ethical considerations, the system navigates 

the intersection of technology and education with careful consideration. The positive outcomes underscore its 

potential as a transformative tool, offering a glimpse into a future where technology optimally supports educational 

processes while upholding ethical standards and user-centric design principles. 

 

CONCLUSION 
 
In conclusion, the "Automated Classroom Attendance System Using Image Processing" represents a significant 

stride towards leveraging technology for enhanced efficiency in educational settings. The robust quantitative 

analysis, emphasizing precision and recall metrics, attests to the system's capability in accurately tracking student 

attendance. This technological integration not only streamlines administrative processes but also contributes to a 

dynamic and responsive educational environment. The comparative analysis, showcasing substantial efficiency 

gains over traditional methods, underscores the system's potential to revolutionize attendance tracking. By 

automating the process, educators not only save valuable time but also reclaim instructional minutes that can be 

redirected towards more meaningful engagement with students. The positive user feedback further emphasizes the 

non-intrusive and user-friendly nature of the system, aligning with the broader discourse on user experience in 

educational technology. Ethical considerations and privacy compliance stand as pillars of the system's development 

and deployment. The commitment to informed consent during data collection and rigorous security measures 

reflects a responsible approach to technology integration in educational practices. Challenges identified, such as 

issues in varied lighting conditions, provide insights for iterative refinement, emphasizing a commitment to 

continual improvement. Looking forward, the success of the automated attendance system in real-world 

deployments holds promising implications for educational institutions seeking efficient and accurate attendance 

tracking solutions. Future research directions could explore refining image processing algorithms for enhanced 

adaptability and the integration of emerging technologies, such as block chain, for fortified data security and privacy 

measures. In essence, the automated attendance system exemplifies the intersection of technology and education, 

offering a glimpse into a future where innovative solutions optimize administrative processes while upholding 

ethical standards. Its positive outcomes and user acceptance position it as a transformative tool, paving the way for a 

more efficient, user-friendly, and secure educational landscape. 
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Figure1: Overview of Image Recognition Figure 2: Image capturing through different angles 

 
Fig. 3 Detection through ID number 
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This project endeavors to develop a real-time cartoonization application leveraging the capabilities of 

Python libraries such as Open CV and tkinter. The primary objective is to design and implement a 

functional pipeline for live image processing. The process includes the acquisition of live camera feed, 

facial detection algorithms, and the application of cartoonization filters to enhance the visual appearance 

of detected faces. This paper offers a comprehensive overview of the methodology employed, the 

technical implementation details, the observed results, and the derived conclusions derived from the 

developmental stages of this real-time cartoonization prototype. 
 

Keywords: Real-time cartoonization, Facial detection, Image processing, Haar Cascade Classifier, Open 

CV  

 

INTRODUCTION 

 
The introduction section of this paper aims to delineate the core motivations and objectives underpinning 

the development of a real-time cartoonization prototype. It sheds light on the amalgamation of computer 

vision techniques and artistic rendering through image processing methodologies, particularly focusing 

on the utilization of OpenCV and tkinter libraries in Python. This section outlines the impetus behind the 

creation of a live image processing pipeline dedicated to capturing real-time camera feed, implementing 

facial detection algorithms, and applying cartoonization filters to augment the aesthetic appeal of 

recognized facial features[1]. The significance of this endeavor lies in the exploration of real-time image 

processing capabilities and the potential applications of such technology in diverse domains, elucidating 

its relevance and prospects for future advancements 
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BACKGROUND 

 
Imagine a journey that begins with the fascination for transforming ordinary images or video frames into captivating 

cartoon-like representations in real-time. This enchanting process, often referred to as real-time images cartooning, 

merges the realms of computer vision and artistic rendering. Initially, this involved manually applying artistic filters 

and effects to digital images to create cartoon effects, typically driven by the artistic flair of creators. Over time, the 

quest for automated methods capable of simulating these artistic effects in real-time spurred advancements in image 

processing and computer vision technologies. This pursuit led to the development of algorithms that could replicate 

cartoon-like features, allowing instantaneous transformations of video streams or captured images into delightful 

and stylized cartoons. Image processing, a fundamental domain closely linked with real-time images cartooning, 

revolves around manipulating digital images using algorithms and techniques. It's the backbone of these 

transformations, facilitating alterations in visual appearances by enhancing quality, extracting information, or 

modifying characteristics dynamically[13]. Facial detection emerged as a vital component in the realm of real-time 

images cartooning, enabling the identification and recognition of human faces within images or video frames.  

 

This technology evolved significantly, progressing from simple pattern recognition to sophisticated algorithms 

utilizing machine learning techniques. Notably, libraries and modules like `cv2.face` in Open CV have played a 

pivotal role in achieving accurate facial detection tasks[3]. Enter Open CV, the cornerstone of computer vision and 

image processing. Open CV stands out as a comprehensive library offering a rich suite of tools, functions, and 

modules dedicated to image and video processing. Functions like `cv2.stylization()` within Open CV have 

empowered developers to create cartoon-like effects effortlessly. These functions provide essential parameters such 

as `sigma_s`, allowing precise control over spatial smoothing and preserving image details while enhancing 

cartoonization. The implications of real-time images cartooning extend far and wide, finding applications across 

entertainment, video streaming, augmented reality, and artistic expression. Its remarkable ability to swiftly 

transform visual content into engaging, stylized formats has enhanced user experiences across various digital 

platforms, captivating audiences worldwide[2]. This collaborative evolution of real-time images cartooning, image 

processing techniques, facial detection algorithms, and the indispensable role of OpenCV have revolutionized the 

creation of captivating and visually compelling content. This journey has paved the way for innovative storytelling 

and effective communication in diverse digital landscapes. 

 

METHODOLOGY 

 
3.1 Live Image Capture: To capture live images, we utilized Open CV's Video Capture functionality, enabling access 

to video streams from various sources. This facilitated a continuous feed necessary for real-time processing. While 

Open CV simplifies this process, alternative approaches, like direct interfacing with hardware or using platform-

specific APIs, were considered. However, due to cross-platform support and ease of use, Video Capture emerged as 

the optimal choice. 3.2 Facial Detection Algorithm: Facial detection algorithms play a pivotal role in accurately 

identifying and delineating facial features within images or video frames. In our pursuit of selecting the most 

suitable algorithm for real-time facial detection, we extensively evaluated three prominent approaches: the Haar 

Cascade Classifier, Histogram of Oriented Gradients (HOG), and Convolutional Neural Networks (CNNs)[2][6]. The 

Haar Cascade Classifier is an established method, popularized by its effectiveness in detecting objects, especially 

faces, within images. It operates by analyzing Haar-like features at various image locations and scales. While efficient 

in terms of computational speed, the Haar Cascade Classifier may struggle with variations in lighting conditions, 

facial orientations, and complex backgrounds. Despite these limitations, its relatively low computational demands 

and satisfactory accuracy make it a compelling choice for real-time applications[4][5]. On the other hand, Histogram 

of Oriented Gradients (HOG) is a robust algorithm known for its capability to capture local object appearance and 

shape by computing gradient histograms[10]. While HOG provides robustness against lighting variations and 

occlusions, its computational requirements are comparatively higher than the Haar Cascade Classifier. This 

increased computational complexity might hinder real-time performance, making it less suitable for our specific real-
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time cartoonization application. Convolutional Neural Networks (CNNs) excel in facial feature detection due to their 

ability to learn hierarchical representations directly from data. They demonstrate exceptional accuracy but often 

demand substantial amounts of training data and computational resources. Despite their impressive performance, 

the overhead involved in training CNNs and their computational demands make them less practical for real-time 

applications without compromising on hardware or time constraints[9]. The Comparison matrix indicates that while 

Convolutional Neural Networks (CNNs) exhibit the highest accuracy and robustness, they require more 

computational resources, leading to increased processing time[9]. On the other hand, the Haar Cascade Classifier 

offers a balance between acceptable accuracy, real-time computational performance, and moderate robustness. The 

Histogram of Gradients (HOG) stands as a middle ground between accuracy, computation time, and robustness 

among the evaluated methods[10]. Considering the specific context of a real-time cartoonization application, the 

Haar Cascade Classifier emerges as an optimal choice. Its balanced attributes align well with the requirements of 

real-time processing, ensuring both acceptable accuracy and computational efficiency.  

 

The Haar Cascade Classifier showcases commendable performance by efficiently detecting faces in diverse 

conditions while maintaining a real-time processing speed, making it well-suited for applications demanding a 

balance between accuracy and computational resources[8]. By integrating these methodologies cohesively, our real-

time cartoonization application achieved consistent, accurate, and visually appealing results,  emphasizing the 

efficiency and effectiveness of our implemented approach. Considering our real-time constraints, striking a balance 

between accuracy and computational efficiency became crucial. While CNNs offer superior accuracy, the Haar 

Cascade Classifier emerged as the optimal choice for our application due to its acceptable accuracy levels while 

maintaining real-time computational performance. Its ability to provide reasonably accurate facial detection within 

the constraints of computational resources and time made it the most pragmatic solution for our real-time 

cartoonization[9][10]. 3.3 Cartoonization Technique: Various cartoonization methods employ distinct algorithms like 

edge detection, color reduction, and texture simplification. During our evaluation, we focused on two main 

categories: Edge-preserving filters and stylization methods.  

 

Edge-preserving filters, such as the Bilateral Filter, aim to retain structural details while simplifying textures. The 

Bilateral Filter accomplishes this by smoothing images while preserving edges, preventing over smoothing and 

maintaining essential features. This algorithm is effective in preserving sharp edges and fine details, contributing to 

the cartoonization process[12]. On the other hand, stylization methods, like non-photorealistic rendering (NPR) 

algorithms, emphasize artistic effects by transforming images into stylized representations. NPR algorithms often 

involve techniques to simulate artistic styles and enhance visual appeal, creating effects resembling hand-drawn or 

painted artworks[11]. In our approach, we adopted a hybrid strategy by combining edge-preserving filters with 

stylization techniques. Specifically, we utilized bilateral filters to maintain edge details and employed adaptive 

thresholding to simplify textures. This fusion allowed us to strike a balance between preserving essential structural 

elements and emphasizing artistic effects, resulting in a more comprehensive and visually appealing cartoonization 

effect. 3.4 User Interface Development: In designing the user interface, we considered multiple frameworks like 

tkinter, PyQt, and Kivy. While each offered distinct advantages, tkinter's simplicity and native integration with 

Python made it more accessible for rapid prototyping and ease of implementation. PyQt, though more feature-rich, 

posed a steeper learning curve and added complexity. Kivy, while cross-platform and capable of creating dynamic 

UIs, was deemed slightly less intuitive for our specific project requirements. 

 

RESULT 

 
4.1 Real-time Cartoonization Demonstration: This section substantiates the successful implementation of real-time 

cartoonization functionality applied to the live camera feed.[11] The presentation includes a comprehensive 

showcase of sample images or screenshots exemplifying the system's operational efficacy in capturing live frames, 

detecting human faces accurately, and subsequently applying the cartoonization effects to the identified facial 

regions. Methodology's Contribution to Results: Our methodology, meticulously designed and executed, played a 
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pivotal role in the realization of these demonstrative outcomes: 4.1.1 Live Image Capture: The utilization of Open 

CV's `Video Capture` facilitated seamless acquisition of live frames from the camera source, ensuring a consistent 

and reliable feed for subsequent processing stages. This step ensured a continuous flow of images for real-time 

analysis and manipulation. Displays snapshots of actual frames captured in real-time, demonstrating the continuous 

acquisition of live images using Open CV's `Video Capture`. 4.1.2 Facial Detection Algorithm: Leveraging the Haar 

Cascade Classifier within Open CV enabled accurate and efficient detection of human faces within the captured 

frames. The integration of this algorithm ensured precise identification and delineation of facial regions for further 

processing. Showcases images or figures highlighting the accurate detection of human faces within the captured 

frames. These visuals demonstrate the precise identification achieved through the Haar Cascade Classifier. 4.1.3 

Cartoonization Technique: The application of the `cv2.stylization()` function on the identified facial regions 

transformed the detected faces into cartoon-like representations. Our choice of this specific image processing 

technique within Open CV allowed us to impart artistic effects while retaining the essential facial features[12][13]. 

Presents images or screenshots portraying the transformed facial features after the application of the cartoonization 

filter. This output underscores the successful implementation of the `cv2.stylization()` function, showcasing the 

artistic effects applied to the detected faces.   

 

FUTURE WORK 

 
Our study successfully demonstrated real-time cartoonization capabilities leveraging the Haar Cascade Classifier. 

Building upon this achievement, several avenues exist for future exploration and enhancements in this domain. 5.1 

Real-time Performance Enhancement: While our current implementation meets real-time processing requirements, 

there remains an opportunity to further optimize performance. Investigating more efficient algorithms or refining 

existing ones to accommodate diverse environmental factors, such as varying lighting conditions or complex 

backgrounds, could significantly boost processing speed without compromising accuracy. 5.2 Advancements in 

Robustness and Precision: Augmenting the robustness of facial detection algorithms, especially in challenging 

scenarios, presents an area for improvement. Integrating advanced deep learning techniques, like Convolutional 

Neural Networks (CNNs), could enhance precision, particularly in recognizing diverse face orientations, occlusions, 

or subtle facial expressions. Such advancements aim to bolster the reliability and adaptability of facial detection 

algorithms in varied conditions. 5.3 User Interface Refinement and Interaction: Refining the graphical user interface 

(GUI) to improve usability and engagement remains a focal point for future enhancements.  

 

Continuously enhancing the GUI by incorporating user feedback and adhering to user-centered design principles 

will ensure an intuitive and seamless user experience, ultimately enhancing the overall appeal and accessibility of the 

system. 5.4 Adaptive Parameter Adjustment and Personalization: Developing mechanisms for automated adjustment 

of cartoonization parameters based on facial attributes and features could enable more personalized effects. 

Implementing algorithms capable of dynamically modifying parameters, such as line thickness or color saturation, 

according to facial characteristics, age, or gender, would augment adaptability and customization of the 

cartoonization process. 5.5 Contextual Understanding and Artistic Adaptation: Exploring advancements beyond 

facial recognition to encompass semantic understanding of scenes could significantly enrich the cartoonization 

process. Integrating context-based adaptations that consider elements like objects, backgrounds, and lighting 

conditions will elevate the artistic rendering of live video streams, creating more visually appealing and contextually 

relevant cartoon effects. 

 

CONCLUSION 

 
The development of our real-time cartoonization application using Python libraries, especially Open CV and tkinter, 

has successfully showcased the effectiveness and accuracy of our methodologies. By integrating Open CV's `Video 

Capture` for live image acquisition, employing the Haar Cascade Classifier for precise facial detection, utilizing 

`cv2.stylization()` for cartoonization, and implementing tkinter for a user-friendly interface, we achieved consistent, 
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visually appealing results[2]. Our methodology laid a strong foundation for further advancements in computer 

vision and artistic image manipulation[13]. The amalgamation of these techniques not only demonstrated the 

feasibility of real-time cartoonization but also highlighted its potential applications in entertainment, augmented 

reality, and artistic expression. The success of our approach underscores the robustness and effectiveness of our 

methods, offering a pathway for continued exploration and utilization of real-time cartoonization technology across 

diverse domains. 
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Table. 1.Facial Detection Method Comparison Matrix 
 

 

 

 

 

 

 

   
Figure. 1. Interface with camera Figure. 2. Face detected result Figure. 3. Cartoonized Image  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Method Accuracy (%) Computation Time (ms) 
Robustness 

 

Haar Cascade Classifier 89 12 Moderate 

Histogram of Gradients 92 18 
High 

 

Convoluti-onal Neural Networks 95 25 Highest 
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The rapid urbanization driven by population growth and migration has heightened the demand for innovative 

urban planning and sustainable development. Over the past two decades, Rajkot has faced escalating infrastructure, 

environmental, and social challenges due to population migration. To tackle these issues, this research proposes 

establishing a Self-Sustainable Integrated Township within Rajkot. This visionary township integrates advanced 

technologies, green infrastructure, and community-driven initiatives, emphasizing eco-friendly architecture, energy 

efficiency, waste management, renewable energy, smart transportation, water conservation, and affordability. This 

study assesses the potential benefits and challenges of implementing the Self-Sustainable Integrated Township 

concept, considering Rajkot's unique characteristics. Through extensive data analysis and case studies, it evaluates 

the environmental, economic, and social impacts. The findings suggest that this township can reduce Rajkot's carbon 

footprint, enhance resource management, and improve residents' quality of life. Furthermore, by incorporating smart 

technologies and sustainable practices, it can attract investments, driving economic growth and setting a precedent 

for other rapidly expanding cities. Ultimately, the township's primary goal is to divert city migration, offering 

affordable housing, safety, a sustainable environment, and reducing the social impact on Rajkot. This initiative 

provides a path for Rajkot's sustainable development and could serve as a blueprint for other rapidly growing cities, 

fostering a greener, more resilient, affordable, and socially inclusive future 

 

Keywords: Self-Sustainable, Integrated Township, Affordability, Township Planning, Migration 
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INTRODUCTION 

 
India, one of the world's fast est-growing economies, faces a significant demographic shift. With the largest rural 

population globally at approximately 857 million, this trend is changing as urban areas expect a population increase. 

By 2050, nearly half of India's total population will reside in cities, up from one-third currently. However, 

urbanization in India is grappling with unique challenges such as compact urban forms, low-rise development, and 

resource scarcity. Cities are expanding without systematic planning, leading to unplanned suburbs. Urbanization is 

driven by employment opportunities, improved facilities like education and healthcare, and a better quality of life 

compared to rural areas. It's crucial in alleviating population pressure and absorbing the growing rural workforce. 

Nevertheless, uncontrolled urbanization can have adverse effects on surrounding agricultural areas.  Integrated 

townships are emerging as a sustainable solution to manage the rapid pace of urbanization. By focusing on planned 

and self-sufficient urban developments, they can help address the challenges associated with India's ongoing urban 

transition. During the 20th century, India's urban population grew more than tenfold. Projections indicate that the 

urban population will reach 535 million by 2026, marking significant urbanization in the early 21st century as in 

figure 1. Population is moving from rural area to urban area because of the adequate employment opportunities in 

urban areas. In a rural area most of the land less laborer’s and sub marginal cultivators who constitute the great 

majority of the migrants to the town, live in hunts and similar very modest dwellings. This demographic 

transformation poses both opportunities and challenges for India as it seeks to balance urban development with 

sustainable practices and resource management. 

 

Concept of Integrated Township 
An integrated township can be defined as combined clusters of housing, commercial business, education, and health-

care facilities with the related physical infrastructure of water, sewage, roads, and power.  Traditional Indian cities 

are facing typical problems, namely urban sprawl, affordable housing shortage, access to public transport, and lack 

of equitable access to basic services that adversely impact productivity, mobility, and quality of urban life. At the 

same time, integrated townships with minimal land area, multiple housing, employment opportunities, open areas, 

and associated infrastructure can be the possible solution to prevent accelerating urbanization. The basic core of any 

city is examined through supporting physical and social infrastructure, recreational facilities, and economic 

generation ability. Integrated townships are conceptualized to the economic, infrastructure, and geographic needs of 

sprawling metropolitan cities. The objective of integrated townships is the creation of self-sustained and integrated 

urban settlements by having planned communities, social infrastructure, and lifestyle amenities in the same place. 

Building a planned community that contains heterogeneous housing options with lower rents and workplaces 

within short distances offers high productivity at work with a low cost of living and better lifestyle. Furthermore, a 

planned community has access to social infrastructure such as hospitals, schools, and educational institutes, offering 

high literacy rates and better healthcare facilities. Residents working, living, and relaxing within a particular area 

will make urban spaces efficient and sustainable. 

 

NEED OF THE STUDY 

Increasing of urbanization affect the development of city area and increase cost of the land in city area that’s why 

self-sustainable integrated township will help to proper control on future expansion. In the city due to population 

increasement cost of the land increase that’s why living expenses are also increase at that time. That’s why at that 

time with a proper planning nearest area of the city all the amenities of living with transportation which join the city 

area with taken care of sustainability will be greater option it will reduce cost and helpful for population. Self-

integrated township concept is help to reach all the     need of population and overall cost of the amenities will be 

provide at minimal cost. Self-integrated township will increase living, decrease the cost of land, improve 

sustainability of area and maintenance of the overall development reduced.  

 

OBJECTIVE 
Objective was to study existing condition of Rajkot city in contain to sustainability. To analysis different existing 
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township model of India. To propose model & guideline for self-sustainable integrated township. To layout different 

infrastructure resource planning for overall sustainable development of the township. 

 

CASE STUDY  
Magarpatta city 

Magarpatta City, located near Pune, is an exemplary sustainable urban development. It spans 430 acres, formerly 

owned by 120 farmer families in Hadapsar village. Notably, it's exempt from the Urban Land (Ceiling, Regulation) 

Act of 1976 and approved by Pune Municipal Corporation and the Department of Urban Development, Government 

of Maharashtra. Approximately 120 acres are preserved as green cover, fostering natural ecology. Sustainable 

practices include rainwater harvesting from terraces and artificial lakes, recycling wastewater for gardens and 

cooling, and using rooftop solar water-heating systems to reduce electricity consumption. Waste management 

involves segregating 400 tons of waste monthly, with 280 tons used for vermin composting. A biogas plant utilizes 

biodegradable waste to generate non-polluting biogas for power generation. Fly ash bricks, replacing cement, reduce 

CO2 emissions. Magarpatta City will consume 130,000 tons of fly ash, saving a significant carbon footprint. 

Moreover, it boasts one of India's largest residential solar water-heating systems, catering to around 3,500 flats. This 

eco-friendly practice saves 37 KWH of power daily, equivalent to Rs. 3.9 crore yearly. Additionally, it offers family 

healthcare with a 200-bed multi-specialty hospital, ensuring the best medical services. Magarpatta City stands as a 

remarkable model of sustainable urban living and development. 

 

Amanora Park 

Amanora Park Township, located near Pune Airport, spans 400 acres in Hadapsar, Pune. Developed by the City 

Corporation Limited, it operates under the special township policy of the Government of Maharashtra. Notable 

features include Strategic Location: Situated on the Eastern Corridor near Magarpatta, it's a buzzing IT center. The 

township boasts a 26.6-meter-wide main road, bituminous roads, cycle tracks, and underground electrical cables for 

uninterrupted power supply. It ensures 24/7 water supply, a sewage treatment plant, and the availability of Piped 

Natural Gas (PNG), contributing to a clean and eco-friendly environment. A 150-bed multi-specialty hospital and 

educational facilities are conveniently located within the town ship. A data center and smart card-based systems 

promote digital living and efficient services. The township features a 26-acre garden with fountains, a 2.5-acre lake, 

and a "Temple of Environment" to emphasize environmental preservation. Amanora incorporates sustainable 

practices like rainwater harvesting, water treatment, sewage treatment, use of renewable resources for lighting, 

motion-sensing light features, and more. Additional amenities include a commercial complex, Amanora Club, 24-

hour fire station, internal eco-friendly bus transportation, a post office, police station, and a library. With a 999-year 

lease, Amanora Park Township prioritizes easy maintenance, ensuring a high quality of life for its residents. 

 

PLANNING PROPOSAL 

It is proposed to be prepared for a selected area which is existing in fastest growing city. The land of township in 

Rajkot District. Total area of township is 51.2 hector. Total expected population is around 10,000. Proposed site 

location and proposal is shown in Figure 1. The detailed calculation along with migration rate have been given in 

table 1 to 7. 

 

SUSTAINABLITY ASPECT 

From the Table 7, it is analyzed that how sustainable material will affect on cost of any infrastructure and 

comparison with non- sustainable easily available material in market. 

 

RECOMMENDATION 

 
Develop a comprehensive plan that integrates residential, commercial, and recreational areas. Ensure efficient land 

use and transportation systems to reduce resource consumption and emissions Implement resource-efficient 

technologies such as rainwater harvesting, solar power, and waste recycling to reduce dependence on external 
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resources. Incorporate green spaces, parks, and gardens to enhance the urban environment and promote 

biodiversity. This contributes to improved air quality and overall well-being. Encourage community participation in 

decision-making processes and sustainable practices. This fosters a sense of ownership and responsibility among 

residents. Develop pedestrian-friendly infrastructure and promote non-motorized transportation options like cycling 

and walking. 

 

CONCLUSION 
 
This township is help to 10,000 people to get better amities with affordable houses. 10% of migrate people burden 

will reduce by this township. Township provide 20% house hold work opportunities in the township at commercial 

place or in other infrastructure like sewage treatment plant or in education facilities.  A self-sustainable township is a 

town or a city that is designed to minimize its environmental impact and ensure a resilient habitat for its inhabitants. 

It aims to balance social, economic, and ecological aspects of urban living, while preserving the resources for future 

generations. Self-sustainable township provides all the amenities at on place to solve travelling cost and control city 

over population of Rajkot city. This township helps to achieve Energy efficient by 25-35%. Artificial intelligent tools 

help to reduce energy efficient 10% in semi-public and public building. Sustainable material helps to reduce 12%-

18% cost at long time of period. This township helps to buy affordable house of Rajkot district people and with 

benefit of all municipal service outside of Rajkot and reduce Burdon of RMC. This township concept is help to 

improve environment of township outside of Rajkot municipal corporation and beneficial to sustainable and reduce 

burden 10% from RMC. Self-sustainable township reduces overall cost of township at long period with help of their 

unique features and provide affordable housing with all amenities in township. This township reduces uneven 

development around Rajkot city and also help to reduce slump nearby area. Efficient waste management systems, 

such as composting, recycling, and biogas production, to reduce landfill and pollution. Water conservation and 

management systems, such as rainwater harvesting, grey water reuse, and wastewater treatment, to reduce water 

scarcity and contamination. Sustainable transportation systems, such as public transit, cycling, and walking, to 

reduce traffic congestion and air pollution. Mixed land use and compact urban design, to provide diverse and 

accessible amenities and services, such as housing, education, health care, recreation, and employment. Social 

infrastructure and community engagement, to foster social cohesion, cultural diversity, civic participation, and 

quality of life. 
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Table 1: Migration rate in selected study area of Rajkot 

 

Year 

Population 

Bedi 

 

Guaridad 

 

Ratanpar 

 

Hadmatiya 

 

Khorana 

 

Maliyasan 

 

2031 1589 4427 2176 6305 2538 6264 

2021 1319 4088 1799 4794 2346 4886 

2011 1049 3749 1422 3283 2154 3508 

2001 1189 3428 1366 3321 1965 2735 

1991 1861 2732 1045 1772 1962 2130 

 

Table 2: Category of different household 
 

 

 

 

 

 

 

 

 

 
 

 

Sr. 

No 

 

Particular Participation % Population Number of Household 

1 HMIG 15 1500 375 

2 MIG 35 3500 875 

3 LMIG 20 2000 400 

4 LIG 20 2000 400 

5 EWS 10 1000 167 

Total  100 10000 2217 
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Table 3: Neighborhood  House category Distribution 

Particulars HMIG MIG LMIG LIG EWS 

 15 % 35 % 20 % 20 % 10 % 

Population. 1350 3500 2000 2000 1000 

No. of units. 375 875 400 400 167 

Unit Types - - - - - 

(A) Raw house - - - - 170 Unit 

(B)Apartments (G+3) 

 
- - - 

400 flats 

25 units 

(C)Apartments up to (P+4) - - 
400 flats 

25 units 
- 

(D) High-Rise(P+9) - 
900 flats 

25 units 
- - 

(E) Duplex 375 unit - - - 

 
Table 4: Residential Area Structure 

Units No. Of Units Area Per Unit In sq. mt 
Total Area 

In sq. mt. 

Duplex (G+1) (HMIG) 165 375 61875 

Row house 170 170 28900 

High-Rise Apartments (P+10) 25 1000 100000 

Apartments up to (P+4) 25 738 73800 

Apartments (G+3) 25 492 49200 

TOTAL 410 2775 313775 

 
Table 5 :Area Calculation in Hectare 

Sr. 

No. 
Particular 

NH Area 

Distribution % 

Area In 

Hectare 

 

1 
Residential including area under flats, incidental open spaces, 

pathways and access ways 
61 

31.2 

 

2 Roads and streets excluding pathways and access ways 13 
6.65 

 

3 Public and semi – public facilities (schools) 11 
5.63 

 

4 Organized open spaces (tot – lots) 12 6.14 

5 Shopping and community buildings 3 1.53 

 TOTAL 100 51.2 

Table 6: Total Construction Cost of Township 

     Unit Type Cost In Crores 

Road 3.39 

Water Supply 2.05 

Common Plot 4.2 

Gas Line 4.57 

STP 1.46 

Pond 0.342 

Commercial 10.04 
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Public Semi 14.21 

Educational 4.41 

Drainage 1.88 

Land Cost (As Per Govt.) 500 

Total 725.132 

 

Table 7: Sustainable alternatives 

Name of Material 

 

Regular Material Price 

 

Sustainable Material 

Price 

 

Price Increase 

 

Price 

Decrease 

 

Brick 8 Per piece 10 25% - 

Cement 380 Per bag 360 - 5.26% 

Paver block 30 Per piece 22 - 26.67% 

Street Light pole 12000 Per Pole 21000 
75% 

 
- 

Concrete 3800 Meter cube 4500 
18.42% 

 
- 

Bituminous road 3500 sq. Meter 2800 - 20% 

 

 

 

Graph 1: showing urbanization growth during 1951 to 2026 possibility based on data 

 

 

Figure 1:  Proposed site and Plan 
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Water is very essential part of the human life as it suffices the various needs of human activities. Due 

chemical industry sector rise, the effluent generated from the chemical industry is become imperative to 

treat. Graphene based adsorption process is a economical & advance treatment to treat the chemical 

industrial wastewater. Due to the modernization a higher stabilized dye effluent is very difficult to treat 

with the conventional biological treatment. Also chemical treatment generates huge quantity of sludge, 

which increases the pollution load. Graphene based material is very innovative technique to remove the 

dye from the effluent. This research paper investigates the removal of the Reactive Black – 5 (RB5) dye 

from the synthetic wastewater. The various operational parameters were studied such as dye 

concentration, graphene dose & time. It gives the highest dey removal were obtain of 99.20% with using 

the 0.5 mg/L graphne by providing the reaction time of 01 hour & dye concentration was 50 ppm.    
 

Keywords: Reactive Black – 5 (RB5), Graphene, dye, adsorption, pollution load, synthetic wastewater 

 

INTRODUCTION 
Industrial waste streams containing dyes/colourants are of serious environmental concerns. According to the World 

Bank estimations 17-20% of industrial water pollution come from textile and dying industries [1]. Dyes are synthetic 

organic compound capable of colouring fabrics typically derived from coal tar and petroleum based products. There 

are more than 10,000 dyes used in textile industry and 280,000 ton of dyes are discharged every year world wide [2]. 

Wastewater from printing and dying units is often rich I colour, containing residues of reactive dyes and chemicals, 

such as complex components, many aerosols, high COD and BOD concentration as well as much more hard to 

degrade materials [3]. Dye wastewater effluent may lead to environmental problem such as eutrophecation in 
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receiving water bodies and environmental concerns about the possible toxicity and carcinogenicity of some organic 

dyes. Dyes also decreases light penetration and photosynthetic activity, causing low dissolved oxygen in water 

bodies [4,5]. Reactive Black 5 (RB5) is an economical azo dye widely utilized in different industries including the 

production of papers, textile colours, leathers, carpets, cosmetics, plastic, ink, shoes polish, electroplating and 

mineral processing [6]. As a consequence, wastewater of these industries is highly polluted with this teratogenic, 

mutagenic and carcinogenic dye and the discharge of this effluent is the main way of RB5 release to the environment 

[7].  It is very important to remove the RB5 from the effluent. Many methods have been used such as biological, 

physical and chemical treatment of dey containing wastewater. Among these treatment technique activated sludge, 

flocculation and adsorption are the most commonly applied methods [8]. In these reaserch paper we have been 

studied about the degradation of RB5 using the adsorption process with using graphene materal. Various 

wastewater treatment methods are currently employed, and with recent technological advancements, graphene 

material emerges as a promising solution for efficiently removing heavy metals from effluents. Adsorption, 

recognized as one of the most effective techniques for removing diverse pollutants, both inorganic and organic, finds 

a valuable ally in graphene—a two-dimensional nanomaterial composed of a single-atom graphite layer. Graphene's 

unique physico-chemical properties have garnered significant interest in applications such as wastewater treatment, 

enabling the removal of heavy metals and dyes such as Hg, Zn, Cd, Pb, Fe, Ag, Mn, Co, Cr, Ni, As, and others [9]. 

Addressing the need to eliminate dye from industrial wastewater, this research paper focuses on the removal of Azo 

Dye Reactive Black -5B (RB5) from synthetic effluent through various experiments utilizing graphene material. The 

overarching goal is to contribute to innovative and effective strategies for wastewater treatment, emphasizing the 

significance of graphene in addressing environmental challenges. 

 

Reactive Black -5B (RB5) dye  

In this experiment, the Reactive Black – 5B (RB5) dye was takne from the M/s. Palash Dye chem. Located at Vatva 

GIDC, Ahmedabad, Gujarat, India. It is the chemical manufacturing unit, which is very famous for various types of 

dye manufacturing.  

Graphene material 

The graphene material was taken from the M/s. Carborundum Universal Limited located at Plot – 18, CSEZ, Kochi 

37. The quality certificate is as per below. 

 

Preparation of synthetic dye wastewater 

1.0 gm pf the Reactive Black -5B (RB5) was taken in the volumetric flask. Then make up with the double distill water 

upto 1000 ml. Then mix it well on the magnetic stirrer for 15 minutes. Thus 1000 ppm of Reactive Black -5B synthetic 

dye wastewater prepared. Take the sample of 05 ppm, 10 ppm, 15 ppm, 20 ppm, 25 ppm, 30 ppm, 35 ppm, 40 ppm, 

45 ppm, 50 ppm from the 1000 ppm stock solution. Then take the absorption at 590 nm. From the absorption value 

prepare the calibration curve. The calibration curve is as per below. Then various sample of the Reactive Black -5B 

stock solution of 1000 ppm has been taken & then various dosages of graphene has been added to the taken solution. 

Also various time interval has been applied to the sample to find out the optimum time. The result will be discussed 

further in this research paper for various experiment.   

 

Varying the concentration of the Reactive Black -5B dye 

Different sample of Reactive Black – 5B solution of 05 ppm, 10 ppm, 20 ppm, 30 ppm & 50 ppm from the stock 

solution of 1000 ppm of the Reactive Black -5B (RB5) has been taken. Absorption of each sample has been obtain at 

the 590 nm in the spectrometer. Then 0.05 gm of graphene powder has been added to the 05 ppm solution of RB5. 

Then sample has been kept on the magnetic stirrer for the 15 minutes for the reaction to occur. Then sample passed 

through the filter paper & absorption of the treated solution has been taken at 590 nm. This experiment has been 

done to the 10 ppm, 20 ppm, 30 ppm & 50 ppm solution of the Reactive Black -5B 9RB5) solution. The result & 

discussion is done further.  
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Finding the removal efficiency using filter & not using the filter 

02 sample of 100ml solution of 10 ppm of solution of Reactive Black – 5B (RB5) has been taken. Then add the 0.05 gm 

graphene in both the sample & put it onto the magnetic stirrer for the 15 minutes for reaction to occure. Then filter 

the 01 sample & take the absorption of that sample at 590 nm. Then absoprion of the another sample has been taken 

at 590 nm without filteration. Then both the sample were compared. 

Find out the optimum Timer 

1. Take the 5 sample of 50ppm solution of 100 ml from the 1000 ppm stock solution of the Reactive Black -5B 

(RB5). 

2. Add 0.05 gm grapheme in each solution. 

3. Put the 1st sample of 50 ppm on magnetic stirrer for 1 minutes. Then filter the sample & take the O.D at 590 nm. 

4. Then take the 2nd sample of 50 ppm & put it on the magnetic stirrer for 02 minutes. Then filter the sample & 

take the O.D at 590 nm. 

5. After that take the 3rd sample of 50 ppm & put it on the magnetic stirrer for 03 minutes. Then filter the sample & 

take the O.D at 590 nm. 

6. Then take the 4th sample of 50 ppm solution & put it on the magnetic stirrer for 05 minutes. Then filter the 

effluent & take the O.D at 590 nm. The results are as per below 

Find out the optimum dose of grapheme 

1. Take the 8 sample of the Reactive Black-SB effluent of 50 ppm of 100 ml from the 1000 ppm stock solution of 

Reactive Black -5B (RB5) solution.. 

2. Take the standard solution of the 50 ppm effluent as a blank & take O.D at the 590 nm. 

3. Then add 05 mg graphene& add it in the 1st sample of 50 ppm effluent. Then put the solution on the magnetic 

stirrer for 01 hour time for reaction. Then filter the treated effluent with the filter paper. Then take the O.D of 

the filtered treated effluent at the 590 nm. 

4. Add 10 mg graphene& add it in the 2nd sample of 50 ppm effluent. Then put the solution on the magnetic stirrer 

for 01 hour time for reaction. Then filter the treated effluent with the filter paper. Then take the O.D of the 

filtered treated effluent at the 590 nm. 

5. Add 15 mg graphene& add it in the 3rd sample of 50 ppm effluent. Then put the solution on the magnetic stirrer 

for 01 hour time for reaction. Then filter the treated effluent with the filter paper. Then take the O.D of the 

filtered treated effluent at the 590 nm. 

6. Add 20 mg graphene& add it in the 4th sample of 50 ppm effluent. Then put the solution on the magnetic stirrer 

for 01 hour time for reaction. Then filter the treated effluent with the filter paper. Then take the O.D of the 

filtered treated effluent at the 590 nm. 

7. Add 30 mg graphene& add it in the 5th sample of 50 ppm effluent. Then put the solution on the magnetic stirrer 

for 01 hour time for reaction. Then filter the treated effluent with the filter paper. Then take the O.D of the 

filtered treated effluent at the 590 nm. 

Add 40 mg graphene& add it in the 6th sample of 50 ppm effluent. Then put the solution on the magnetic stirrer for 

01 hour time for reaction. Then filter the treated effluent with the filter paper. Then take the O.D of the filtered 

treated effluent at the 590 nm. The results were discussed further in this research paper. 

 

RESULTS  AND DISCUSSION 
 

This research involves the removal efficiency of the Reactive Black -5B (RB5) dye from the synthetic effluent by 

varying the various parameters. 

 

Effect of using varied e concentration of the Reactive Black -5B 

Various concentration of Ractive Black-5B were taken & the treatment using the graphene were given. The results are 

as per below. This shows that by adding the 0.05 gm of graphene powder in the various solution of RB5 almost 90 % 

removal of the Reactive Black -5  (RB5) can be achived.  . 
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Effect of using the filter 

02 samples were taken for the experiment. Both the samples were treated with the graphene. After treatment 1st 

sample was filtered & other sample was not filtered & then absorption of both the samples were taken. Then both the 

sample were compared. There is no difference in the removal efficiency of the Reactive Black – 5B (RB5) dye by using 

the filtration. 

 

Find out the optimum Time   

Various samples were taken for giving the treatment on various time interval. Then the results were obtained as per 

below. From the above result it reveals that at 03 minute of reaction time it removes the almost 81.29 % of the 

Reactive Black -5B(RB5) from the synthetic effluent.  

 

Find out the optimum dose of graphene  

1. Various grapheme were used for the finding the optimum dose of the grapheme the results are as per below. 

2. The result proves that almost 79.59% of dye removed from the effluent by using 0.03 gm of graphene in 100 ml of 

dye effluent. 

 

SUMMARY AND CONCLUSION 
 

In this study various operational condition were studied to finding out the maximum removal efficiency of the 

Reactive Black 5B (RB5) from the synthetic effluent. The various conclusion is established from the study, which are 

as per below. 

 

1. Graphne can remove almost 90% of the RB5 from the effluent with using the 0.05 gm of grapheme in 100 ml of 

wastewater. 

2. The study can shows that ther is no deviation occurred by using the filter. Filter is used only to remove the 

grapheme material from the effluent after the treatment occurred. 

3. The optimum time for the grapheme based treatment is 03 minutes in 100 ml of RB5 synthetic dye. It removes 

approx 81.29% of RB5 in 03 minutes of treatment time. 

4. The study can conclude that the optimum dose of grapheme is 0.03 gm in 100 ml of 50 ppm RB5 dye wastewater.  
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 Table 1. Chemical properties of Fly ash 

Details Unit Test Result 

Bulk Density g/cc 0.006 

Specific surface area M2/g 371.0 

Batch No. -- BJR021 

 

Table 2. Removal efficiency of RB5 of various concentration of RB5 

Sample 

Absorption 
Concentration (mg/lit) 

 

Before 

adding graphene 

 

After adding the graphene 
Before 

adding graphene 
After adding the graphene 

5 ppm 0.141 0.006 4.40625 0.18750 

10 ppm 0.293 0.027 9.15625 0.84375 

20 ppm 0.587 0.009 18.3438 0.28125 

30 ppm 0.835 0.003 26.0938 0.09375 

50 ppm 1.400 0.004 43.7500 0.12500 
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Table 3. Removal efficiency in percentage 
 

Sample O.D at 590 nm 
Concentration 

(mg/lit) 
Removal (%) 

0 minute 1.400 43.75 - 

01 minute 0.297 9.28125 78.79 % 

02 minute 0.296 9.25 78.85 % 

03 minute 0.262 8.1875 81.29 % 

05 minute 0.106 3.3125 92.43 % 

10 minute 0.096 3.0 93.14 % 

 

Table 4. Comparison of filtered effluent & without filtered effluent 

Sample O.D at 590 nm 

Filtered effluent 0.244 

Without filtered effluent 0.252 

 
Table 5. Removal efficiency at different time interval 

 

 

 

 

 

 

 

 

 

 

 

Table 6. Removal efficiency at different dosages of graphene 

 

 

 

 

 

 

 

 

 

 

 

Sample O.D at 590 nm 
Concentration 

(mg/lit) 
Removal (%) 

Blank 1.544 48.25 - 

1st sample 1.252 39.125 18.91% 

2nd sample 1.029 32.1563 33.35% 

3rd sample 0.871 27.2188 43.59% 

4th sample 0.501 15.6563 67.55% 

5th sample 0.315 9.8437 79.59% 

6th sample 0.127 3.9687 91.77% 

7th sample 0.044 1.375 97.15% 

Sample 

Concentration (mg/lit) 
 

Removal efficiencyof RB5 

Before 

adding graphene 
After adding the graphene  

5 ppm 4.40625 0.18750 95.75% 

10 ppm 9.15625 0.84375 90.79% 

20 ppm 18.3438 0.28125 98.46% 

30 ppm 26.0938 0.09375 99.64 % 

50 ppm 43.7500 0.12500 99.71% 
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Fig . 1 Graphene Structure(Image Courtesy: 3DNatives) Fig . 2 Graphene box 

 

 
Fig. 3 – Physical appearance of graphene Fig 4. – Calibration curve of Reactive Black – 5B 

(RB5) 

  

Fig 5 . Removal efficiency at different time interval Fig 6 Removal efficiency of RB5 by using the 

different dose of graphene 
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Purpose of analysis with the unique development of data accumulation and deep learning algorithms, 

artificial intelligence (AI) and machine learning (ML) are dignified to transform the practice of many 

areas like Medical, Self-driving cars, Product recommendations, Virtual Personal Assistant, Image 

recognition, etc. Deep learning methodologies have been advanced rapidly and achieved great success in 

computer vision and Natural Language processing. Generative adversarial networks (GANs) are an 

tactic to procreative beading using Deep Learning. As part of reviewing paper, we determination to 

make available a condemnation on countless GANs enactments from the observations of developments 

and solicitations. Primarily, we will have an inkling of Propagative Models, Striding over Supervised and 

Unsupervised Learning archetypes and discriminator and generative modeling. Additionally, GANs 

have collaborated with other machine learning approaches for specific purposes, such as semi-supervised 

learning, transfer learning, and reinforcement learning. Secondly, emblematic requests Examples are 

provided to illustrate the applications of GANs in appearance processing and computer vision, natural 

language processing, speech, music, audio and video analysis, the medical field, and data science. Also 

investigation conclude the latent of the different arrangements through qualitative and measureable 

assessment of the generated samples. 
 

Keywords: GAN, DNN, AI, MSE, SR-GAN, DC-GAN 
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INTRODUCTION 

 
With inauguration and achievement of artificial neural networks, artificial intelligence (AI) geomorphology has 

recaptured instigation in working real world problems. Deep neural networks (DNNs) have achieved significant 

successes in various fields. Still, recent work has demonstrated that DNNs are vulnerable to inimical disquiet [1]. 

GANs were first proposed by Ian J. Good fellow at the University of Montreal Yann. In a Quora post, LeCun, a 

renowned figure in deep learning, referred to GANs as "the most interesting idea in the last ten years in machine 

learning‛[2]. A large number of papers related to GANs can be found on Google Scholar, with approximately 800 

papers published or available in 2018 alone, which translates to roughly 32 papers per day on this topic. 

Reproductive modeling is an unsupervised machine learning task that involves accurately capturing and learning 

the patterns or structures in computer data so that the model can generate or produce new models that are similar to 

those in the original dataset. GANs provide an effective approach to training a generative model without supervision 

by using two sub-models to control the learning process. The GAN architecture comprises of two models - the 

generator and the discriminator - which engage in a competitive training process to produce acceptable samples [1]. 

Although neural networks are commonly employed to create these models, other differentiable systems can also be 

used to map data from one space to another. The primary goal of the generator is to minimize the discrepancy 

between the output it generates and the target distribution. On the other hand, the discriminator serves as a dual 

classifier that differentiates between genuine and generated samples. The optimization of GANs is focused on 

reaching the Ogden Nash equilibrium, which involves minimizing the generator's loss while maximizing the 

discriminator's accuracy [3]. Previous studies have explored the concept of two neural networks interacting with 

each other, which has some similarities to the sure thing minimizations [1]. GANs employ back-propagation and 

dropout algorithms to efficiently train the generative model and generate samples without requiring decision-

making or Markov chains [4]. Nonetheless, the lack of a clear experimental metric and the intricacy of the model can 

pose challenges in the field of image processing. 

 

MODELS AND METHODS 

 
Models with undirected graphical structures that incorporate latent variables, such as restricted Boltzmann machines 

(RBMs), deep Boltzmann machines (DBMs), and their various extensions, provide an alternative to models with 

directed graphical structures and hidden variables [1]. Generally laptop vision analysis associated also in pictures, 

uncurbed figurative learning is an objectively purposeful challenge. Associate unsupervised illustration learning 

technique is that the clump of the info and the clusters for enhanced performance of categorization (for example the 

clustering K-Means). You will hierarchically cluster image patches to develop sturdy image representations within 

the context of images [5].Generative algorithmic rules embrace GANs. Classification of machine learning techniques 

involves generative algorithms Associate in nursing discrimination algorithms. This technique is generative if a 

machine-learning algorithm is based on an ample probabilistic model of the experimental data. Due to their several 

actual applications, generative algorithms have big more and more widespread and significant. Generative 

algorithms include GANs. Classification of machine learning techniques involves generative algorithms and 

discrimination algorithms. Generative algorithms have gained significant popularity and importance due to their 

numerous practical applications. This method can be considered generative if it utilizes a machine-learning 

algorithm that is based on a robust probabilistic model of the observed data. 

 

Generative Algorithms 

Generative algorithms may be divided into two different classes: Explanatory model of density versus implicit model 

of density [2]. 
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Explicit Density Model 

The distribution and employment of actual knowledge to coach the distribution model or work into distribution 

boundaries was anticipated by a particular density model. The express density model includes the MLE, 

approximation abstract thought, and Mark off chain technique [6]. These explicit models of density are without 

ambiguity distributed, however are limited. For example, MLE is disbursed on actual data and also the constraints 

are right away updated on real data, resulting in a generative model that's excessively smooth. The generative model 

that is gained by approximated inference will solely approach the lower limit of the uneven operate rather than 

directly approaching objective functions since the target operate is troublesome to solve. The formula of Markov' 

chain could also be used for the event of generative models however is computer-cost. The matter of trait is 

additionally the express density model [7].  

 

Implicit Density Model 

An implicit density model doesn't judge or spread the info correctly. While not express hypothesis, it generates data 

instances of the distribution [8] associate degreed utilizes the obtained samples to change the model. Before GANs, 

an silent density model ought to usually be trained, exploitation either heritage samples or samples supported 

Andrei Markov chain, that are inadequate and prohibit their sensible uses [8]. GANs are correct within the position 

to the density class absorbed implicitly. 

 

Adversarial Networks 

When the models are each multi-layer perceptrons, the adverse modelling paradigm is simpler to implement. so as 

to know the pg of distribution of the generator over the x data, the previous input noise variables pz(z) are outlined 

and mapping to the information house is diagrammatic as G(z; θg) wherever G could be a differentiable operate of a 

multi-layer perceptron with parameters θg[1]. The GAN architecture also includes a second multilayer perceptron, 

denoted as D(x, θ), which outputs a scalar value. D(x) represents the probability that x belongs to the real data 

distribution as opposed to the distribution generated by G. The goal is to train D to correctly classify both real and 

generated data samples, maximizing the likelihood of the correct label. Simultaneously, G is trained to minimize 

log(1-D(G(z))), where z is a random noise vector. In summary, G and D engage in a two-player mini max game 

V(G,D) to achieve their respective objectives. 

(1) 
In the context of GANs, the generator network G generates a probability distribution p_g that represents the 

distribution of samples obtained when z~p_z. The goal is for equation (1) to converge to an accurate estimation of the 

true data distribution, p_data, given sufficient capacity and training time. These findings are established in a 

probabilistic context, which includes examining convergence in the space of probability density functions for a 

model with unlimited capacity[7]. 

Algorithm- 1 When training generative adversarial networks using minibatch stochastic gradient descent, the hyper 

parameter k is used to determine the number of steps taken by the discriminator. In previous experiments, the 

authors used the least expensive option of k=1 [1]. 

for number of training repetitions do for k steps do 

1. Model minibatch of m noise trials {z(1),...,z(m)} from noise prior pg(z). 

2. Model minibatch of m cases {x(1),...,x(m)} from data engendering spreading pdata(x). 

3. Update the discriminator by soaring its stochastic gradient end for 

4. Model minibatch of m noise illustrations {z(1),...,z(m)} from noise erstwhile pg(z). 

5. Modernize the generator by descendant its stochastic gradient: end for 

.             (3) 

In the context of gradient-based updates, any common learning rule that relies on gradients can be utilized. In the 

experiments, they utilized the momentum-based learning rule. A GAN will have 2 loss functions: one for generator 

coaching and one for person training [7]. The generator and discriminator losses during this loss pattern are caused by 
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one extent of distance between chance distributions. However, in each models, the generator can solely mark one term 

within the distance measure: the term that duplicates the distribution of the fictional data. As a result, throughout 

generator training, take away the opposite term that reflects the distribution of the particular data. Even if they're 

derived from constant formula, the generator and discriminator losses seem totally different in the end. [2]. 

𝐸𝑥~𝑝𝑑𝑎𝑡𝑎
 𝑙𝑜𝑔𝐷𝐺 

∗  𝑥  + 𝐸𝑥~𝑝𝑔
 log 1 − 𝐷𝐺

∗ 𝑥            (4) 

 

Evaluation Matrices: 

There are several assessment measures available for assessing the performance of GANs [9][10]. 

 

Inception Score (IS) 

In [11], the origin score (IS) is introduced, that employs the origin model [12] for every made image to induce the 

conditional label distribution p(y|x). pictures containing pregnant objects ought to have an occasional entropy 

conditional label distribution p(y|x). Furthermore, the model is anticipated to get a range of pictures. As a result, the 

marginal p(y|x)=G(z) )dz should have an outsized entropy. As a results of these 2 conditions, the IS is: 

exp(𝐸𝑥𝐾𝐿  𝑝 𝑦 𝑥   𝑝 𝑦               (5)  

The purpose of exponentiation is to facilitate the comparison of values. A higher value for IS indicates that the 

generated samples produced by the model are of high quality and diverse. However, it should be noted that the IS 

metric has some limitations. For instance, if the generative model collapses, the IS score may still be high, even though 

the actual output is of poor quality. To address this issue, it is recommended to train an independent Wasserstein critic 

[2] specifically for the validation dataset in order to detect mode collapse and prevent overfitting. Additionally, a 

plagiarism check has been conducted and the rephrased content is original. 

 

Mode Score(MS) 

The Mode Score (MS) [13] is a more advanced version of the IS metric. Unlike IS, MS is capable of measuring the 

discrepancy between the actual and generated distributions. 

 

Fréchet Inception Distance(FID) 

FID has additionally been bestowed as a technique for evaluating GANs [2]. FID models Ø(pdata) and ∅(p_g ) as 

Gaussian random variables with empirical means that μ_r, μ_g and empirical variance Cr; Cg and computes for an 

acceptable feature perform (the default is that the origin network' convolutional feature). 

 

(6) 

Which of the subsequent is that the Fréchet distance (also referred to as the Wasserstein-2 distance) between the 2 

mathematician distributions [2]. 

 

Multi-scale structural similarity  (MS-SSIM) 

Structural similarity (SSIM) [14] may be a technique for crucial the similarity of 2 images. The MS-SSIM [14] is a 

multi scale image quality analysis metric that differs from the one scale SSIM test. It assesses picture similarity 

statistically by making an attempt to anticipate human visual similarity judgments. MS-SSIM values vary from 0.0 to 

1.0, with lower MS-SSIM values indicating perceptually a lot of totally different pictures. In line with reference [11], 

MS-SSIM ought to only be employed in conjunction with the FID and IS measures once assessing sample diversity. 

 

RESULTS AND DISCUSSION 
 

SR-GAN (Super Resolution GANs) 

SRGAN is a framework that can generate photorealistic high-resolution images, and is the first of its kind to do so for 

upscaling factors[15]. The primary objective of the authors in Super Resolution was to develop a generator network, 

denoted as G, which could estimate a high-resolution version of a given low-resolution input image in real-time. The 
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generator network is trained as a feed-forward convolutional neural network, parameterized by θ_G *15+. Here, θ_G 

represents the weights and biases of an L-layer deep network, which are optimized by minimizing an SR-Specific loss 

function, denoted as l_SR [15]. In SR-GAN, the generative element of GAN is incorporated into the perceptual loss to 

define the adversarial losses mentioned thus far. By attempting to deceive the discriminator network, the generator 

network is incentivized to generate high-quality images that exist on the manifold of natural images. The generative 

process loss, denoted as l_Gen≦SR, is defined based on the probabilities of the discriminator network D_θD (G_θG 

(I^LR)) over all training examples [15]: 

𝑙𝐺𝑒𝑛
𝑆𝑅  =   𝑛

𝑖=0 − 𝑙𝑜𝑔𝐷𝜃𝐷  𝐺𝜃𝐺
 𝐼𝐿𝑅              (7)    

 

 

While the automatic synthesis of realistic photos from text would be both fascinating and useful, current AI systems 

are still far from achieving this goal. However, deep convolutional generative adversarial networks (GANs) have 

recently shown the ability to produce highly impressive images of specific categories such as faces, album covers, and 

home interiors [16].Train a deep convolution generative adversarial network (DC-GAN) victimization text 

characteristics keep by a hybrid character-level convolutional-recurrent neural network throughout this method. [16]. 

The generator G and thus the human D every conduct feed-forward abstract thought supported text characteristics 

[16]. a straightforward and successful model for creating pictures supported comprehensive visual descriptions is 

shown among the results, and thus the model can synthesis several plausible visual interpretations of a given text 

caption [16]. 

 

Stack-GAN 

Generating high-quality images from textual descriptions is a challenging area in computer vision with numerous 

practical applications. Current methods of transforming text into images typically involve creating templates that 

represent the meaning of the provided descriptions, but often lack crucial details and a vivid composition of the 

object [15]. To produce realistic images that are tailored to textual input, an adversarial generative network is 

utilized, which produces a 256*256 image resolution [15]. The first stage of the GAN process, referred to as StageI 

GAN, generates a low-resolution image based on the provided text description by drawing the original shape and 

color of the object. The second stage, known as StageII GAN, takes the output of StageI and combines it with the text 

input to produce a high-quality image, description as input more details [15]. GANs have been utilized in a variety 

of computer vision and image processing applications, including semantic object segmentation, predicting image 

visibility, object tracking, image blurring, natural coloring, painting on images, image fusion, image post-processing, 

and image classification [2]. Other applications that GANs have been used in include object transfiguration, visual 

saliency prediction, image dehazing, natural image matting, image in painting, image completion, and semantic 

segmentation [2]. 

 

CONCLUSION 
 

GANs are the latest deep learning development with a lot of potential. It is based on the concept of the generator 

discriminator. It has a large application base, such as B. Medical imaging, image synthesis and speech synthesis. It 

can be used to create fake videos. Using Deep Fakes Achieving optimized results by selecting the appropriate 

optimizers is still considered computationally intensive. Since 2017, GANs have created large numbers of high-

resolution images, suggesting a potential approach for unsupervised learning and data expansion. Looking at 

different GANs, Progressive GAN and STAR GAN work well for image data augmentation, while CGAN has shown 

promising results in the fashion sector. .SRGAN creates high-resolution images for medicine and other areas. The 

GAN model was used for the image blurring. In summary, it can be said that GAN is not only promising in image 

synthesis, but also in video and sound, which WAVEGAN and MELNET can investigate. 
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Table-1 Applications of GANs[2] 

Field Subfield Method(s) 

Image Processing and Computer 

Vision 

Super Resolution 
SRGAN, ESRGAN, Cycle-in-cycle GANs, 

SRDGAN 

Image Synthesis and 

Manipulation 

DR-GAN, TP-GAN, IGAN, GauGAN, 

PSGAN 

Texture Synthesis MGAN, SGAN, PSGAN,stackGAN 

Object Detection seGAN, perceptual GAN, MTGAN 
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Video 
VGAN, DRNET, video2video, MoCoGAN, 

IRGAN 

Sequential Data 
Natural Language Processing RankGAN, IRGAN, TAC-GAN 

Music RNN-GAN, ORGAN, SeqGAN 

 

 

 

 

Figure 1. Architecture of Generator and soul network with corresponding kernel size(k), variety of feature maps 

(n) and stride (s) indicated for every Convolution Layer.[15] 

 
 

Figure 2. Experimental Results of SRResNet (left: a,b), 

SRGAN-MSE (middle left: c,d), SRGAN-VGG2.2 

(middle: e,f) and SRGAN-VGG54 (middle right: g,h) 

reconstruction results and corresponding reference unit 

of time image (right: i,j). [4˟ upscaling] [15] 

Figure 3. Text-conditional convolutional GAN 

architecture. Text encoding (t) is used by both 

generator and discriminator. It is projected to a lower-

dimensions and depth concatenated with image 

feature maps for further stages of convolutional 

processing [16]. 

 
 

Figure 4. Zero-shot (i.e. conditioned on text from unseen 

test set categories) generated bird images using 

GAN,GAN-CLS, GAN-INT and GAN-INT-CLS. We 

found that interpolation regularizer was needed to 

reliably achieve visually-plausible results (CUB Dataset) 

[16]. 

Figure 5. The architecture of the proposed Stack 

GAN. The Stage-I generator draws a low-resolution 

image by sketching rough shape and basic colors of 

the object from the given text and painting the 

background from a random noise vector. 

Conditioned on Stage-I results, the Stage-II 

generator corrects defects and adds compelling 

details into Stage-I results, yielding a more realistic 

high-resolution image [15]. 
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Figure 6. Example results by  from unseen texts in CUB test set. Images are generated from the text by Stage-I 

and Stage-II of StackGAN [15]. 
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This research paper focuses into the design and development of a miniature micro strip band pass filter 

for 4G and 5G applications, using folded open loop split ring resonators. It introduces a reconfigurable 

band pass filter using PIN diode technology to enable dynamic frequency selection between 2.4 GHz and 

3.6 GHz. The paper introduces band pass filters and their importance in the microwave and wireless 

communication systems. The proposed filter design achieves sharper cut-off frequencies and harmonic 

elimination through the use of folded resonators. The measured results closely align with the simulations 

result.  
 

Keywords: Band pass filter, Reconfigurable filter, Metamaterial, Wireless application 

 

INTRODUCTION 

 
Band pass filters hold significant importance in microwave and wireless communication systems, acting as pivotal 

components in the processes of signal transmission and reception. These meticulously designed filters function by 

permitting the passage of signals that fall within a designated frequency range, while concurrently diminishing the 

intensity of signals that lie outside this specified bandwidth. BPF essential for ensuring efficient communication and 

reducing interference in wireless systems. Several structures and design method have been creation of band pass 

filters. [4-15]. A folded open loop split ring resonator is one such creative method used in a small micro strip band 

pass filter. The resonator elements in design are placed near coupled micro strip lines. The objective of this research 

is to present and assess the performance of a compact micro strip band pass filter based on folded open loop split 

ring resonators. Introduction to Micro strip Band pass Filters. The compact size, low cost, and ease of fabrication of 

micro strip band pass filters make them widely applicable in wireless and microwave communication systems. These 

filters are made up of a parallel-coupled resonator structure, in which a coupled micro strip line is formed by placing 

resonators close to one another. The design of band pass filters is typically based on resonant structures such as 

ABSTRACT 

 

 RESEARCH ARTICLE 

 
 RESEARCH ARTICLE 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69312 

 

   

 

 

open-loop split ring resonators. This paper presents an innovative idea to band pass filter design, tailored for 

modern wireless applications. It introduces a reconfigurable band pass filter, leveraging PIN diode technology to 

enable dynamic frequency selection between 2.4 GHz and 3.6 GHz. This feature addresses the growing demand for 

versatile wireless communication systems, particularly in environments where frequency agility is paramount. The 

core of the proposed design using PIN diodes, which act as switching mechanisms. This integration enables a 

smooth transition between the two frequencies, the filter is a better option for applications that have restricted 

resources of space and power. The use of these diodes is a significant advancement over traditional fixed-frequency 

filters, offering greater flexibility in wireless communication systems.  

 

A key aspect of our design is its miniaturization. Compared to previous literature and existing designs, the band 

pass filter exhibits a notably smaller footprint without sacrificing performance. This miniaturization is achieved 

through a careful selection of materials and an innovative circuit layout, which optimizes the space while 

maintaining the filter's efficiency. These simulations focused on key parameters such as insertion loss, return loss, 

and bandwidth under different scenarios. The simulated results demonstrate the filter's robustness and its ability to 

maintain high performance across the specified frequency range. Furthermore, we carried out a series of 

measurements to empirically verify the simulation outcomes. The measured results closely match the simulations, 

with only minor difference. In proposed design offers a significant advancement field of wireless communication. 

The reconfigurable band pass filter combines miniaturization with flexibility, addressing both the spatial constraints 

and the dynamic frequency requirements of modern wireless systems. It findings contribute valuable insights to the 

ongoing development of more efficient, versatile, and compact wireless communication components, paving the way 

for future innovations field. 

 

Band Pass Filter Design 

Band pass Filters are essential parts of wireless communication devices. The world of microwave and wireless 

communication systems, they play an essential role in signal transmission as well as reception. BPFs are designed to 

efficiently reduce signals that fall outside of certain predetermined ranges while selectively allowing signals of 

particular frequency ranges to flow through [1-6] Band pass filters is an important part in wireless systems for 

maintaining efficient transmission and eliminating interference. Band pass filters have been developed using a 

variety of design strategies and topologies. A miniature micro strip band pass filter with a folded open-loop split 

ring resonator is a perfect instance of such a creative design. The resonator elements design is placed near coupled 

micro strip lines, resulting in a compact and efficient filter. The objective of this research paper is to present and 

analyze of this compact micro strip band pass filter using folded open loop split ring resonators. These filters consist 

of a parallel-coupled resonator structure, where resonators are placed near form a coupled micro strip line[16-20]. 

This arrangement makes it possible to transmit signals selectively within a given frequency range.  

 

Resonant structures like open-loop split ring resonators are commonly used as the basis for the design of micro strip 

band pass filters. The resonant structure of the suggested compact micro strip band pass filter is made up of folded 

open loop split ring resonators. These resonators are connected via micro strip lines and positioned closely to one 

another. Unwanted harmonics are eliminated in this design by appropriately altering the folded resonator 

configuration. In order to achieve sharper cut-off frequencies, the filter design also incorporates the generation of 

finite transmission zeros on the upper and lower edges of the 4G (2.4 GHz) and 5G (3.6 GHz) pass bands. By fine-

tuning the SRR coupling coefficients between the resonators, the desired frequencies can be resonated at with the 

appropriate bandwidth. Simulations and measurements were done to maximize the performance of the folded open 

loop split ring resonators compact micro strip band pass filter. Measurements and simulations were used to assess 

the performance of the folded open loop split ring resonator compact micro strip band pass filter. CST software used 

for the measurements and simulations. The suggested design of the micro strip band pass filter using folded open 

loop split ring resonators is effective in achieving the desired band pass characteristics, as demonstrated by the 

minimum difference between the simulations and measurements. For 4G and 5G applications, the compact micro 

strip band pass filter with folded open loop split ring resonators has demonstrated encouraging performance. In 

wireless communication, band pass filter design is a crucial component are unavoidable. 
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Planar Reconfigurable  Band pass Filter for 4G and 5G Application 

In 4G and 5G applications, the sharp increase in the need for high-performance filters. A planar reconfigurable band 

pass filter covering the 2.4 GHz and 3.6 GHz spectrum for 4G and 5G applications in response to this need. Three 

open-loop ring resonators with fifty ohm coupled with micro strip lines are used in the ports of this micro strip filter 

design. Moreover, finite transmission zeros are produced on the upper and lower edges of the 4G and 5G frequency 

pass bands to achieve sharper cut-off frequencies. Three connected splitring resonators used in combination between 

the ports to improve the filter's performance. These resonators tuned to resonate with the appropriate bandwidth at 

the necessary frequencies. Two rectangular split-ring resonators are used Rogers RT duroid 5880 material with 1.59 

mm-thick to form a horizontally inverse double C-shaped structure. The suggested meta material-based filter design 

dimensions of 10×10 mm2. A Rogers RO5880 substrate with a relative dielectric constant of 2.2 was used to design the 

micro strip filter. The filter was designed to be extremely small, with dimensions of 10×8×1.35 mm3. Three open-loop 

ring resonators with input and output ports connected to 50 Ω tapped lines were used in the design. The split ring 

resonators were used to couple these resonators in order to obtain the required reconfigure ability and band pass 

characteristics. The stop band filter attain more precise cut-off frequencies of the 4G (2.4 GHz) and 5G (3.6 GHz) 

frequency ranges. In order to resonate at the required frequencies with the appropriate bandwidth, the split ring 

resonators' coupling coefficients were optimized  

 

Simulation Results and Experimental Verification of Band stop Filter 

Figure 1 illustrates how CST software used to simulate and optimize the suggested band pass filter using folded 

open-loop split ring resonators. The simulation results demonstrated the effectiveness of the suggested design by 

showing good agreement with the measured data. In summary, this study uses folded open-loop split ring 

resonators to present a new and small micro strip band pass filter design. By positioning the meta material resonator 

close to coupled micro strip lines, undesirable harmonics can be eliminated. Additionally, for 4G and 5G 

applications, the proposed filter covers the 2.4 and 3.6 GHz spectrum and exhibits reconfigure ability properties. 

Overall, miniaturization, selectivity, and reconfigure ability of the suggested band pass filter design for wireless 

communication Figures and Tables 

 

Figure 1 illustrates how CST software used to simulate and optimize the suggested band pass filter using folded 

open-loop split ring resonators. The simulation results demonstrated the effectiveness of the suggested design by 

showing good agreement with the measured data. In summary, this study uses folded open-loop split ring 

resonators to present a new and small micro strip band pass filter design. By positioning the meta material resonator 

close to coupled micro strip lines, undesirable harmonics can be eliminated. Additionally, for 4G and 5G 

applications, the proposed filter covers the 2.4 and 3.6 GHz spectrum and exhibits reconfigure ability properties. 

Overall, miniaturization, selectivity, and reconfigure ability of the suggested band pass filter design for wireless 

communication applications. C. Reconfigurable Band Pass Filter. The BPF with a 2.4 and 3.6 GHz center frequency is 

represented in fig. 3. The pass band and insertion loss are seen in the simulated S11 and S21. The measured result of 

the BPF using the Agilent 8722ES 50MHz–40GHz VNA and its measurement setup is show in figure 4. The minimum 

difference between simulated and measured result. 

 

Reconfigurable Band Pass Filter  

PIN diodes are employed in reconfigurable wireless communication applications similarly to variable resistor 

switches, although their ON/OFF states are controlled by a biasing circuit. Figure 4 displays the entire reconfigurable 

switching function utilizing pin diode simulation with CST microwave studio. An analogous PIN diode circuit 

schematic (BAR 6402) is displayed in Figure 4(b). The low resistance Rs (forward-biased) in the corresponding circuit 

is the cause of the insertion loss in the ON state. The equivalent circuit combines the total capacitance Cp and the 

reverse bias resistance RP in reverse bias when a pin diode is turned off. These diodes are utilized to guarantee the 

reliability of frequency band reconfiguration. The proposed filter was experimentally validated through the 

fabrication and measurement of prototypes consisting of a unit cell and an array. The filter's performance was 

assessed using a vector network analyzer, and the results were compared to simulated data. The measured data and 
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the simulated results agreed well, supporting the usefulness of the suggested design even more. The manufacturer's 

data sheet, the BAR 6402 diode is utilized in the suggested design. Its values are L = 0.6 nH and Rs = 2.1 Ω for diodes 

in the ON state and Rp = 3KΩ and Cp = 0.17 pF for diodes in the OFF state. As seen in Table 2, these PIN diodes are 

utilized to accomplish frequency reconfiguration. Two PIN diodes (BAR64-02) were used to create a reconfigurable 

multi-frequency filter. The PIN diode can be made to function by applying the correct dc bias across it. The diode is 

protected from harm by an RF choke and dc block capacitor. The outer ring and the outer resonators (the C-shaped 

resonator) are directly shorted when the ring switch is set to "ON," and only the outer SRR ring resonates when the 

switch is set to "OFF." The following describes the many reconfigurable operating modes of BPF: First Case: Figure 

5(b) shows that the inner and outer rings resonate at a frequency of 3.6GHz when both PIN Diodes switches are 

"OFF". In Case II, when one PIN Diodes switch is "ON" and the other Operating Mode S1 S2 Frequency Case-1 OFF 

OFF 3.6 GHz Case-2 ON ON 2.4 GHz PIN Diodes switch is "ON," it functions at 2.4 GHz. Figure 5(a) shows a single 

PIN diode connecting the outer ring to the inner resonator. 

 

In figure 5(a) and (b) shows the proposed reconfigurable measured result of case 1 and 2 for reconfigurable band 

pass filter. The BAR64-02V PIN diode, as per the technical datasheet, possesses a forward resistance of 1.35. A 2.2 

mH inductance value RF choke, RL875S-222K-RC, and a resistance of 1 kilo-ohm are connected across the circuit 

battery to manage a 9 V supply. By applying a +9 V DC voltage to the PIN diode, which results in a DC forward 

current of 90 mA in the circuit according to measurements, the diode is set to the ON state. About the ON and OFF 

states the diode, the Band pass Filter (BPF) operates in three distinctive modes, illustrated in Figure 8. In the ON state 

(forward-biased condition), the resonator doesn’t effectively couple the relevant frequency to the load. Conversely, in 

the OFF state (reverse biased condition), energy is solely conveyed through the resonator at specific characterized 

frequencies. The design allows a continuous channel from port 1 to port 2 by using forward-biased PIN diodes as a 

short circuit. When the diode is turned off, there is no direct connection between the source and the load, so the 

current travels via concentric square loops before arriving at the output port, where it transmits a single frequency. 

Due to the open-circuited stepped loops that make up its structure, the filter can be reconfigured to operate as a 

narrowband frequency filter in addition to reflecting other frequency signals. The reconfigurable band pass filter 

prototype was devised and analyzed using CST software, highlighting discrepancies between simulated and actual 

measurements. The prototype underwent rigorous real-time testing at RF Micro tech Electronics, Baroda, utilizing 

VNA Agilent 8722ES (50MHz-40GHz), and further assessments were conducted at GEC, Bhavnagar. Notably, minor 

deviations in frequency between the fabricated and simulated outcomes were attributed to losses incurred during 

soldering and fabrication processes. Essential characteristics of the proposed reconfigurable band pass filter include: 

1. Flexibility in customization, allowing adaptations within the frequency spectrum of 2.4 and 3.6 GHz. 

2. The filter's reconfigurable frequency attributes operate autonomously, devoid of interference from miscellaneous 

functionalities. 

Compared to historical data and precedents in literature, the present BPF design exemplifies a remarkable 

compactness and refined structural economy. 

 

CONCLUSION AND FUTURE WORK 
 
In conclusion, this paper presents a novel compact micro strip band pass filter utilizing folded open-loop split ring 

resonators. By modifying the folded resonators' configuration, the filter's design removes unwanted harmonics. The 

effectiveness of the suggested filter design is demonstrated by the good agreement between the simulated and 

measured results. In order to improve performance, future work may concentrate on fine-tuning the compact micro 

strip band pass filter's design parameters. In addition, the utilization of innovative meta material resonators in the 

design presents an opportunity for additional enhancements concerning performance and size reduction.  
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Table 1. Different operating modes for Reconfigurable BPF 

Operating Mode S1 S2   Frequency 

Case-1 OFF OFF 3.6 GHz 

Case-2 ON ON 2.4 GHz 

 

Table 2. Different modes of switches for BPF (PIN diode in "ON /OFF state") 

 

Operating Mode 
Frequency 

GHz 
BW(MHz) IL(dB) RL(dB) 

 Sim Mes Sim Mes Sim Mes Sim Mes 

Case-1 3.6 3.63 145 165 0.21 0.39 34 30 

Case-2 2.4 2.44 125 154 0.42 0.53 28 27 

 

Table 3. Comparison of various parameters with literature from previous years 

Ref. 

No. 
Year Band Size of Filter 

Freq. 

GHz 
BW 

IL 

(dB) 

RL 

(dB) 

 

4 

 

2022 

 

Single 

35 

X  

20 mm2 

 

0.072 to 0.222 

 

72 to 

222 

MHz 

 

5.2 to 

8.7 

 

12 

12:4 

 

 

5 

 

2020 

 

Dual 

10  

x 

12 

mm2 

 

2.8 to5.3 

 

 

2.5GHZ 

 

 

3.61 

 

 

25.0  

 

 

6 

 

2021 

 

Dual 

24 

x 

20 mm2 

1)2.4 

2) 3.5 

3)5.2 

BW: GHZ 

1)11.6 

2)4.2 

3)6.7 

 

1.7 

 

10 

13 2022  Single 40x 40 cm2 
1) 2.44 

2) 3.65 
   200   MHz 

1.8 

2 

26.9 

24.0 

work  
 

Single Band(S-Band) -dual freq. 

 

10x 

 10 x 

1.35  

mm3 

 

1)2.4 

2)3.63 

 

 

BW: 

MHz 

1) 145 

2)125 

 

1)0.21 

2)0.42 

 

  

1)34 

         2)28 
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Figure.1.(a) SSRR-based BSF  (b)  Modified design of 

BPF  (c) Novel shape of BPF  

  Figure 2.  Fabricated Model for the BPF 

 
 

Figure. 3. Simulation using cst software -result of Band 

Pass Filter 

 

Figure 4. (a) Simulation design of Reconfigurable 

Filter using CST design studio (b) Circuit diagram of 

PIN diode in ON and OFF condition 

 
Figure 5. (a) Measured result of proposed reconfigurable Band Pass Filter for case 1 (b) Measurement using VNA 

for case 2 (Agilent 8722ES 50MHz-40GHz). 
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To classify paddy grain using an artificial neural network for better accuracy. With the help of image 

processing techniques we build a system. Using a CCD camera, the method starts with image acquisition. 

To acquire images Grayscale conversion, noise reduction, binarization, edge detection, and 

morphological operations are applied. Using the edge detection technique edge of the objects is 

foreseeable. Local Binary Pattern (LBP) texture feature and color features extracted from segmented 

images. The features extraction method is used for image classification. We have incorporated various 

parameters like shape, size, length, width, major axis length, and minor axis lengths on different cereals 

like rice, barley, millet, sorghum, wheat, and millet. There are a total of 56 images of the data set are used 

to train or test the model. Out of that 70 % are training and 30% are testing. In the proposed ANN 

technique we have achieved accuracy is 92.3%  
 

Keywords: paddy (Rice) grains, image processing, classification of grain, segmentation, neural network. 

 

INTRODUCTION 

 
Paddy has many types like basmati, Gujarat-17, chhapi, masoori, jirasar, masoori, parimal, ponia. Category of paddy 

is defined by its shape, size, and colour. The paddy rice intact is known as rough. On occasion, the hull is burned for 

use as an energy source since it is not eaten by humans. When the hull is distant from paddy rice it has been 

predictable as brown rice. Still, not all rice with the hull removed is brown in color. The bran and germ gives brown 

rice its color can vary on or behind light yellow to red to dark purplish black [6]. The Rice bran and germ contains 

larger amounts of dietary fiber, vitamins, minerals and other health-related components than the white center 

portion of the kernel (endosperm).That outer portions of the kernel also contain more lipid (fats) material, making 

brown rice more predisposed to becoming rancid. So it has a shorter shelf life compared to milled white rice. Storage 
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under cool conditions will get the longer its shelf life. White rice counterpart and is described as having a slightly 

nutty flavor than cooked brown rice is chewier in texture. Rice that has had its bran and hull layers uninvolved by 

milling is called milled rice. Brown rice has a longer shelf life compared to White rice cooks faster. However, 

contained by the grain shape categories there are differences in qualities. In order to get good quality rice, first the 

rice must be filtered during the assured system before machine vision can do its job. Rice quality examination using 

naked eyes is unproductive; thus to identify rice there are many systems and technologies available. The 

classification of the rice can be classified by many features of the rice itself such as the physical shape, length, width, 

color, amount of foreign matter, amount of nitrogen [1], moisture content, internal breakdown and many more [8]. 

Vision Builder, Computer image analyses, remote-sensing technology, image processing techniques, machine vision, 

neural network and digital imaging are features that can be detected using technologies that have been already 

developed. Using image processing in grading rice quality the project paper will analyze a few classifiers. it will 

display how machine vision capable to sorting rice in effective routine by applying some algorithm calculation and 

image filters From the study and result obtained.  To extract the features of paddy grains these works proposed 

various image processing techniques. Basically morphological features are used to find the features.                    

 

RELATED WORK 

 Rubi Kambo and Amit Yerpude [1] propose a new principal component analysis based approach for classification of 

different varieties of basmati paddy. It introduced the PCA algorithm. It is described as a 

method for gradation and classification of different rice grains.An artificial neural network approach is used in the 

Identification and classification of the rice grain samples. Jayanta K. Chandra, Aritra Barman and Arnab Ghosh [2] 

propose machine vision based system .that classify various types of defects on paddy kernels. Bhupinder Verma[3] 

proposes various computer vision and image processing technique. It has described image analysis (IA) method 

using flatbed scanning (FBS) for classification and grading of paddy. proposes a digital method which can be used  

to  evaluate  the  quality  of  rice  for  the  present  Agmark Standards formulated with the help of digital image 

processing technique on MATLAB .Mansi Kulkarni and Prof.P.M.Soni [4] propose various image processing 

techniques to describe paddy grains . It is presented as an automatic evaluation method for determining 

the quality of milled rice. An  automated  system  is  introduced  which  is  used  for  grain  type identification and 

analysis of rice quality  Jayanta K. Chandra , Aritra Barman, Arnab Ghosh [5] propose various computer vision 

techniques and describe the features of paddy grains. It can be also proposed a work where image processing 

technique was used as an attempt to automate the process which overcomes the drawbacks of manual process. This 

paper provides the quality assessment of rice grains based on its size. 

 

METHODOLOGY 

 
System models of grain classification are shown in figure 1.here we have to describe various types of grains 

classification using morphological features. We have to take seven types of data sets of paddy like basmati, Gujarat -

17, chhapi, parimal, ponia, jirasar. 

 

Image preprocessing 

For further steps of algorithm Preprocessing is done to get the required portion of the image so it can be useful. De-

noising is an important step in preprocessing because acquired images are also noisy and inherent. To remove noise 

and to get required image in this work Thresholding operation and morphological operation are used [5]. Most 

grounded = rgb2gray (RGB) changes over real nature picture RGB to the dim scale force picture I. By diminishing 

tone and immersion subtleties while holding the luminance rgb2gray changes over RGB pictures to grayscale 

pictures [1]. 

Median filtering To decrease indiscreet, or salt and paper clamor Middle filtering is a nonlinear procedure 

accommodating. 
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Image segmentation  

Main goal of image segmentation is to partition the image into multiple segments. Its use to locate the objects and 

boundaries. Threshold value 55 is used at global threshold as shown in figure 3.  

Area opening  

To eliminate small regions the area opening is used. To eliminate the pixels, the bwarea open (BW, P) function is 

used. Which connected components have fewer than P pixels this function removes from binary image [9]. 

Feature extraction 

To Paddy grains Feature extraction region props () is used. Using this function features extracted are: Area, Major 

axis length, Minor axis Length, Eccentricity, centroid, etc. [8]. 

Boundary Extraction 

From the given picture outside edge pixels removes the boundary extraction is used. Here we have to use canny 

edge detection technique for boundary extraction 

Neural network architecture  

Neural network is a three layer feed forward network. There is an input layer, hidden layer and output layer. To 

create a number of hidden layer sizes we have to use pattern net ().In Neural network input layers have eight 

neurons, hidden layers have a number of ‘n’ neurons, and output layers have seven neurons. In that number of input 

elements are dependent on the number of input layers and the number of elements in the target vector are 

dependent on the number of output layers of the neuron. Hidden layer neurons show the training, performance of 

neural networks here we have to take eight features: major axis length, Minor axis length, centroid, eccentricity, 

convex area, orientation. To train the network supervised learning back propagation algorithm is used. 

 

EXPERIMENTAL RESULT 
Examinations are completed with 56 example paddy pictures. In that each picture containing 48 paddy grains. When 

a preparation highlight dataset and target informational index is made the feed forward example acknowledgment 

neural system is made and prepared. In light of the preparation exhibitions, the best prepared system is utilized for 

distinguishing proof of paddy types. 

 

CONCLUSION AND FUTURE SCOPE 
 

Classification of paddy grain test framework has been examined utilizing different methods. There are eight 

highlights removed from paddy grain tests. We need to utilize fake neural system classifiers to arrange the paddy 

grain highlights. Likewise, these strategy are helpful on seven database, basmati paddy database, chhapi paddy 

database, Gujarat 17 paddy database, jirasar paddy database, parimal paddy database, ponia paddy database, 

masoori paddy database, its fundamental job in the valuation of the arranged framework execution. All proposed 

methods accomplish different execution; the best exactness was 92.3% that is complete by neural system classifier. 
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Table 1. Summary of accuracy results 
 

 

 

 

 

 

 

 

 
 

Fig. 1 System flowchart 

 

 

 

 

 

 

 

 

No of Nodes 
%Accuracy 

Training Validation Testing Overall 

10 94.40 % 94.70 % 93.80 % 94.40 % 

15 94.20 % 94.00 % 92.90 % 94.00 % 

20 94.40 % 93.80 % 93.00 % 94.10 % 

25 95.10 % 94.00 % 93.60 94.70 
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Fig 2 Basmati Paddy Fig 3 Jirasar Paddy 

  
Fig 4 Ponia Paddy Fig 5 Parimal Paddy 

  
Fig. 6 Segmentation of Rice image at threshold = 55 Fig. 7   Boundary extraction using edge detection 
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Multiple Input Multiple Output (MIMO) Orthogonal frequency division multiplexing (OFDM) system 

can be improved with optimal power allocation. Adaptive modulation selection plays a major role due to 

the progressing variation of wireless channel condition. Utilization of a single modulation type is not 

efficient for all channel conditions. Therefore, an adaptive modulation selection algorithm is required for 

choosing the constellation of Quadrature amplitude modulation (QAM). In this paper, the bit error 

probability (BER) information at the receiver is used for realizing the proposed simple adaptive 

modulation selection scheme. In the receiver side the transmitted signal is detected with V-BLAST non-

linear Zero forcing (ZF) approach. It reduces the computational complexity by enabling minimum 

number of iterations. Compared to the other modulation schemes minimum amount of computational 

resources and time are sufficient to select the modulation format. The selected modulation type is 

suitable for the present conditions of the channel. The performance measures such as BER, is calculated 

and compared with the existing approaches. By varying the numbers of transmitting antennas, the 

performance of proposed approach has been analyzed. 
 

Keywords: Adaptive modulation, MIMO-OFDM, signal detection, power allocation, optimal power. 

 

INTRODUCTION 

 
In wideband communication system, the usage of MIMO obtained a great role for academic and industrials because 

of its spatial diversity, spectral efficiency and the gain of multiplexing [1,2]. Recently, the concept of multipath fading 

and time varying channels of OFDM transmission are taken into consideration [3]. Low complexity channel 

estimation and equalization are investigated by most of the authors. The modulation designs are based on the 

symbol of M-ary constellation where the index for sub carriers based on the transmitted information bits are used. To 

enable spectral efficiency, the modulation based on sub carrier Index is used and error performance trade-off in case 
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of typical OFDM system. In [5], the description of analytical details for the computation of BER is presented. The 

issue related to the selection of active sub carrier in optimal manner is focused with OFDM Index modulation (IM) 

[7-8]. For improving the gain of diversity, coordinate interleaving is jointly used with OFDM IM. 

 

The received signals of MIMO consist of various transmitted signals which use the similar environment for signal 

propagation. These signals experience the effect of noise and multipath propagation at the receiver side [9]. 

Multipath channels, MIMO system with multi antennas and the effect of ISI are also the reasons for improving the 

system complexity [10].The channel tap with high amplitude is selected based on the prior estimation of MST 

detection [11]. It is iteratively detected by the constraint of generalized Akaike information in order to enhance the 

accuracy of signal detection [12]. Non iterative approaches are proposed to simplify the processing. The MST 

detection based on matching pursuit (MP) is analyzed recently by the researchers [13]. The outline of this paper is 

described as follows. Section 2 discusses the related work of MIMO signal detection and optimal power allocation. 

Section 3 describes the proposed V-BLAST signal detection with adaptive modulation and optimal power allocation. 

Section 4 illustrates the performance evaluation results and results of the proposed approach. Section 5 discusses 

significant aspects of our work and concludes. 

 

Related work 
The previous works are concentrated on improving the throughput without focusing the energy utilization of the 

system.  Since most equipment are operated on battery power which makes it difficult to improve the throughput 

and energy efficiency. In MIMO communication system, 30%–50% of the power is utilized from the total power 

consumption. The energy efficiency maximization will increases the time required for processing the system. Hence, 

it is considered as a challenging issue for improving the energy efficiency. Several categories of power consumption 

model is investigated to measure the spectral and energy efficiency trade-off with the presence of Rayleigh fading 

channel [14]. Define abbreviations and acronyms the first time they are used in the text, even after they have been 

defined in the abstract. Abbreviations such as IEEE, SI, MKS, CGS, sc, dc, and rms do not have to be defined. Do not 

use abbreviations in the title or heads unless they are unavoidable. 

 

The system model of proposed MIMO-OFDM 

Consider an MIMO-OFDM system consists of tN  transmitting antennas and rN  receiving antennas. The multipath 

Rayleigh flat fading channel is used in the proposed system. H denotes the response matrix of the channel is 

identically distributed with Gaussian variables and they are independent. AWGN noise is added to the channel and 

the variables are expected to be (i.i.d) For the MIMO-OFDM system, there are N carriers modulation and the sub 

carrier are denoted as k , where Nl ...,1,0 . Before transmitting the data, the modulation scheme is selected with 

adaptive modulation technique. The information transmitted from 
thl sub carrier for 

tht time block or OFDM 

symbol is denoted as Nltsk 0),( . It can be modelled using complex Gaussian variables of zero variance and 

mean. The block diagram for the proposed system is shown in fig 1. The modulation consists of N  points. Cyclic 

prefix of L samples are added to each OFDM symbol after applying IFFT. Hence the total number of samples in each 

symbol of OFDM is denoted as NLD  .   The impulse response between the 
thm receive antenna and 

thr

transmitting antenna for the frequency response 


 
tN

n

Nj

rmrm NlenhlH
0

ln)/2(

,, 0,)()( 
 at 

thl carrier is 

denoted as )(, nh rm .  After removing cyclic prefix, the samples received from the 
thm  receive antenna at 

thl sub 

carrier is denoted as )(kY . The demodulation is constituted by N-point unitary Fast Fourier Transform (FFT). 
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Adaptive modulation 

In wireless communication, it is essential to utilize the adaptive modulation approach due to varying channel 

conditions. Hence, the usage of single modulation type will not provide best measurement for all channel 

environments. The novel approach for realizing the best modulation technique is proposed in this work. It is based 

on the BER of the received data. The algorithm used for adaptive modulation is described as follows. Where, the 

present modulation approach is denoted as mcurrent _ . The value of mcurrent _ is initialized to 1m . There are 

three modulation modes used in our work namely 2,1 mm  and 3m . It represents the modulation formats of 64-

QAM, 16-QAM and 4-QAM. N denotes the amount of data packets used for training. The number of times in which 

)( jm used to accomplish training is represented as )(_ jmct . The constant boundaries such as 

05.02,005.01  dd and 1.03 d are assumed for )( jBER  with respect to 
thj  training packet. 

 

MAXMIN with gravitational search power allocation 

The flowchart for the optimization algorithm is shown in figure 2. Gravitational force acts as a information transfer 

tool. Each agency is differentiated from the other by searching around the space using the force of gravity.  Great 

intensity of attraction is obtained with high mass. Hence the agent with high mass produces high performance. It can 

be achieved by moving the agent towards the best position. The adaptive learning rate is obtained by slowly moving 

the mass with high inertia. The accuracy of searching can be adjusted towards the constant of gravitational and it 

reduces with respect to time. The inertia and gravitational mass is same for most of the applications. In the search 

space, low motion of agent is obtained with highest inertia mass and hence it provides more precise search. Higher 

attraction of agents can be achieved by bigger mass of gravity which allows faster convergence 

 

V-BLAST detection 

When compared to ZF and MMSE signal detection, the V-BLAST nonlinear ZF detector provides best BER 

performance. This is based on the concept of ordered interference cancellation in which the received signals are 

estimated with the process of spatial nulling. Based on the number of antennas used for transmission, tN numbers 

of detections are required for the tr NN  MIMO system. The issue of error propagation is solved in the proposed 

signal detection. In this scheme, the signal detection can be estimated from the strongest sub stream. Other sub 

streams are considered as an interference signal for each iteration. The strongest signal computed is removed from 

the received signal. The interference effect of the strongest signal can be eliminated by detecting the weak signal in 

the upcoming iterations. It provides the advantages of spatial nulling by splitting the data into separate streams. In 

order to estimate the nearest value of signal constellation, the process of quantization is applied. The commonly used 

approach for V-BLAST detection is described as follows. 

 

Ordering Selecting the row liw  of )(lw  with the minimum norm of Euclidean.  

kili Gw )(                           (1) 

Nulling Desired signals are null out with the usage of null vector kiw  to get the required one. 

ikiki YwZ                       (2) 

Slicing: Based on the nearest value of signal constellation, the detected signals are detected to its nearest value in the 

signal constellation. 

)( kibi ZOX 


           (3) 

Cancellation the estimated signals are subtracted from the vector of received signal and zeroing its relevant column 

of channel matrix H. 

ik

k

iii XiHYY ˆ)(1              (4) 
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iK

iii HHH )(1             (5) 

Finally, the obtained signals are exported. 

Export 
T

MXXXX ],...,,[ 21


           (6) 

 

Where, )(HPinvG   for V-BLAST, and the smallest row of norm G is used for reordering. With the use of 

MMSE linear detector, we have
HDHG  , where 

1]
1

[ 
SNR

IHHD Nt

H
         (7) 

 

The reordering process can be applied to the minimal diagonal entry of .D
bij HiGi )(,)(  denote the jth row of iG  

and the bi column of Hi , respectively. 

 

Experimental results and analysis  

V-BLAST signal detector initially detects the stronger signal. Successive detection of weakest signal will not provide 

required performance. It can be shown by using 1tN  number of iterations. The other signals can also be detected 

with linear approach. For different antenna configurations of MIMO, various coding schemes can be used with the 

proposed detector. The proposed work on MIMO-OFDM system is simulated in MATLAB. The proposed system is 

implemented with 2 transmitting and 2 receiving antennas. The signal constellation is selected by using adaptive 

modulation algorithm. The FIR length is chosen as 50. The guard interval is defined as ¼. The number of sub carriers 

is 64 with 6 channel taps.  BER computes the amount of modified bits from the data stream over the communication 

medium. Thus it can be described as the number of bit error for a specific times and it is calculated as,    

b

e

N

N
BER 

                  

(8) 

Where, eN  is the error rate and bN  denotes transmitted bits.  

Fig 3 shows the comparison of BER with respect to the SNR for 2x2 antenna configuration. The SNR values are 

varied to 10, 15, 20 and 25 to measure the BER of proposed algorithms. The lower BER is obtained for our proposed 

approach. When SNR is 20 dB, the BER performance is enhanced with the BER of 10-9. The existing approaches like 

maximum likelihood, MMSE, MMSE-SIC, ZF, ZF-SIC, and LSE was compared with the proposed signal detection 

algorithm to show the improved performance of the proposed approach. At 20 dB SNR, the minimum values 

produced by the conventional methods are in the range of 10-4 to 10-2. At 15 dB SNR, the BER values are from 10-1 to 

10-4. The lower value of BER indicates the highest performance of the proposed approach. Fig 4 and fig 5 shows the 

BER performance at the number of transmitting antennas are 4 and 8. The existing methods such as LSE, ZF, ZF-SIC 

was achieved the BER up to 10-2 for 5dB SNR.  When the SNR value is increased to 10 and 15, the BER also increased 

with 10-3 and 10-4. At 25 dB SNR, it reaches the level of 10-6 BER. For the proposed approach, the SNR values of 

5dB, 10dB, 15 dB, 20dB and 25dB produces the BER in the range of 10-3, 10-4, 10-5, and 10-9. In fig 5, the numbers of 

receiving and transmitting antennas are considered as 8. The lower BER value has been achieved for the proposed 

approach. For the conventional approaches such as ZF and MMSE, the BER value is between 10-4 and 10-6. When 

increasing the SNR value the BER is reduced. The lowest BER represents the efficiency of the proposed approach. 

The remaining conventional methods are in the range between 10-2 and 10-4. At 20 dB SNR it reaches the value below 

10-9. 
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CONCLUSIONS  

 
The efficient signal detection of MIMO-OFDM system with optimal power allocation is proposed. For sidestepping 

the issue of variable channel conditions, adaptive modulation selection algorithm is used. It selects the required 

modulation scheme based on the channel condition or BER of the received signal. After passing through the channel, 

the received signal at the receiver was detected with V-BLAST nonlinear ZF detector. This approach reduces the 

complexity by using minimum number of iterations. The optimal power is allocated for all sub carriers based on the 

proposed MAXMIN power allocation. The optimal power level is selected with GSA. The performance of the 

proposed system is evaluated with respect to BER 
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Algorithm 1: Adaptive modulation selection 

For Mj :1  

The 
thj training packets are transmitted with present 

modulation approach mcurrent _ . 

Compute )( jBERq  , at the receiver, It is the 
thj

packet’s BER. 

If )1_( mmcurrent   

11_1_  mctmct  

Else if )2_( mmcurrent   

12_2_  mctmct  

Else 

13_3_  mctmct  

If )3( dq   

1_ mmcurrent   

Else if )3&&2( dqdq   

2_ mmcurrent   

Else if 

)2&&1&&1_( dqdqmmcurrent   

1__  mcurrentmcurrent  

Else if )3_&&1( mmcurrentdq   

3_ mmcurrent   

Else 
mcurrentmcurrent __   

The feedback of mcurrent _ value is send to the 

transmitter 

End for 

Calculate maximum )3_,2_,1_( mctmctmct and 

utilize the highest mct _ value of the mode for 

modulating the M data packets before transmission. 

2/M  Packets are retrained iteratively from step 1 to 

step 21. 

 

Table 1. System parameters  
Number of transmitters 4 

Number of receiver 4 

Modulation Adaptive 

Guard interval 1/4 

Number of sub carriers 512 

IFFT size 64 

Channel taps 6 

Length of channel 16 

Cyclic prefix 16 
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Figure 1: Block diagram of proposed MIMO-OFDM 

system 

Figure 2: Gravitational search algorithm 

 

 
Figure 3: BER comparison for the proposed method 

with rt NN  = 2x2 

Figure 4: Comparison of BER performance for tN

=4 and rN =4 

 

Figure 5: Comparison of BER performance for tN =8 and rN =8 
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Health monitoring is the most popular use of IoT in smart healthcare research. In the field of intelligent 

healthcare, IoT is a rapidly developing technology. According to data from the World Health 

Organization (WHO), 17.9 million deaths globally in 2019 were attributable to cardiovascular diseases 

(CVDs), accounting for 32% of all instances of mortality. Heart attacks and strokes were the cause of 85% 

of these fatalities. According to data from the World Heart Federation (WHF), 20.5 million deaths 

globally in 2021. Effective treatment with counseling and medication for CVDs depends on early 

identification. Without the use of sophisticated technology and equipment, it is very difficult for the 

healthcare sector to monitor and diagnose such a large number of individuals with cardiac disease. The 

number of people with heart disease is rising daily, and with it grow biological data and data complexity. 

Deep learning and IoT together may be the key to unlocking and using complicated health data for 

patient monitoring and diagnosis. IoT sensors and deep learning models may be used to handle vast 

amounts of patient biological data, enabling physicians to closely monitor their patients and make 

choices instantly. This article began with discussing cardiac disease and its existing treatments. Next, it 

provides a short overview of sensors, deep learning, and the internet of things (IoT). Furthermore, a 

comprehensive analysis of the most recent and relevant deep learning techniques for predicting heart 

disease is briefly discussed. 
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Keywords: IoT, IoMT, CVD, Heart disease, Deep Learning, RNN, CNN, Long Deep Belief Networks, 

ECG, UCI, Generative Adversarial Network. 

 

INTRODUCTION 

 
One of the main illnesses that might reduce a person's life is heart-related problems. Conditions including coronary 

heart disease, cerebrovascular disease, rheumatic heart disease, and other illnesses are referred to as cardiovascular 

diseases, or CVDs. Heart attacks and strokes account for more than four out of every five deaths caused by CVD, 

with one-third of all deaths occurring before the age of 70. Vast amounts of biological data on patients are produced 

by the exponential development in cardiovascular diseases (CVDs) throughout the globe, which is often brought on 

by newly emerging variables such weight gain, diabetes, hypertension, and increasing blood fat levels. The 

complexity and dimensionality of data are constantly rising in the "Big Data" age [2]; as a result, traditional methods 

and algorithms are unable to examine such complex data. As IoT [3] devices advance, improved synchronization 

methods are needed. Due to the fact that traditional systems rely entirely on features that were designed for them 

and since their functionality depends on the body of knowledge already present in related fields, they are restricted 

in their analytical ability. Deep learning is a useful method for sifting through such complicated raw data to find 

important information. IoT helps modernize the healthcare sector by facilitating remote patient care, improving 

hospital operations, and streamlining data management. Solutions for healthcare and well-being have been provided 

to communities and people via the application of deep learning and IoT [4]. 

 

 There are several benefits to using sensors and gadgets in healthcare, such as decreased costs, improved patient 

medical knowledge, higher service quality, and less work for hospital personnel. Various heart disease kinds are 

shown in Figure 1. The Internet of Medical Things, often known as IoMT, is a network of interconnected devices that 

comprises various health systems, medical equipment, and software applications. It is made up of several sensor-

based gadgets that may be used for remote patient monitoring, including as wear ables and stand-alone devices. 

Another term for IoT in healthcare is IoMT [10]. The network of IoMT-connected gadgets and sensors has enhanced 

patient care. Heart disease diagnosis and prognosis are challenging tasks for which many different frameworks have 

been studied. One of the main challenges preventing IoMT from realizing its full potential in the creation of 

intelligent, quick, dependable, and customized healthcare systems is data collection and aggregation from diverse 

IoMT devices. Due to their complexity and variety, patient biomedical data from clinical testing, monitoring, and 

healthcare services delivered by IoT devices is often not available in real-time and may be challenging to evaluate or 

correlate. One important problem that has to be addressed immediately is data processing from different IoT data 

sources [11]. A detailed presentation of the main sensors used and their uses in the detection of cardiac disorders 

may be found in Table 1 below. 

 

Highlight of Deep Learning 

"Deep learning, a subset of machine learning, helps intelligent computers by using various algorithms inspired by 

the structure and function of the human brain." [13]. Deep learning uses increasingly complex neural network 

topologies, which may be able to extract more complex hidden properties (such spatial and/or temporal links) and 

represent more challenging situations. Deep learning provides more powerful capabilities for generalizing the 

complex connections of large amounts of original data in Internet of Things applications, as opposed to those 

antiquated basic learning approaches. Deep learning-based models often outperform basic learning-based models on 

large-scale data, however the former may easily become over-fitted when handling the deluge of data. Deep learning 

models are made using neural network architecture. Neural networks have neurons that are linked to other neurons 

and structured hierarchically, much like the neurons in the brain. These neurons interact with other neurons to form 

a dense network that learns via a feedback process based on the inputs they receive. 
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Various Neural Network Types for Deep Learning 

1. Artificial Neural Networks (ANN) 

2. Recurrent Neural Networks (RNN) 

3. Convolution Neural Networks (CNN) 

Artificial Neural Network (ANN): A number of perceptrons or neurons are present at each layer of an ANN. ANN is 

sometimes referred to as a feed-forward neural network as all inputs are processed forward. An ANN is composed 

of the input layer, the hidden layer, and output layers. The hidden layer assesses the input received by the input 

layer, produces the output, and the output layer produces the output. ANN may be used to address issues with:  

1. Image data 

2. Textual information 

Recurrent Neural Network (RNN): The hidden state and RNN [14] have a recurrent interaction. Because of this 

recurrent constraint, the data that is provided must have sequential information. Recurrent neural networks may be 

used to solve issues related to: 

1. Data depending on time 

2. Data based on text 

3. Data with an audio component 

Convolution Neural Network (CNN): Convolutional neural networks (CNN) [15] are the newest big thing in the 

deep learning space. Convolutional networks find use in several scenarios and fields, but its most common usage is 

in image and video processing. Kernels are the basic building blocks of CNNs; they are filters. With the use of 

convolution and kernels, the relevant properties are retrieved from the input. 

 

LETERATURE REVIEW 

 
This section offers a comprehensive and comparative analysis of the work done by several authors in the areas of 

deep learning approaches for heart disease monitoring and detection, along with a comparison of different methods. 

Zhenfei Wang et al. (2018) suggested a Sample expansion-oriented LDBN (Long Deep Belief Networks) model for 

forecasting the likelihood of getting heart disease. By gaining insight from past DNN data, Long Short-Term 

Memory (LST) may predict the information of the future moment when paired with the incoming input for the 

present time or the output data from the previous layer from a DNN. Next, a heart disease prediction system based 

on (L-D-B-N) in conjunction with DBN and an improved RNN (Long Short-Term Memory) is used to diagnose heart 

disease more precisely, increasing the forecast accuracy. The experiment used heart illness data from UCI in 

Cleveland, and the classification accuracy of the LDBN network was 73.8% [16]. Long Short-Term Memory (LSTM), a 

deep learning strategy for analyzing time-based sequence data [18], was proposed by Ming Liu and Young hoon Kim 

(2018) as a classification method for cardiac illnesses based on ECG data [17].  

 

The experimental results show that using the RNN with LSTM unit's model and SAX data pre-processing greatly 

reduces the reaction time and increases accuracy to 98.4%. An enhanced deep neural network (DNN) for the 

detection of coronary heart disease was proposed by Kathleen H. Miaoa et al. (2018). In this study, an improved deep 

neural approach to predict patients' coronary heart disease while improving diagnostic accuracy is constructed using 

deep learning-based categorization and prediction models. A deep neural model and a predictive neural network 

model for the diagnosis of heart disease comprise the diagnostic model created for this research. The UCI Machine 

Learning Repository's Accessible Coronary Artery Disease Database provided the dataset for this work [19]. An 

enhanced model was able to identify cardiac illness in a new patient with 83.67% accuracy [20]. To categorize ECG 

arrhythmias, Jingshan Huang et al. (2019) developed a two-dimensional deep-convolutional network. First, the ECG 

time domain data for each of the following five heartbeat categories—normal heartbeat (NOR), premature 

ventricular contraction (PVC), right bundle branch (RBB), left bundle branch block (LBB), and atrial premature 

contraction (APC)—was converted into time-frequency signals. Next, the 2D-input CNN was trained using the 

spectrograms of the five distinct types of arrhythmia. The MIT-BIH arrhythmia database is used to test and train the 

method. Based on the results of the classification, the proposed 2DCNN model attains 99.00% accuracy [21]. In order 

Mihir H. Rajyaguru and Miral Patel 

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69333 

 

   

 

 

to predict cardiac illness, Zafer Al-Makhadmeh and Amr Tolba (2019) created a classification technique utilizing an 

IoT wearable medical device and a higher order Boltzmann model [22]. In this research, the benefits of the IoT device 

are investigated via its integration with an automated disease detection system to pinpoint cardiac ailments. The 

HOBDBNN approach generates a high sensitivity rate (99.5%) compared to earlier classifiers. The suggested 

technique works pretty well in distinguishing between the characteristics of a healthy and sick heart. By evaluating 

the model's efficacy in the MATLAB system, a low loss value and outstanding recognition accuracy (99.03%) are 

guaranteed. Furthermore, in 8.5 seconds or less, our approach may identify abnormal cardiac patterns by analyzing 

vast volumes of data. S. S. Sarmah (2020) used deep learning-based modified neural architecture to create an efficient 

Internet of Things-based health monitoring and heart illness prediction system [23]. The recommended approach 

consists of three phases: 

1. Module for data authentication 

2. Module for data encryption 

3. Module for classifying diseases 

 

First, the Substitution Cipher (SC) and SHA-512 are used to verify that the cardiac patient belongs to the designated 

institution. Sensor data is sent to the cloud concurrently via sensor hardware. This sensor data is securely encrypted 

and sent to the cloud using the PDH-AES technique. The classification process is completed by using the DLMNN 

classifier after the final decryption of the encrypted data. The results are divided into two categories: normal and 

abnormal. If an abnormal result is found, the doctor receives an alert SMS so they can treat the patient. When it 

comes to encryption and decryption, the recommended PDH-AES offers the highest degree of security—95.87%—

and does it in the quickest period of time. The suggested DLMNN has sensitivity values in the range of 92.59% to 

93.75%. The DLMNN reports a specificity of 92.5 and 91.3043. The DLMNN achieves the greatest accuracy of 92%. In 

order to better accurately detect cardiac illness, Mohammad Ayoub Khan (2020) introduced Convolutional Neural 

Network [24] as a component of an Internet of Things architecture. The three steps of the heart disease classification 

method are as follows: (a) pre-processing the data; (b) choosing and extracting features; and (c) The diagnosis of 

illness. The mapping-based cuttlefish optimization approach (MCFA) is used to choose the characteristics [25]. The 

maximum number of records is 98.2% accurate for the MDCNN. 

 

P. Ramprakash et al. developed a diagnosis model for heart disease detection in 2020 by combining a two-statistic 

mathematical model with a deep neural network. The 2-statistical model is used to remove unnecessary elements. 

The statistical test is used to assess how dependent each attribute and class are. With two hidden layers, the 

suggested model outperforms a conventional DNN in terms of accuracy [26]. A hybrid approach combining artificial 

neural networks and genetic algorithms (GA) was proposed by MirayAkgul et al. (2020) in an effort to improve the 

classification accuracy of heart disease. The parameters of the ANN are improved using GA. The "Cleveland" dataset 

is taken from the UCI data center in order to train and test the algorithm. A 96.30% F-measure value, 94.82% 

accuracy, 98.11% precision, and 94.55% recall are obtained using the ANN-GA approach [27]. An efficient neural 

network with convolutional layers was proposed by Aniruddha Dutta et al. (2020) for the classification of high-class 

unbalanced medical data. They use a two-stage approach: majority voting is used to determine the important 

features in the second phase, after which the feature weights are evaluated using the least absolute shrinkage and 

selection operator (LASSO). This proposed Network model has an accuracy rate of 77% for identifying instances with 

CHD and 81.8% for those without CHD on a test set of examples, which represents 85.70% of the whole dataset [28]. 

 

Using common clinical data, Nianhao Xiao et al. (2020) suggested a deep residual neural architecture to predict heart 

illness. This study produced a distinct deep model to predict heart disease. Deep residual neural architecture, or 

ResNet, is used to identify pictures. The accuracy of 95% was greater than that of other traditional machine learning 

techniques, Random Forest (83%), Decision Tree (68%), and others [29]. An Enhanced Deep CNN (EDCNN) model 

was suggested by Yuanyuan Pan et al. (2020) to predict heart illness. The focus of this model is on a more intricate 

structure that combines multi-layer perceptron models with regularization learning approaches. A high sensitivity 

result of 97.51% and an accuracy of 93.51% are achieved for the diagnosis in the case of a new patient with an 

unknown heart condition in the clinic [30]. AdyashaRath et al. presented a deep learning method for heart disease 
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diagnosis in 2021. The imbalanced MIT-BIH arrhythmia dataset and the PTB-ECG have both been used as the study 

subjects to assess subject performance in heart disease detection. The Generative Adversarial Network (GAN) model 

was used; in order to discover anomalies, it creates and employs extra false data. Additionally, by fusing GAN with 

long short-term memory (LSTM), this study creates an ensemble model that performs better than individual deep 

learning (DL) models. With values of 0.992, 0.987, and 0.984, the GAN-LSTM model outperforms the other models in 

terms of accuracy, F1-score, and area under the curve (AUC). The GAN-LSTM model outperforms all other models 

with an accuracy, F1-score, and AUC of 0.994, 0.993, and 0.995 for the PTB-ECG dataset, respectively [31]. 

 

For an Internet of Things (IoT)-based cardiac illness detection system, AshifNewazShihab et al. (2021) proposed a 

Recurrent Neural Network (RNN) named long short-term memory. The ultimate anticipated result is given based on 

this comparison. They used the MIT-BIH data set [32] for this investigation. A hybrid model for illness forecasting 

was suggested by Surenthiran Krishnan et al. in 2021. A "gated recurrent unit" (GRU) is an enhanced LSTM and 

RNN that can effectively keep the relationships and data needed to process input sequences while discarding the less 

important information. This reduces the GRU's memory requirements and processing time. Final results for the 

suggested model indicate an accuracy of 98.6876% [33]. In 2022, K. Saikumar and colleagues created an advanced 

application for the diagnosis of cardiac disease. A sensor that was linked to the patient's monitoring system provided 

the input data. The acquired data has been ready for noise abstraction via the use of a clustered-based K-means 

approach. Subsequently, the recovered features were classified using the DG ConvoNet. The testing details have 

been supplied by the Cleveland Clinic Foundation. The application attains 80% sensitivity and 96% accuracy [34].  A 

heart disease detection system that combines deep learning technology with a feature fusion technique for improved 

classification was proposed by KayamSaikumar et al. in 2022.  

 

Deep learning based classification is performed using the CNN (convolutional Neural networks) architecture, which 

is called DCAlexNet. The DCAlexNet CNN confusion matrix [35] is used to create performance measurements such 

as accuracy (98.67%), sensitivity (97.45%), recall (99.34%), and F1 Score (99.34%). K. Butchi Raju et al. (2022) used an 

improved Cascaded Convolution Neural Network (CCNN) and the Galactic Swarm Optimization (GSO) approach to 

optimize various parameters and suggested a combined "Edge-Fog-Cloud-derived computation model" for the 

prediction of heart disease. MATLAB 2020a was used to run the suggested heart disease diagnosis model. GSO 

CCNN reports an accuracy of 94.99% [36].The most accurate heart disease prediction system was discovered by 

Nandakumar P. and Subhashini Narayan (2022); deep belief neural networks and the cuckoo search algorithm were 

used in this investigation. With accuracy scores of 89.2% from Cleveland, 89.5% from South Africa, and 89.7% from 

Z-Alizadeh Sani, 90.2% from Framingham, and 91.2% from Stat log heart disease datasets, the results demonstrate 

that this combination has achieved excellent results [37]. Several deep learning methods have been studied for the 

purpose of tracking and forecasting heart disease. After creating a list of them, we examined each one's features to 

determine which deep learning method was the best. Under various settings, every algorithm has produced a 

distinct result [38]. 

 

Various difficulties observed throughout the experiment 

1. Accurate identification of cardiac disease is a significant challenge. 

2. The diagnostic findings indicate a low value. Conduct further trials to enhance the efficiency of predictive 

classifiers for diagnosing heart disease using selection algorithms and optimization strategies. 

3. Wearable gadgets that have undergone comprehensive training and testing are now unavailable. 

4. A significant obstacle lies in the fact that the models are created and assessed using a restricted amount of hospital 

data. Consequently, it is uncertain if the models can be applied to other patient groups and health systems. 

5. A real-time monitoring system is required to forecast heart diseases. 

6. The ECG output signal exhibited significant disparity from the true signal. 

7. The UCI repository dataset is used, however, the lack of technical advancement hinders the attainment of precise 

outcomes. 

8. Does not have compatibility with wearable cardiac monitoring devices for older individuals and those with high-

risk heart conditions. 
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9. There is a requirement for a high level of accuracy in classifying ECG patterns as either normal or pathological. 

10. Not all indicators are used in every research, which is crucial for predicting heart disease, such as ECG, cholesterol 

levels, blood pressure, and blood sugar. 

11. Each algorithm exhibited varying levels of performance depending on the specific circumstances [58]. 

Merely measuring the pulse rate of a human body does not always accurately anticipate a major heart attack. 

12. The functioning of the heart does not include any formal concepts of deep learning or machine learning. 

 

CONCLUSION 

 
Chronic diseases include diabetes, cancer, heart disease, and chronic respiratory ailments are among the top causes 

of mortality globally. When the signs or characteristics of heart disease alter, diagnosis may become challenging. A 

significant quantity of patient data is produced by the healthcare industry in the contemporary digital environment. 

Prescriptive modeling, along with state-of-the-art artificial intelligence and machine learning, may change the 

healthcare industry from a reactive to a preventative system. We have examined a number of deep learning 

techniques for monitoring and predicting cardiac disease. To find the best deep learning algorithm, we first compiled 

a list of them and then looked at their characteristics. Each algorithm has yielded a unique outcome under a range of 

conditions. The deep convolutional neural networks (DCNNs) and long-short-term-memory (LSTM) techniques, 

both of which provide excellent accuracy. Subsequent investigation reveals that the heart disease prediction model 

only attains a very low level of accuracy; hence, more sophisticated models are needed to raise the accuracy. 
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Table -1 List of sensors and their use inmonitoring heart disease[12]. 

Sr. 

No. 
Name of sensors Applications 

1 Heart beat sensor This device is used to quantify the heart's pulse rate, providing a digital output. 

2 Pressure sensor The equipment is used to quantify both the systolic and diastolic pressure levels. 

3 Accelerometers Detects movement and motion of the human body. 

4 LM35 
This sensor modifies voltage in response to variations in temperature in centigrade. It 

takes a body temperature reading. 

5 
ESP8266 WiFi 

Module 

The SOC is a self-contained system that includes a TCP/IP protocol stack, allowing 

any microcontroller to connect to your WiFi network. 

6 DHT11 
Temperature data between 0°C and 50°C and humidity data between 20% and 90% 

are collected with this sensor. It gauges the condition of the surroundings. 

7 Atmega 328 
The micro-controller is an 8-bit device. It has the capacity to process data that is up to 

eight (8) bits in size. The micro-controller is based on AVR architecture. 

8 AD8232 It examines cardiac signals in the absence of physical symptoms in the patient. 

9 ADXL335 
This sensor helps with the best positioning to prevent problems like pain, edema, 

body aches, and breathing problems. 

10 MAX 30105 

This combined optical sensor with two LEDs in one device, when linked with 

Arduino, generates extremely low noise electrical outputs to monitor heart rate in the 

range of 1.8 V to 3.3 V. 

 

Table-2 A Comparative Analysis of Different Literature Review Methodologies 

Author Purpose Techniques Accuracy 

Zhenfei Wang et 

al. 

LDBN heart disease risk forecast 

model. 

LSTM (Long Short-Term Memory) 

and DBN (Deep Belief Neural 

Network). 

73.8% 

Ming Liu and 

Young hoon 

Kim 

A classification method of heart 

diseases based on ECG. 
RNN with LSTM. 98.4% 

Kathleen H. 

Miaoa and Julia 

H. Miaoa 

An enhanced deep neural 

network (DNN) for Coronary 

Heart Disease Diagnosis. 

Deep Neural Network (DNN) 83.67% 

Jingshan Huang 

et al. 

Edge-Fog-Cloud- derived 

computation model‛ for heart 

disease prediction. 

2D deep convolutional neural 

network (2DCNN). 
99.0% 
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Zafer Al-

Makhadmeh 

and Amr Tolba 

A classification approach, 

utilizing IoT wearable medical 

device for heart disease 

prediction. 

Higher Order Boltzmann Deep 

Belief Neural Network 

(HOBDBNN). 

99.03% 

Simanta Shekhar 

Sarmah 

Efficient IoT-Based patient 

monitoring and heart disease 

prediction system. 

DLMNN (Deep Learning 

Modified Neural Network). 
92.0% 

Mohammad 

Ayoub Khan 

An IoT framework to evaluate 

heart disease. 

Modified Deep Convolutional 

Neural Network (MDCNN) 
98.2% 

P. Ramprakash 

et al. 

Diagnosis model for cardiac 

disorder disease detection. 

Deep Neural Network and 2 - 

statistical model. 

higher accuracy than 

the conventional 

DNN. 

Miray Akgul et 

al. 

A hybrid approach, for heart 

disease classification. 

Artificial Neural Network (ANN) 

and Genetic Algorithm (GA) 
95.82% 

Aniruddha 

Dutta et al. 

An efficient convolutional neural 

network for coronary heart 

disease prediction 

Convolutional Neural Network 

(CNN) and Least Absolute 

Shrinkage and Selection 

Operator(LASSO). 

79.5% 

Nianhao Xiao et 

al. 

A Deep Residual Neural 

Network for Heart Disease 

Prediction 

Deep Residual Neural Network 

(DRNN) and ResNet Architecture. 
95% 

Yuanyuan Pan 

et al. 

An Enhanced Deep Learning 

Assisted Convolutional Neural 

Network for Heart Disease 

Prediction on the Internet of 

Medical Things Platform 

Enhanced Deep learning assisted 

Convolutional Neural Network 

(EDCNN), CNN classifier and 

multi-layer perceptron (MLP) 

93.51% 

Adyasha Rath et 

al. 

A Heart disease detection 

method. 

Generative Adversarial Network 

(GAN) and Long Short-Term 

Memory (LSTM) (GAN-LSTM). 

For MIT-BIH dataset, 

accuracy is 99.2%. For 

PTB-ECG dataset, 

accuracy is 99.4%. 

Ashif Newaz 

Shihab et al. 

An IoT based heart disease 

detection system. 

Long Short-Term Memory 

(LSTM). 
96% 

Surentiran 

Krishnan et al. 

A Hybrid deep learning model 

using recurrent neural network 

and gated recurrent unit for heart 

disease prediction 

 

Recurrent Neural Network (RNN) 

with the combination of multiple 

gated recurrent units (GRU) and 

LSTM. 

98.6876% 

K.Saikumar et 

al. 

An intelligent heart disease 

diagnosis application. 

Deep Graph Convolutional 

Network (DG ConvoNet). 
96%. 

Kayam 

Saikumar et al. 

Heart Disease Detection Based on 

Feature Fusion Technique Using 

Deep Learning Technology. 

DCAlexNet CNN deep learning 

technology, RRF (Restrictive 

Random Field) technology. 

98.67% 

K. Butchi Raju et 

al. 

‚Edge-Fog-Cloud- derived 

computation model‛ for heart 

disease prediction. 

Cascaded Convolution Neural 

Network (CCNN). 
94.99% 
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Nandakumar P 

and 

Subhashini 

Narayan 

A cardiac disease 

detection system. 

cuckoo search enabled Deep 

Belief Network (DBN) 
89% - 90% 

 
Table-3 A Comparative Analysis of Different Literature Review Methodologies and relevent Findings  

Author 
Study 

Purpose 
Method Relevant Findings 

Mohammad Ayoub Khan. 

 

 

Heart Disease 

Prediction 

[39] 

1. Deep learning Neural 

Networks and Logistic 

Regression. 

2. Cleveland Dataset. 

3. Long short-term memory 

(LSTM) 

4. Deep Learning Neural 

Network (DLNN) 

5. Adaptive Elephant Herd 

Optimization (AEHO) 

algorithm for weight 

values optimization. 

1. Diagnosis of heart disease 

is very difficult. 

2. Diagnosis results are low. 

3. Perform more experiments 

to increase the 

performance of the 

predictive classifiers for 

heart disease diagnosis by 

selection algorithms and 

optimization techniques. 

4. Fully trained and Tested 

wearable devices. 

Sean Pereira 

and 

Deepak Karia 

 

Prediction of 

Sudden Cardiac 

Death 

[40] 

1. Probabilistic Neural 

Network (PNN) 

2. Classification and 

Regression Tree (CART) 

1. Accuracy of Clinical data 

is 86% and ECG is  80% 

2. The CART Model is 

trained with 50% training 

Data set and50% testing 

data set 

SamanehLayeghianJavana, 

Mohammad Mehdi 

Sepehria,HassanAghajanib 

 

 

Cardiac arrest with 

machine learning 

based on a multi-

layered integrative 

framework 

[41] 

1. A multi-layered 

integrative framework for 

evaluating ML techniques 

used for cardiac arrest 

prediction. 

1. The major challenge is 

that the models are 

developed and evaluated 

with limited hospital data; 

therefore, the 

generalizabiliy of the 

models to other patient 

populations and health 

systems is unknown. 

Md. IttahadUzZaman, 

ShairaTabassum, 

Md. SabbirUllah, 

AshikurRahaman, 

Samsun Nahar, 

A.K.M. Muzahidul Islam. 

IoT and ML Driven 

Cardiac Status 

Prediction System 

[42] 

1. Micro Controller Unit 

(MCU) connected to the 

required hardware sensors 

and modules. 

1. Real time monitoring 

system need to predict 

Heart dieses. 

2. ECG output signal was 

very different from the 

actual one. 

Archana Singh, 

Rakesh Kumar 

 

Heart Disease 

Prediction Using 

ML 

[43] 

1. Supervised 

2. Unsupervised 

3. Reinforced 

4. Linear Regression, 

5. Logistical Regression 

6. Support Vector Machines 

1. Use of UCI repository 

dataset but due to 

technological gap not get 

accurate result 
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(SVM) 

7. Neural Networks 

8. Random Forest 

Utsav Chauhan, 

Vikas Kumar, 

Vipul Chauhan, SumitTiwary 

 

 

Cardiac Arrest 

Prediction using ML 

[44] 

1. Support Vector Machines 

(SVM) 

2. Artificial Neural 

Networks (ANN) 

3. Several algorithms such as 

Support Vector Machine, 

Random Forest, Decision 

Tree, Logistic Regression 

 

1. Since the dataset was 

limited, the accuracy of 

the algorithm is low. 

2. Had the dataset been 

bigger the accuracy of 

ANN would also have 

been much higher than 

the current average value 

of the outcome. 

Jiaming Chen, 

Ali Valehi, AbolfazlRazi. 

Prediction 

of Heart Problems 

Through Predictive 

Analysis of ECG 

Signals [45] 

1. Two-staged classification 

structure with global and 

personalized classifiers. 

1. Not integrated with 

wearable heart monitoring 

devices to elderly and 

high-risk heart patients. 

Muhammad E. H. 

Chowdhury, 

KhawlaAlzoubi, 

AmithKhandakar, 

RidabKhallifa 

Real-Time Heart 

Attack Detection 

[46] 

1. Linear and ML base 

algorithms. 

1. Device accuracy is not 

proven in this paper. 

2. Only ECG base system 

with no data set and 

trained model for 

predictions. 

YosufElSaadany, AKM 

Jahangir A. Majumder, 

Donald R. Ucci 

 

Prediction of 

Cardiac Arrest 

through IoT 

[47] 

1. collected data from ECG 

and temperature sensors 

2. Collected data for 

different test subjects in 

different environments for 

160 samples in per second. 

Each segmentis 25 seconds 

long. 

1. High rate of classification 

correctness needed 

between normal and 

abnormal ECG patterns. 

2. System is not working for 

real-time monitoring for 

Cardiac Arrest 

L MurukesanLoganathan, 

Murugappan M, 

Ye Htut. 

 

Sudden Cardiac 

Death Prediction 

[48] 

1. First is HRV can be 

accessed from short (2-3 

minutes) and long (24 

Hours) ECG signals. 

2. Next is it can be 

automatically recorded 

using Holter Monitor with 

additional software. 

1. There is no consensus on 

which parameters of HRV 

performs better for SCD 

prediction. 

Kriti Gupta, 

PallaviKaul, 

Arashdeep Kaur. 

An Efficient 

Algorithm for Heart 

Attack Detection 

[49] 

1. Fuzzy c-means clustering 

algorithm. 

2. Implemented using 

MATLAB 7.8 

1. ECG is not consider in this 

method 

Joon-myoung Kwon, 

Kyung-Hee Kim, 

Ki-Hyun Jeon, 

Youn Lee. 

Artificial 

intelligence 

algorithm for 

predicting cardiac 

arrest [50] 

 

1. Deep learning- based 

artificial intelligence 

algorithm (DLA) 

1. Not integrated with 

wearable heart monitoring 

devices for high-risk heart 

patients. 
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SimantaShekharSarmah 

IoT based patient 

monitoring system 

with the use of 

Deep learning [51] 

This technique is executed 

via ‘3’ steps: 

1. Authentication, 

2. Encryption, and 

3. Classification. 

1. They are working on 

secure data transmission 

to cloud rather than 

prediction of heart attack 

M.Ganesan, 

Dr.N.Sivakumar 

IoT based heart 

disease prediction 

and diagnosis 

Model [52] 

1. ZigBee is employed for 

data transmission to the 

cloud was used to 

transmit the gathered data 

to the cloud center, and 

RFID is used for automatic 

object identification. 

2. It comprises of five main 

parts like Medical IoT 

sensors, heart disease 

dataset, patient data, 

Cloud Database, ML 

based heart disease 

prediction system. 

1. Not integrated with 

wearable heart monitoring 

devices. 

2. Not consider ECG and 

Blood pressure 

TarunRahuja, 

Nidhi Sengar, 

Dr.AmitaGoel. 

Heart Disease 

Prediction Using 

Machine Learning 

[53] 

1. Supervised learning, 

2. logistic regression, 

3. Naïve Bayes, 

4. random forests, 

5. decision trees, 

6. support vector machines, 

7. K-nearest neighbours 

8. Use of UCI Cleveland 

1. Use only Use of UCI 

Cleveland data set for 

prediction 

2. Not integrated with 

wearable heart monitoring 

devices. 

 

Aditya Kumar S 

Lalit Kumar J 

Mantosh Kumar 

Classification Using 

Machine Learning 

with Particle Swarm 

Optimization and 

Ant Colony 

Optimization [54] 

1. K-Nearest Neighbour, 

2. Support Vector Machine, 

3. Naïve Bayes, Random 

Forest 

4. Multilayer Perception 

5. Artificial Neural Network 

optimized by Particle 

Swarm Optimization 

(PSO) combined with Ant 

Colony Optimization 

(ACO) approaches. 

1. Every algorithm 

performed differently 

depending on the 

circumstances. 

2. Limited data set is 

problem for prediction. 

AKM Jahangir 

AlamMajumder, 

Yosuf Amr ElSaadany, 

Roger Young, 

Donald R. Ucci. 

Efficient Wearable 

Smart IoT System to 

Predict Cardiac 

Arrest [55] 

1. Heart Attack Prediction 

using a Decision Tree 

based on a Standard 

Deviation Statistical 

Analysis (DTSDSA) 

1. strong classification 

accuracy in differentiating 

between normal and 

aberrant ECG patterns. 

2. prediction based on R-R 

Intervals of ECG only 

Senthilkumar Mohan, 

ChandrasegarThirumalai, 

Gautam Srivastava 

Heart Disease 

Prediction Using 

Hybrid Machine 

Learning [56] 

1. Decision Trees 

2. Language Model 

3. Support Vector Machine 

4. Random Forest 

5. Naive Bayes 

1. Efficient research and 

algorithm use with also 

considering ECG and all 

parameters which affect 

heart attack. 
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6. K-Nearest Neighbour 

7. Decision Tree-Based 

Partition 

2. Not integrated with 

wearable heart monitoring 

devices. 

Swati Chandurkar, 

Shraddha Arote, 

SnehalChaudhari, 

VaishnaviKakade. 

Early Detection of 

Heart-Attack [57] 

1. The Pulse Sensor AMPED 

2. The Blood Pressure Sensor 

(Vernier) is a non-invasive 

sensor designed to 

measure human blood 

pressure 

1. Only use Naïve Bayes 

Classifier for prediction 

2. Only monitoring pulse 

rate of human body 

3. No deep learning or 

machine learning concept 

use 
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Fig. 1. Types of Cardiac Disease [1] 
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This research paper aims to predict the Remaining Useful Life (RUL) of Li-ion batteries using machine 

learning   algorithms. The project uses experimental data on the aging behavior of Li-ion batteries, 

including voltage, current, temperature, capacity, and energy. The data is preprocessed using feature 

engineering techniques and evaluated using several Machine Learning and Deep Learning models. The 

LSTM model performs the best with an R-squared score of 1.0. The study contributes to the development 

of efficient and reliable methods for RUL prediction of Li-ion batteries, which can have significant 

practical implications in the field of energy storage and management. 
 

Keywords: Li-ion batteries, experimental data, aging behavior, Multiple Linear Regression, Polynomial 

Regression, Decision Tree Regression, Random Forest Regression, LSTM, energy storage, energy 

management. 

 

INTRODUCTION 

 
Lithium-ion batteries are widely used in various applications, including portable electronics, electric vehicles, and 

grid-scale energy storage. These batteries are preferred due to their high energy density and long lifespan [1], but their 

performance degrades over time due to aging and degradation of battery components [2]. Therefore, predicting the 

Remaining Useful Life (RUL) of li-ion batteries is crucial to ensure their safe and efficient operation. One of the key 

parameters in predicting the RUL of li-ion batteries is the cycle index, which refers to the number of charging and 

discharging cycles a battery has undergone during its lifetime. Knowing the cycle index can help estimate the battery's 

RUL and assess its health and performance [3]. In this project, the aim is to analyze the degradation behavior of li-ion 

batteries by studying their utilization data and training a machine learning model using different ML and DL 

algorithms for predicting the RUL of li-ion batteries. To achieve this aim, a dataset of Li-ion battery (LFP chemistry) 
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from Toyota Research Institute is used in this project [11]. Machine learning models like Multiple Linear Regression, 

Polynomial Regression, Decision Tree Regression, and Random Forest Regression and Deep Learning model like 

LSTM are trained to predict the cycle index of a li-ion battery based on various features such as test time, current, 

voltage, temperature, and others. These models are then evaluated, and the best algorithm for predicting the RUL of li-

ion batteries is selected. The accurate prediction of cycle index is important for monitoring the health and performance 

of li-ion batteries and ensuring their safe and efficient operation. 

 

Related work 

 
Introduction to RUL prediction and its importance in battery management 

RUL (Remaining Useful Life) prediction is essential in battery management as it enables better maintenance and 

management of batteries, leading to cost savings and improved safety. Prognostics and health management (PHM) 

of engineering systems, including Li-ion batteries, is crucial for proactive maintenance and management, reducing 

downtime and costs, and improving safety and reliability. PHM involves different approaches and techniques, such 

as model-based and data-driven methods, to predict the RUL of batteries [1]. Predicting the RUL of batteries allows 

for proactive replacement or maintenance of batteries, reducing the risk of failures and improving the lifespan and 

performance of batteries. Selecting appropriate RUL prediction methods based on the characteristics of the battery 

system and the available data is also important. Overall, RUL prediction is a critical component of battery 

management that helps ensure optimal performance, reliability, and safety of Li-ion batteries. 

 

Overview of Li-ion battery technology, its properties, and common failure modes 

Lithium-ion batteries are widely used due to their high energy density, long cycle life, and low self-discharge rate . 

However, they are prone to various failure modes, such as capacity fade, internal short-circuit, thermal runaway, 

and mechanical deformation [2]. These failures can be caused by factors such as electrode degradation, electrolyte 

decomposition, temperature and vibration. Ongoing research aims to improve the performance and safety of Li- ion 

batteries by increasing their energy density, reducing the risk of failure modes, and lowering their cost and 

environmental impact. Potential solutions include improving electrode and electrolyte materials, incorporating 

safety features, and implementing real-time monitoring and control systems. 

 

Explanation of machine learning techniques commonly used for RUL prediction, such as regression algorithms 

Machine learning techniques, particularly regression algorithms, are commonly used for RUL prediction in Li-ion 

Batteries. Different types of regression algorithms like linear regression, polynomial regression, support vector 

regression, multiple regression, neural network regression, and Bayesian regression are used for RUL prediction [3]. 

Feature selection and data pre-processing techniques are also important to improve the accuracy and reliability of 

RUL prediction. Additionally, model selection and evaluation techniques and real-time monitoring and feedback are 

necessary to improve the accuracy of RUL prediction in Li-ion batteries in electric vehicles. 

 

Evaluation of the performance of different ML methods in RUL prediction for Li-ion batteries, including their 

strengths  and limitations. 

When evaluating the performance of machine learning methods for RUL prediction in Li-ion batteries, various 

metrics like accuracy, precision, recall, F1 score, and RMSE are important [1][3]. In addition to these metrics, it is also 

essential to consider the strengths and limitations of different machine learning techniques such as artificial neural 

networks, support vector machines, decision trees, and regression models [8]. The selection of the most appropriate 

machine learning method depends on the characteristics of the battery system and the available data, and effective 

feature selection and data pre-processing techniques can improve the performance of the models. 

 

Discussion of the challenges and open research questions in RUL prediction for Li-ion batteries using ML 

RUL prediction for Li-ion batteries using machine learning faces several challenges and open research questions that 

need to be addressed. These include the availability and quality of data, feature selection, and the need for 
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explainable and interpretable models. It is important to overcome these challenges to develop accurate and reliable 

RUL prediction models for Li-ion batteries using machine learning. Potential solutions to these challenges include 

developing new data-driven feature selection and extraction techniques, integrating physics-based models[4] with 

data- driven models[1][5][8], and using explainable and interpretable machine learning models for RUL prediction. 

 

METHODOLOGY 
 
Multiple Linear Regression 

Multiple linear regression is a statistical technique used to model the relationship between a dependent variable and 

two or more independent variables. The goal of multiple linear regression is to estimate the linear relationship 

between the dependent variable and the independent variables by fitting a line, plane, or hyperplane to the data. The 

line, plane, or hyperplane represents the best estimate of the relationship between the variables, and is chosen to 

minimize the sum of the squared differences between predicted and actual values in the data. 

The equation for a multiple linear regression model is:  

 

y = β0 + β1x1 + β2x2 + ... + βpxp + ε 

 

where y is the dependent variable, x1, x2, ..., xp are the independent variables, β0, β1, β2, ..., βp are the regression 

coefficients (also known as the intercept and slopes), and ε is the error term, which represents the unexplained 

variation in the dependent variable. The regression coefficients represent the expected change in the dependent 

variable for a one-unit increase in the independent variable, with all other independent variables held constant. The 

coefficients can be used to make predictions about the dependent variable for different values of the independent 

variables. 

 

Polynomial Regression  

 Polynomial regression is a form of regression analysis in which the relationship between the independent variable x 

and the dependent variable y is modeled as an nth degree polynomial. This means that instead of fitting a straight 

line to the data, as in simple linear regression, polynomial regression models can fit curves to the data. 

The equation for a polynomial regression model is: 

 

y = β0 + β1x + β2x≦2 + ... + βnx≦n + ε 

 

where y is the dependent variable, x is the independent variable, β0, β1, β2, ..., βn are the regression coefficients, ε is 

the error term, and n is the degree of the polynomial. Polynomial regression can be used when the relationship 

between the dependent variable and independent variable is not linear but can be better represented by a curve. The 

higher the degree of the polynomial, the more complex the curve that is fit to the data. One important consideration 

when using polynomial regression is the risk of over fitting. This occurs when the model fits too closely to the 

training data and does not generalize well to new data. Regularization techniques, such as ridge regression and lasso 

regression, can be used to prevent over fitting. 

 

Decision Tree Regression 

Decision tree regression is a supervised learning algorithm used to predict a continuous output variable based on 

multiple input variables. It is a type of regression analysis that builds a tree-like model of decisions and their possible 

consequences. The tree consists of nodes and branches, where each internal node represents a test on an attribute, 

each branch represents the outcome of the test, and each leaf node represents a decision on the target variable. The 

decision tree regression algorithm recursively partitions the data based on the most informative features in order to 

minimize the variance of the target variable. The splitting process continues until a stopping criterion is met, such as 

reaching a maximum depth or a minimum number of samples in each leaf node. One advantage of decision tree 

regression is its interpretability, as the resulting model can be easily visualized and understood. It can also handle 
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both continuous and categorical input variables, as well as missing data. However, decision tree regression can suffer 

from over fitting if the tree is too complex and can be sensitive to small variations in the data. To address these 

issues, ensemble methods such as random forests or boosting can be used to improve the performance and 

robustness of decision tree regression.  

 

Random Forest Regression 

Random Forest Regression is an ensemble learning method that combines multiple decision trees to create a more 

accurate model. The idea behind random forest regression is to build multiple decision trees and then aggregate their 

predictions to produce a more stable and accurate prediction. In a random forest regression model, each decision tree 

is built using a random subset of the training data and a random subset of the features. This helps to reduce over 

fitting and improve the generalizability of the model. To make a prediction with a random forest regression model, 

the model takes the average prediction of all the decision trees in the forest. This ensemble approach helps to reduce 

the variance of the predictions and make the model more robust to outliers and noise in the data. Random forest 

regression can be used for both regression and classification problems and is a popular choice for many real-world 

applications. It has the advantage of being a relatively simple and easy-to-use algorithm that can handle large 

datasets with many features. Some of the key benefits of using random forest regression include its ability to handle 

nonlinear relationships between the input and output variables, its resistance to over fitting, and its ability to handle 

missing data and outliers. 

 

LSTM 

LSTM (Long Short-Term Memory) represents a breakthrough in recurrent neural network (RNN) design, specifically 

tailored to overcome the limitations posed by the vanishing gradient problem in learning prolonged dependencies 

within sequential data. At its core, an LSTM consists of memory cells and a set of gates that regulate the flow of 

information. The memory cell, denoted as Ct, acts as a reservoir for storing and updating information over time, 

providing the architecture with the capability to retain long-term memory. This is achieved through the interplay of 

an input gate (i), which determines how much new information is integrated into the memory cell, a forget gate (f) 

that selectively discards irrelevant information, and an output gate (o) that controls the information used to compute 

the output. The resulting hidden state (h or output) from each time step not only carries information to subsequent 

steps but also contributes to the final output. LSTMs find significant utility in tasks involving sequential data, such as 

natural language processing and time series prediction, where capturing intricate patterns and long-term 

dependencies is crucial. The architecture's ability to selectively update and utilize information through its gating 

mechanisms addresses challenges like the vanishing gradient problem, making it particularly effective for training 

deep networks on sequential data. The LSTM's versatility extends to applications requiring a nuanced understanding 

of temporal relationships, offering a powerful tool for modeling complex, time-dependent phenomena. 

 

CONCLUSION AND FUTURE SCOPE 
 
Based on the evaluation of our Li-ion battery RUL prediction models, I can conclude that LSTM, Random Forest 

Regression and Decision Tree Regression produced the best results with low mean squared error, high R-squared 

score, and low root mean squared error. I also observed that Polynomial Regression achieved a moderate level of 

accuracy, while Multiple Linear Regression showed the least accuracy in predicting RUL for Li-ion batteries. The 

results suggest that machine learning algorithms can effectively predict the RUL of Li-ion batteries, and further 

improvements could be made by exploring neural network- based algorithms. In future, instead of using cycle index 

as the dependent variable, I will use discharge capacity. This change in the dependent variable will also allow us to 

predict the remaining useful life (RUL) of the Li-ion batteries with greater accuracy. Moreover, we plan to observe 

the batteries for a longer duration to collect more data points and improve the model's performance. 
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Figure 1: Flow Diagram Figure 2: Actual vs Predicted Values (MLR) 
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Figure 4: Actual vs Predicted Values (Polynomial 

Regression) 

Figure 5: PR Model Evaluation 

 

 

 

Figure 6: Actual vs Predicted Values (Decision Tree 

Regression) 

Figure 7: DTR Model Evaluation 

 

 

 

Figure 8: Actual vs Predicted Values   

(Random Forest Regression) 

Figure 9: RFR Model Evaluation 
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Figure 10: Actual vs Predicted Values 

(LSTM) 

Figure 11: LSTM Model Evaluation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Vatsal Viradiya et al., 

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69351 

 

   

 

 

 
 

 

Attention Mechanisms in VQA: A Comparative Exploration of Soft, 

Stack, and Additive Attention Approaches  
 

Lata Bhavnani1* and Narendra. M. Patel2 

 
1Research Scholar, Gujarat Technological University, Ahmedabad, Gujarat, India. 
2Professor, Computer Department, BVM Engineering College, V.V. Nagar, Gujarat, India. 

 

Received: 30 Dec 2023                             Revised: 09 Jan 2024                                   Accepted: 12 Jan 2024 

 

*Address for Correspondence 

Lata Bhavnani 

Research Scholar,  

Gujarat Technological University,  

Ahmedabad, Gujarat, India. 

Email: latabhavnani.bbit@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

Visual Question Answering (VQA) is a multidisciplinary task that involves models that combine both 

computer vision for image understanding and natural language processing for question understanding 

and answer generation. Instead of focusing on overall image features and question features, 

consideration of relevant region features of the image makes it more reliable for answer generation. The 

attention mechanism provides this enhancement in the VQA model to focus on the relevant part of the 

image and question to generate the answer. This paper explores three different VQA attention models: 

Soft Attention, Stack Attention, and Additive Attention. It also provides a performance comparison of 

these models to support researchers in making it informal to select the most appropriate attention 

mechanism for their relevant VQA models.  
 

Keywords: Visual Question Answering(VQA), Natural Language Processing, Soft attention, Additive 

attention, Stack attention. 

 

INTRODUCTION 

 
Visual Question Answering (VQA)[1] is a research problem in the field of computer vision and natural language 

processing (NLP) and Artificial Intelligence (AI). Computer vision and NLP together help the system to answer a 

question about the content of the image and AI helps it to generate reasoning over the answer prediction. In VQA, a 

machine is presented with an image and a text-based question, and it must generate a natural language answer 

based on its understanding of the visual content and the question. Fig.1,illustrates the VQA task. In the VQA system 

attention mechanism plays vital role. It enables the model to focus on a specific region and part of the input image 

and question while making predictions, which is critical in tasks like VQA for the following reasons 
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1. Fusion of Image and Language: VQA model combines features of both image and question. Attention 

mechanisms help the model to attend only part of the image that is relevant and focus only on critical 

words in the question.  

2. Input Question with Variable Length: The VQA task contains questions with variable length and 

complexity. To adapt these variations, the attention mechanism helps in focusing on the most informative 

part of the question and image regardless of any length or complexity of the input question 

3. Reasoning &Interpretability: Reasoning over the answer provides transparency in VQA model prediction. 

The attention mechanism provides the image region and words in the question which leads to the answer 

prediction. This interpretability helps the model in effective decision-making like humans do when they 

answer questions about an image by focusing on the relevant part of the input. 

4. Handling Ambiguity: VQA questions can be ambiguous, and only some specific details of the image may be 

used for answering the question. Attention mechanisms help the model to overcome such ambiguity by 

leading its focus to the critical content of the image and question information. 

5. Overall, for the enhancement of performance and interpretability of VQA models’ attention mechanisms are 

essential. It can be helpful in the advancement of other tools like VQA such as image retrieval, image 

captioning, machine translation, text summarization, and more. 

 

Organization 
First introduction of the VQA and requirements for VQA attention models is given. Next part provides literature 

review in the area of attention based VQA. Further details and working of different VQA models are given followed 

by details about the dataset, experiment details, and performance discussion. Last part provides conclusion of the 

work and suggests future work in this area. 

 

Related work  

 
To get the accurate and faster prediction of answers in Visual Question Answering attention mechanism has played a 

good role. Here we will focus on the attention based VQA models. Shih et al,[2]proposed a technique to find the 

regions in an image which are most relevant in answering a given question. It identifies "focus regions" in the image 

which are significant to answer the question. Spatial Transformer Networks (STNs) is used to predict the spatial 

transformations required to line up the image areas with the question. This improves the performance by focusing on 

the most relevant parts of the image. The model also includes question-adaptive attention which allows the model to 

dynamically adjust its attention based on the specific features of the question being asked. Yang et al, [3]introduced a 

model with stacked attention mechanism, where attention is applied hierarchically. Here iterative attention with 

multiple stacked attention stages refines its focus on different image regions. The model captures both global and 

local information of the image by applying attention mechanism on different levels of granularity. This hierarchical 

attention is proposed to improve the model's ability to comprehend complex associations in the visual input. It also 

uses Long Short-Term Memory (LSTM) networks in conjunction with the attention mechanism which help to capture 

sequential dependencies in the question features for understanding context of the question. 

 

Lu et al, [4]introduce a hierarchical co-attention VQA model that works at various levels. This provides attention 

over both image and question simultaneously to capture joint relationships between different elements in both 

modalities. Duy et al.[5] introduced a dense co-attention mechanism which calculates associations between image 

region and words in the question. It generates attention maps on image regions for each word and vice versa for 

creating a multi-layer hierarchy to find interactions between a question and an image pair. Kim et al. [6] 

 

proposed bilinear attention networks (BAN) that search bilinear attention distributions to effectively use given image 

and question information. It also proposed a modified multimodal residual network for generating eight attention 

maps of BAN. Zhang et al.[7]proposed a VQA model with visual relation reasoning module to understand relation 

between various image regions. The authors utilized bilinear attention in conjunction with bottom-up attention to 
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generate more meaningful attention maps. The final step involves employing a multi-label classifier for answer 

prediction. Zhu et al.[8] proposed a graph-based model designed to comprehend the relationships among objects, 

guided by the associated questions. They incorporated a soft attention layer within the graph convolution process to 

identify question-driven objects, effectively addressing the challenge of object redundancy. Additionally, the authors 

proposed a novel difference-based graph learner, which accounts for distinctions between objects and the semantic 

content of questions to determine the edges connecting nodes in the graph. Sharma et al.[9]introduced a VQA model 

that employs a graph neural network to enhance image representation through the capture of object relationships. 

This is complemented by a context-aware attention model for predicting answers. All the models developed in recent 

for VQA include different attention mechanism before prediction process which improves accuracy of the model and 

makes it easy to predict from related part of image instead of all features of image. Using appropriate attention 

model for a selected dataset is challenging task. Here we will compare some of this attention mechanism. 

 

VQA Attention Models 

Here we have implemented three different VQA attention model. Fig.2, shows basic block diagram of attention 

based VQA model.VQA model with attention mechanism basically consist four main modules.  

1. Image Feature Extraction 

2. Question Feature Extraction 

3. Attention Model (iv) Answer Prediction. 

 

Here Image features are extracted using pretrained VGG19[10]  CNN model. For question feature first spaCy library 

with the 'en_core_web_lg' model is used to tokenize and obtain word embeddings for a given textual question. It 

then constructs a tensor to store the question features as 300-dimensional vectors for each of the 30 expected words, 

providing a representation suitable for input into a Visual Question Answering (VQA) model. Next language model 

architecture consists of a stack of LSTM layers to process sequences of word features. The final LSTM layer converts 

the sequence into a fixed-size vector that captures the contextual information from the input question. Above image 

and question features are given as input to Attention Model. Here three different attention model are used for 

attention mechanism and performance for the same is discussed in detail in next section. The attention mechanism 

computes attention weights based on the interaction between image and text features and then combines them to 

obtain a weighted representation of the text. The output of the attention mechanism is concatenated with the 

attention vector from the image model. Multiple dense layers with dropout are used for further processing. The final 

output layer with a soft max activation produces the predicted answer. 

 

Attention Models 

Attention mechanisms enhance VQA models by selectively focusing on significant input image regions and text 

which improves computational efficiency and prediction accuracy. In this section we will discuss in detail three 

different attention mechanism used in VQA: (1) Soft attention, (2) Stack attention and,(3) Additive attention  

 

Soft Attention 

VQA with soft attention module assigns weights to different regions of an image and words in a question. Soft 

attention mechanism identifies the regions which are related to question and applies higher weights to that region. It 

discredits the non relevant areas of image by multiplying its corresponding feature maps with low weight. So that 

areas with high attention keeps its original value and areas with low attention get closer to zero and becomes dark in 

the visualization. This helps the VQA model to understand relation between different elements of question and 

image to predict accurate answer. Soft attention in Visual Question Answering (VQA) calculates attention weights 

using soft max function. Here's a simplified calculation for soft attention to calculate attention weight sin  VQA: 

Attention_Weights=softmax(Score_Function(Image_Features,Question_Features)) (1) Here, Score_Functionis used to 

compute the compatibility or similarity between image and question features. soft max is the soft max function used 

to normalize the scores into probabilities, such that sum of all probabilities becomes 1. Attention_Weights are the 

output weights which are assigned to different regions of the image features based on the question. 
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Stack Attention 

Stack Attention use multiple layers of attention instead of single attention layer. For given question features as input, 

Stack Attention Networks(SANs) search regions in an image for answer prediction. Multiple layers of attention are 

used over selected regions to capture complex relationships between visual and textual information. This type of 

mechanism is beneficial when dealing with complex questions which requires multiple steps of reasoning. It 

captures fine-grained details in image to answer such complex questions accurately. The stack attention mechanism 

uses soft attention iteratively to get multiple layers of attention. It will refine the focus on important image features 

in VQA model. 

 

Additive attention  

Additive attention technique transforms the input features and combines them such that it highlights specific parts 

of the input. Additive attention is used in VQA to selectively focus on distinct parts of input image and question for 

answer prediction. Here attention weights are first calculated using feed forward neural network for the combine 

image and question features. These weights are used to calculated weighted sum of visual features which is 

combined with visual features to generate context vector. Context vector is than used with question features to 

predict the answer. It is used for complex questions as it captures complex relation between image and question. This 

method provides high accuracy but it is computationally more expensive than soft and stack attention. 

 

EXPERIMENT 
Dataset 

VQA v1[11]data set consists open-ended questions about images. These questions require an image understanding, 

language and commonsense knowledge to answer. It is the second version of the VQA dataset. It contains 

approximately 204,721 images from the Microsoft COCO[12] dataset. Overall, there are 1,106,849 open-ended 

questions, 768,111 Yes/No questions, and 887,302 number questions. VQA model is trained on Google Colab with 

GPU (16 GB RAM) ,12 GB System RAM and 78.2 GB Disk space for accelerated computation. Still this computation 

capacity is not enough to process above large VQA dataset. We have used only first 50k Image-Question pair as a 

dataset for performance evaluation of VQA attention models. Out of this 40K Image-Question pair are used as train 

dataset and 10K Image-Question pair are used as test dataset.  

 

Experimental Setup 

VQA attention model is implemented on Tensor Flow platform. Adam optimizer with a base learning rate of 10e-04 

is used. Batch size is set to 64 and training is done for up to 100 epochs with early stopping if the validation accuracy 

has not improved in the last 5 epochs. The size of hidden layer is set to 512 for LSTM language model and 1024 in the 

densely connected layers after the attention mechanism and image feature processing, as higher number of hidden 

units in dense layers allows the model to capture more complex relationships in the combined features. We apply 

dropout with probability 0.5 on each layer. Table I summarize the details of hyper parameters used in the model. 

 

Evaluation Matrix 

We formulate VQA as a classification problem since most of answers are single words. We evaluate the model using 

classification accuracy as reported in[1]. 

Accuracy = min(n/3,1)                        (2) 

Here n is the number of humans provided predicted answer. The answer is 100% accurate if at least three annotators 

give an exact match answer as predicted[13]. Here we evaluate the model using accuracy & 

Top_k_categorical_accuracy (for k=3,5). Top_k_categorical_accuracy means it considers the top k predicted classes 

for each sample. 
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RESULT ANALYSIS 
 
VQA-v1 contains two types of questions: open-ended and multiple choice. Here experiment is done for open ended 

questions. Table II shows performance of different applied for the VQA application. Here accuracy is lower as 

compared to other research as we have considered only subset of VQA-v1 dataset. As discussed in [13] model gives 

only 26.88 % accuracy when applied to small dataset VQA-CP-v1 and gives 55.86 % accuracy when applied to large 

dataset VQA-v1. Implemented VQA model without attention gives 27.73 % accuracy while VQA with stack attention 

gives 28.36 % accuracy which is higher than accuracy achieved in [14]. VQA with only soft attention gives 30.51 % 

accuracy while VQA with additive attention gives 31.59% accuracy. Table also shows top-k (k=3,5) accuracy for 

implemented model. We can see that additive attention gives better performance than soft and stack attention model. 

Fig. 3 shows performance comparison graph of all the implemented method. Fig. 4 shows some of the testing results 

of different VQA models with top 5 predicted answers. It shows that in VQA with additive attention model predicts 

the answer more accurately than VQA without attention. 

 

CONCLUSION AND FUTURE WORK 

 
VQA is a challenging task which include both computer vision and NLP to predict the answer. Here we have 

basically discussed three different approaches of VQA: VQA with soft attention, VQA with stack attention and VQA 

with additive attention. Results shows that VQA with additive attention performance better than other approaches. 

Additive attention requires more computational power than stack attention. Experiments are done with small part of 

VQA-v1 dataset. The choice of the optimal attention mechanism often depends on the characteristics of the dataset 

under consideration. Additionally, it's essential to note that the hyper parameters specified for this experiment may 

need adjustments when applied to different datasets. Beyond Visual Question Answering (VQA), this attention 

mechanism proves valuable in tasks like image captioning, machine translation, sentiment analysis, and image 

summarization. Its versatility across various domains highlights its effectiveness in tasks that require intricate 

interplay between visual content and language understanding. Utilizing an attention mechanism can also prove 

beneficial when providing reasoning for VQA predictions. 
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Table 1 Hyper parameter and its values used in our study 
Hyper parameters Value 

Epocs 100 

Optimizer Adam 

Batch size 64 

Loss Function categorical_crossentropy 

Dropout 0.5 

Learning Rate 10e-04 
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Table 2 Comparison for various VQA methods 

Model 
Accuracy 

(%) 

Top-3 

Accuracy (%) 

Top-5 

Accuracy (%) 

VQA without attention 27.73 54.78 59.72 

VQA with stack attention 28.36 53.94 58.22 

VQA with soft attention 30.51 58.59 63.42 

VQA with Additive attention 31.59 60.14 65.02 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1 The task of VQA[1] Fig 2 Block Diagram of VQA Attention Model 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3 Performance comparison of VQA models Fig. 4 a. Implemetation Results for VQA with and without 

attention mecanism (a) VQA without attention 
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Fig. 4. (b) VQA without attention Fig .4 (c) VQA without attention 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4. (d) VQA with Additive attention Fig 4. (e) VQA without attention 

 

Fig 4 . (f) VQA with Additive attention 
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Electronic exchanges are regular now days as nearly everybody in this online world manages the e 

money. Bitcoin was the underlying and first cryptographic coin. which for the security reasons was 

supplanted by zerocoin the coin exchange by zero learning convention so that no information is passed 

for the stamping the coin or reclaiming the coin. We have proposed homomorphic expansion to secure 

the reward points. Simulation results are deduced in the paper. 

 

Keywords: Zerocoin,  Bitcoin, Electronic Money, Money. 

 

INTRODUCTION 

 
The expression "electronic money" frequently is connected to any electronic installment conspire that clearly look to 

some extent like cash. Truth be told, be that as it may, electronic money is an exact class of electronic installment 

conspire, characterized by firm cryptographic properties.[1] Generally any e trade framework would consider the 

operators as bank, clients/clients and the partner and the life cycle of electronic coin includes every one of the 

gatherings. User withdraws coin from the bank. The coin then can be traded for a few products and ventures by the 

clients to the shippers. As even the shipper won't keep the coin with it rather the cycle is finished when the 

trader/partner stores back the con to the bank. From figure 1cash has the cycle can be said having 3 pases withdrawal 

phase, the payment phase, and the deposit phase. Preceding procedure is the preprocessing step which requires 

manages creating open keys, administration of the record. electronic money can be ordered as on-line and 

disconnected. In an on-line electronic money, the installment and store stages happen in a similar exchange. So we 

can infer that the coin is confirmed each by the bank at the season of installment so bank to be on-line for each coin 

traded between the spenders and the shippers. In disconnected electronic money conspires, the coins are confirmed 

after the exchange at some helpful time for both dealers and the bank so that the bank does not need to be required 

in each installment exchange. Be that as it may, as the coins are not checked at the season of installment, there is a 

potential for exploitative spenders to twofold spend their coins. This is on account of advanced money, which is 

basically an arrangement of numbers, is anything but difficult to duplicate. Another necessity that can emerge in 
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electronic coins is the requirement for secrecy. Bit coin [3] as name recommends is a product based online installment 

framework by Satoshi Nakamoto in 2008 it was presented as an open source programming in 2009. Installments are 

put away in an open record utilizing its record known as bit coin. Installments work is individual to other individual 

and no focal store is there, so bit coin a decentralized scrambled virtual money. Bit coins are made for the reward of 

undertaking identified with installments where clients offers their registering energy to confirm and record 

installments named as mining, individual and additionally organizations can be a piece of this movement for trade 

of the exchange charges and new made bit coins. But mining, they can be picked up by the trade for cash, items, and 

administrations. Clients can both send and get bit coins electronically for a method for exchange expense by utilizing 

wallet programming. Bit coin can likewise be named as the e cash which is utilized as installment for items and 

administration charges are not as much as that of with Visa processors. The European Banking Authority has 

cautioned that bit coin needs customer securities. Dissimilar to charge cards, any expenses are paid by the buyer not 

the merchant. Bit coins can be stolen and charge backs are inconceivable. Starting July 2013 the business utilization of 

bit coin was little contrasted with its utilization by theorists, which has added to value un predict ability. Bit coin has 

been a subject of worries that it can be utilized for unlawful exercises, much like money. 

 

Background 
Classification of e cash system system[2] seven main events are distinguishable 

Initialization  Choice of system parameters and key pairs of all entities. 

Opening account The bank opens a user account and registers his personal data. 

Registration In the pseudonymous systems, the user registers at the trustee. 

Withdrawal The user withdraws digital coins from his account onto his device. 

Payment The user pays at the shop using the coins stored on his device. 

Deposit Shop deposits the digital coins at the bank and is credited accordingly. 

Revocation The trustee gets the coin from the withdrawal transcript or to compute the user's identity from the  

payment transcript in order to deter any perfect crime 

 

Bit coin Transactions 

The electronic coin as a chain of computerized marks. Every proprietor exchanges the coin to the following by 

carefully marking a hash of the past exchange and people in general key of the following proprietor and adding 

these to the end of the coin. A payee can confirm the marks to check the chain of possession. 

Zero Knowledge Proof 

The first efficient statistical zero-knowledge protocols to prove statements such as 

1. A committed number is a pseudo-prime. 

2. A committed/revealed number is the product of two safe primes 

3. A given value is of large order modulo that consists of 2 safe prime factors. 

 

Aside from the legitimacy of the calculation, no other data about the modulus e.g., a generator which arrange meets 

the modulus or some other operand is given. Disregarding the Bitcoin's client base appeared to be unknown taking a 

chance with their cash and paying exchange expenses. One outline of this is the presence of laundries that for an 

expense will join together unique clients' assets in the trusts that rearranging makes them hard to follow. Since such 

frameworks require the clients to believe the clothing to both 

1. not record how the mixing is done 

2. Give the users back the money they put , use of these involves a fair amount of risk. 

 

Decentralized Ecash 

The decentralized e cash scheme is to anonymize the Bitcoin network uses a type of cryptographic electronic 

currency’s the name suggests decentralization means it does  not requires any kind of central authority to issue the 

coin.  
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Proof of Proposed Work 

Base Work 

Algorithm of the zero coin 

Setup(1λ): parameter. Accum Setup (1λ ) gives the output (N, u). 

generate prime numbers p, q where p = 2w q + 1 for w ≥ 1 choose random generators g, h G = (g) = (h) and G ε Zq* 

output of step 1 = (N, u, p, q, g, h) 

Mint(parameter) : (c, skc). input = Select S,r ← Zq* 

c ← gS hr mod p 

such that {c prime | c ∈ [A , B ]} Set skc = (S, r) 

output (c, skc) 

Spend (parameters; c; skc, R, C): (П, S). If c not belongs C output ⊥. 

Compute A ← Accumulate((N, u), C) ω ← GenWitness((N, u), c, C). 

Output (π, S) 

where π IS signature of knowledge: π = ZKSoK*R+,(c, w, r): AccVerify((N, u), A, c, w) = 1 ∧ c = gS hr } 

Verify (params, π, S, R, C) → {0, 1}. π= proof, S serial number 

C = set of coins, 

A ← Accumulate((N, u), C).  

Verify that П is the signature of knowledge on R using the known public values. If the proof verifies successfully, 

output 1, otherwise output 0. The zero coin assumes a trusted setup process for generating the parameters. The 

accumulator trapdoor (p, q) is not used subsequent to the Setup procedure and can therefore be destroyed 

immediately after the parameters are generated. 

 

Proposed work 

Homomorphic cryptosystems have the property that given only the cipher texts of two numbers, the cipher text of the 

sum of those two numbers can be computed. Here both the ordinary cryptographic expansion and the homomorphic 

expansion is thought about in the figure 6. We are going to utilized this work as a part of the any framework where 

we can get rewards for the buy and that reward will be added back to the site in the homomorphic way. Figure7 

demonstrates the working stream of the proposed scheme. figure 8 demonstrates the qualities with the scientific 

evidence Algorithm 

User gets purchase Article AR 

Reward per article R(AR) 

When R(AR)>25 

If( redeem in coin on purchase ) select any two prime numbers say p and q 

Say N = p * q. where p and q being confidential and N is public. Decrypted algorithm Dg is M=b× (ax)-1 (mod p). 

Calculate y = gx mod p. use this y for the encryption 5 else Reward = reward + current reward 

 
Experimental Evaluation 

The dataset [21] holds ‚38,100 Having id ie anoynimity The dataset consists of 2 files.‛ Figure 8 shows the 

comparison of both the approaches in terms of storage space Ratings data ratings_data.txt.bz2 (2.5 Megabytes): it 

contains the ratings given by users to items. Every line has the following format: user_id item_id redeem value 

11000 4 

 

CONCLUSION 

 
We presume that proposed change it better as 

Proposed strategy gives security to the reward focuses. 

Proposed strategy gives more security as it force the certifiable client to THE FRAMEWORK. 

Proposed strategy can be utilized to build an edge cryptosystem 

TAKES less Storage 
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Table 1 presents the comparison within the literature survey done with various papers C-centralized 

system D is decentralized system. pros, cons, and the scenario its is suitable for. 
 

 System/ Protocol Pros Cons 
Suita

ble for 

3.1 bitcoin 
fully decentralized available 

mitigations are very less 

network model, which 

had of many untrusted 

nodes which enter and 

exit the network. 

Moreover, the problem of 

choosing long term trusted 

parties, in the 

legal and regulatory grey area 

Decentralized 

3.2 xcash Extends cash by anonymity Not multi agent Centralized 

3.3 cyberorg 

the discrete logarithms 

unlinkability among all 

payments 

heuristic assumption Centralized 

3.4 

Gupta et al 

DebitCredit 

Computation 

Short term misuse 

of cash cannot be done. 

Less secure for the receipt 

off the message 
Decentralized 

3.5 multiagent 
extensible and scalable. 

Real life application 

Only specialzed user can 

participate 
Decentralized 

3.6 whopay scalable and anonymous 
entity like a broker or a bank 

are not supported 
Centralized 

3.7 Zerocoin Zero knowledge Minting is not accurate Decentralized 

3.8 

Androulaki et 

al. A Reputation 

System for 

Anonymous 

Networks 

represented by a pseudonym 

bank, which is a 

centralized entity. 

no negative feedback 

Decentralized 

3.9 zerocoin Imposes zero knowledge - Decentralized 

3.10 Mixcoin 

efficient and fully compatible 

with Bitcoin randomized 

mixing fees, and an 

adaptation of mix networks 

to 

Bitcoin 

careful consideration of 

some of the higher-level 

side channels 

Centralized 

 

 

  
Figure 1: Life cycle of e cash [2] Figure 2: Classification of Electronic cash 
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Figure 3: Classification of Electronic cash system with 

anonymity revocation[2] 

Figure 4: Transaction chain by hash key [3] 

 

 

 

 

 

 

 

 

 

 
Figure 5 bitcoin and zerocoin working Figure 6 Working of Zerocoin 
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Figure 9. Working of proposed scheme 
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Interior Permanent Magnet Synchronous Motor (IPMSM) Drive Control The paper explores controlling 

an IPMSM drive across various speeds using a Fuzzy Logic Controller (FLC). The FLC manipulates d-

axis current (Id) and q-axis current (Iq), regulating torque and magnetic field in the stator winding, 

effectively controlling motor speed and torque. FLC The utilization of the Mamdani fuzzy logic system 

within the proposed FLC for simultaneous management of Torque and Flux is an efficient method. By 

employing various defuzzification methods such as Centroid of Area (COA), Bisector of Area (BOA), 

Mean of Maximum (MOM), Smallest of Maximum (SOM), and Largest of Maximum (IOM), the FLC 

determines the appropriate values for Id and Iq, ultimately aiming to achieve the desired speed. This 

method allows for comprehensive control over multiple motor parameters, enhancing the motor's 

performance across different operating conditions. The FLC design is based on the Maximum Torque per 

Ampere (MTPA) method for stand-still to base speed operation and the Field Weakening (FW) Method 

for operation above the base speed. Additionally, a hysteresis current control method is employed to 

generate inverter pulses. The proposed system finds application in Electric Vehicle (EV) motor testing, as 

well as motor testing in laboratories or manufacturing plants. 

 
Keywords:Interior Permanent Magnet Synchronous Motor (IPMSM), Fuzzy Logic Controller (FLC), 

Maximum Torque per Ampere (MTPA), Field Weakening (FW), Centroid of Area (COA), bisector of Area 

(BOA), Mean of Maximum (MOM), Smallest of Maximum (SOM), Largest of Maximum (IOM). 
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INTRODUCTION 

 
IPMSM motors are known for their capacity to offer precise speed control across a broad speed range, high 

efficiency, compact size, low copper losses, prolonged bearing grease life, and high-power density. This makes the 

IPMSM particularly suitable for applications such as Electric Vehicles, Elevators, and Traction, where space 

constraints are critical. Speed control is achieved through two main topologies: the Maximum Torque per Ampere 

(MTPA) topology, allowing the motor to operate at maximum torque up to its rated speed, and the field weakening 

topology, enabling the motor to run above the rated speed with constant power.[1]-[10] The presence of a buried 

permanent magnet inside the rotor results in a smooth rotor surface, reducing the air gap. However, achieving 

precise speed control becomes challenging due to the non-linear coupling between the stator current and rotor, 

causing non-linearity in the electromagnetically developed torque. Despite this challenge, the smooth rotor surface 

makes it popular for high-speed performance. Additionally, the rotor core experiences saturation and the armature 

reaction influences the air gap flux in the IPMSM.[1]-[3] This variation in reluctance parameters leads to unequal d-

axis and q-axis inductance, producing additional torque by the Q-axis current, known as reluctance torque. 

Consequently, the motor attains maximum torque during the MTPA topology. Moreover, selecting a negative D-axis 

current reduces the stator flux to enable the motor to operate beyond its rated speed, impacting the dynamic and 

steady-state performance of the IPMSM.[14][15][18][20] The mathematical modeling of IPMSM motors is challenging 

due to factors such as saturation, armature reaction, dynamic loading, and temperature variations. Overcoming these 

challenges, Fuzzy Logic Controllers (FLCs) offer several advantages:[17]-[21] 

1. They do not necessitate an exact mathematical model.  

2. FLCs operate on linguistic rules, essentially human logic.  

3. They are effective in handling the non-linearities inherent in the system. 

 

The simulation of the IPMSM drive with a fuzzy logic controller using different defuzzification methods is 

conducted in MATLAB SIMULINK.[11][12] Nomenclature Rs - Stator Resistance, 𝑖𝑑  – direct axis stator current (d-

axis), 𝑖𝑞  - quadrature axis stator current, 𝐿𝑑  – direct axis stator inductance, 𝐿𝑞  – quadrature axis stator inductance, 𝜔𝑒  

– rotor speed, 𝛷𝑑  – flux linkage along direct axis, 𝛷𝑞  - flux linkage along quadrature axis, 𝛷𝑃𝑀 - flux linkage, 𝑃 – No. 

of Pole Pairs, 𝜃𝑟- Rotor angle  

 

IPMSM Mathematical Model 

The dynamic d-q model of the IPMSM serves as the basis for the mathematical model used in vector control. This 

model is derived by eliminating the equations associated with the damper winding and field current dynamics from 

the widely recognized induction machine model. The synchronously rotating rotor reference frame is selected, 

allowing the transformation of stator winding quantities into a reference frame revolving at the rotor speed. 

Consequently, there exists zero speed differential between the rotor and stator magnetic fields. The fixed phase 

relationship between the stator q and d axis windings and the rotor magnet axis (aligned with the d axis in the 

model) is established. A mathematical model of the IPMSM is utilized to simulate the machine's behavior in 

MATLAB. The dq rotor reference frame is utilized to express this model, with the d axis being aligned with the rotor 

flux-linkage, as shown in Fig.1.[13]-[15] The voltages for the stator in three phases can be expressed in the following 

manner: 
 

𝑣𝑎 = 𝑅𝑠𝑖𝑎 + 𝐿𝑠
𝑑

𝑑𝑡
𝑖𝑎 − 𝜔𝑒Φ𝑃𝑀𝑠𝑖𝑛 𝜃𝑟                       (1) 

𝑣𝑏 = 𝑅𝑠𝑖𝑏 + 𝐿𝑠
𝑑

𝑑𝑡
𝑖𝑏 − 𝜔𝑒Φ𝑃𝑀𝑠𝑖𝑛  𝜃𝑟 −

2𝜋

3
             (2) 

𝑣𝑐 = 𝑅𝑠𝑖𝑐 + 𝐿𝑠
𝑑

𝑑𝑡
𝑖𝑐 − 𝜔𝑒Φ𝑃𝑀𝑠𝑖𝑛  𝜃𝑟 +

2𝜋

3
              (3) 

 

Equations (4) & (5) represent the dynamic equations of the IPMSM in the synchronously rotating d-q referencing 

frame, acquired through the Clarke-Park transformation, will be presented. Some assumptions will be made for the 

sake of convenience. 
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1. The sinusoidal nature of the induced EMF is taken into consideration.  

2. The saturation and core losses in the rotor are considered insignificant.  

3. The rotor lacks any damper windings. 

 

𝑣𝑑 = 𝑅𝑆𝑖𝑑 + 𝐿𝑑
𝑑𝑖𝑑

𝑑𝑡
− 𝜔𝑒Φ𝑞                                        (4)                                                                                   

𝑣𝑞 = 𝑅𝑆𝑖𝑞 + 𝐿𝑞
𝑑𝑖𝑞

𝑑𝑡
+ 𝜔𝑒Φ𝑑                                         (5)                                                                                                                        

Φ𝑑 = 𝐿𝑑 𝑖𝑑 + Φ𝑃𝑀                                                       (6) 

Φ𝑞 =  𝐿𝑞 𝑖𝑞                                                                   (7) 

The depiction of the PMSM's equivalent circuit in the DQ-axis, which is derived using the DQ modeling method, can 

be seen in Figure 2. 

𝑇𝑒 =
3𝑃

2
(Φ𝑃𝑀 𝑖𝑞 + (𝐿𝑑 − 𝐿𝑞)𝑖𝑑 𝑖𝑞)                             (8)  

The torque generated by the permanent magnet buried in the rotor is represented by the first term in Equation (8), 

whereas the second term signifies the reluctance torque resulting from the interaction of d-axis and q-axis currents. 

 

MTPA and FW Topology 

The reference d-axis current (Id) and q-axis current (Iq) are generated by Maximum Torque per Ampere (MTPA) 

control to achieve maximum torque per unit current. The MTPA trajectory condition can be obtained by deriving it 

from Equation (8) in the following manner. 
𝜕𝑇𝑒

𝜕𝑖𝑞
= 0 

Φ𝑃𝑀 +  𝐿𝑑 − 𝐿𝑞 𝑖𝑞
𝜕𝑇𝑒

𝜕𝑖𝑞
+  𝐿𝑑 − 𝐿𝑞 𝑖𝑑 = 0              (9) 

The correlation between the stator phase current,𝑖𝑑  and 𝑖𝑞  is 

𝑖𝑠 =  𝑖𝑑
2 + 𝑖𝑞

2                                                              (10) 

Utilizing the equation (8) 
𝜕𝑖𝑑

𝜕𝑖𝑞
= −

𝑖𝑞

𝑖𝑑
                                                                    (11) 

(7) and (9) Equation solving  

𝑖𝑑 =
Φ𝑃𝑀

2 𝐿𝑑−𝐿𝑞 
+  

Φ𝑃𝑀
2

4 𝐿𝑑−𝐿𝑞 
2 + 𝑖𝑞

2                                (12) 

 

Figure (3) illustrates the trajectory of the MTPA curve, the voltage limit ellipse, the current limit curve, and the 

constant torque curves. The drive system ensures that the voltage constraint is satisfied when operating below the 

base speed. The operating point of the drive system is located along the MTPA trajectory depicted in Figure (3). The 

operating point is determined by the intersection of the constant torque curve and the MTPA trajectory, which is 

located at the closest distance from the origin. This distance signifies the stator current. Essentially, the MTPA path 

allows for the attainment of the required torque using minimal current, thus decreasing copper loss and potentially 

optimizing the efficiency of the drive system. 

 

Field Weakening (FW) Control:[8][10][17] 

When operating the motor beyond its rated speed, It is imperative to give consideration to the limitations of Voltage 

and Current [3]. Equation (10) and (11) are used to express the Current constraint and Voltage constraint, 

respectively. 

𝐼𝑠 =  𝐼𝑑
2 + 𝐼𝑞

2 ≤ 𝐼𝑠𝑚 (13) 
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𝑉𝑠 =  𝜐𝑑
2 + 𝜐𝑞

2 ≤ 𝑉𝑠𝑚 (14) 

 

Where Ism and Vsm represent the available maximum current and voltage, respectively. Upon substituting the 

values of Vq and Vd into equation (14), the resulting expression is obtained. 

𝑉𝑠 =  (𝑅𝑆𝑖𝑑 + 𝐿𝑑
𝑑𝑖𝑑

𝑑𝑡
− 𝜔𝑒𝛷𝑞)2 + (𝑅𝑆𝑖𝑑 + 𝐿𝑑

𝑑𝑖𝑑

𝑑𝑡
+ 𝜔𝑒𝛷𝑑 )2 ≤ 𝑉𝑠𝑚 (15) 

For the sake of simplification in analysis, only steady-state terms are considered in the voltage constraint equation, 

and the resistive drop is disregarded. 

 

𝑉𝑠 =  (𝜔𝑒Φ𝑑 )2 + (𝜔𝑒Φ𝑑 )2 ≤ 𝑉𝑠𝑚 (16) 

 

From Equation (7) and (8), we get 

𝑉𝑠 =  (𝜔𝑒𝐿𝑞 𝑖𝑞)2 + (𝜔𝑒(𝐿𝑑 𝑖𝑑 + Φ𝑃𝑀))2 ≤ 𝑉𝑠𝑚 (17) 

After simplification, 

(𝐿𝑞 𝑖𝑞)2 + (𝐿𝑑 𝑖𝑑 + Φ𝑃𝑀)2 ≤  
𝑉𝑠𝑚

𝜔𝑒
 

2
                                  (18) 

 

Equation (13) represents the current limit circle centered at the origin with a radius of Is. Equation (18) depicts the 

voltage ellipse centered at(0, −
𝛷𝑃𝑀

𝐿𝑑
)and contracts with the increase in rotor speed. Beyond the base speed, field 

weakening is implemented to ensure the stator voltage stays within the limit specified by equation (15). Control over 

the d-axis and q-axis currents is adjusted to comply with the machine voltage limit. 

𝜐𝑜 =  𝜐𝑑𝑜
2 + 𝜐𝑞𝑜

2 ≤ 𝑉𝑜𝑚                                             (19) 

Where,𝜐𝑑𝑜 = −𝜔𝑒𝐿𝑞 𝑖𝑞 , 𝜐𝑞𝑜 = 𝜔𝑒(𝐿𝑑 𝑖𝑑 + Φ𝑃𝑀)and𝑉𝑜𝑚 = 𝑉𝑠𝑚 − 𝑅𝑆𝐼𝑠𝑚 . 

The relationship between  𝑖𝑑  and 𝑖𝑞  can be derived from equation (17) by substituting  𝑉𝑠𝑚 with 𝑉𝑜𝑚 to incorporate the 

impact of Stator Resistance drop. Therefore, 

𝑖𝑑 = −
Φ𝑃𝑀

𝐿𝑑
+

1

𝐿𝑑

 𝜐𝑜𝑚
2

𝜔2
− (𝐿𝑞 𝑖𝑞)2                                        (20) 

 

In order to maintain the current vector control as per equation (20), it is essential to maintain the terminal voltage 

within 𝑉𝑠𝑚 during steady-state conditions. At every speed, the intersection between the current limit and voltage limit 

trajectories determines the corresponding current limit necessary to achieve maximum torque. The operating point is 

situated along the voltage limit curve, hence dictated by the minimum current needed to generate the desired torque. 

This approach also contributes to reducing copper loss in the FW region. References [2]-[3] provide the limit values 

outlined in equations (21) and (22) respectively. 

 

𝑖𝑑𝑣 = −
Φ𝑃𝑀 𝐿𝑑

𝐿𝑑
2 −𝐿𝑞

2 +
1

𝐿𝑑
2 −𝐿𝑞

2
 Φ𝑃𝑀

2 𝐿𝑑
2 − (𝐿𝑑

2 − 𝐿𝑞
2 )(𝐼𝑠𝑚

2 𝐿𝑞
2 + Φ𝑃𝑀

2 −
𝑉𝑠𝑚

2

𝜔2 )      (21) 

 

𝑖𝑞𝑣 =  𝐼𝑠𝑚
2 − 𝑖𝑑𝑣

2                                                       (22) 

In the FW region, Figure (4) showcases the MTPA curve trajectory, the current limit curve, various constant torque 

curves at different loads, and the Voltage limit curve. 

 

FUZZY LOGIC CONTROLLER RULES FOR IPMSM: 

The implementation of the proposed Mamdani fuzzy model is carried out in MATLAB-Simulink using the Fuzzy 

Logic Toolbox. The simulation of this IPMSM model involves the following steps in the Mamdani fuzzy 

model:[11][12]  
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1. Fuzzification of the input variables.  

2. Rule evaluation. 

3. Aggregation of the outputs of fuzzy rules. 

4. Defuzzification. 

 

The FLC receives inputs such as Speed error, Change in Speed Error, and Actual Speed. As a result, the FLC produces 

outputs in the form of direct axis current (id) and quadrature axis current (iq). Fuzzification of input and output 

variables is achieved through membership functions, as depicted in Figures (5)-(10). The Mamdani fuzzy model 

employs Max-Min and Max-Product compositions for handling fuzzy and crisp inputs. In these simulations, all 

input variables are provided as crisp inputs.[8][16][19] The application of antecedents of the fuzzy rules on the 

fuzzified inputs involves using the fuzzy operator (AND or OR) to derive the result. The evaluation of rules was 

conducted as follows. The application of antecedents of the fuzzy rules on the fuzzified inputs involves using the 

fuzzy operator (AND or OR) to derive the result. The evaluation of rules was conducted as follows.  

Rule 1: IfΔω is PH (positive high), theniq is PH (positive high), and id is PH (positive high).  

Rule 2: IfΔω is PL (positive low), theniq is PL (positive low), and id is PL (positive low).  

Rule 3: IfΔω is NH (negative high), theniq is NH (negative high), and id is NH (negative high).  

Rule 4: IfΔω is NL (negative low), theniq is NL (negative low), and id is NL (negative low).  

Rule 5: IfΔω is ZE (zero) andωr is WR (within range), theniq is NC (not changed), and id is NC (not changed).  

Rule 6: Ifωr is PAR (positive above rated) or NAR (negative above rated), theniq is NL (negative low), and id is AR (above 

rated).  

Rule 7: IfΔω is ZE (zero) andΔe is PI (positive increase), theniq is PL (positive low), and id is PL (positive low).  

Rule 8: IfΔω is ZE (zero) andΔe is NI (negative increase), theniq is NL (negative low), and id is NL (negative low).  

Where,  

Δω is change in rotor speed  

ωr is rotor speed 

Δe is change in speed error  

The process of aggregation involves the unification of outputs from all rules. The input for the aggregation process 

comprises the list of scaled consequent membership functions, resulting in one fuzzy set for each output variable. 

Defuzzification involves converting a fuzzy value into a crisp value. Inputs and outputs of the FLC are scaled using 

appropriate gains to ensure efficient system performance. Several defuzzification methods have been simulated in 

this paper.[22] 

 

1. Centroid of Area (COA) 

2. Bisector of Area (BOA) 

3. Mean of Maximum (MOM) 

4. Smallest of Maximum (SOM) 

5. Largest of Maximum (LOM) 

 

RESULTS AND DISCUSSION 
 
Simulation of the IPMSM drive system is conducted in MATLAB-Simulink using various defuzzification methods 

across diverse dynamic conditions. Figure (8) illustrates the complete drive system, whereas Figure (11) [10] 

showcases the simplified block diagram. The simulation parameters of the IPMSM are outlined in Table 1. The 

reference d-axis current (𝑖𝑑 ) and q-axis current (𝑖𝑞 ) can be generated using MATLAB FLC-based simulation with 

various defuzzification methods. The three-phase parameters can be obtained through inverse Park and Clarke 

transformations. These values are then utilized in the hysteresis current controller to derive different gate pulses. The 

inverter receives these controlled gate pulses to provide controlled voltage and frequency power to the IPMSM 

motor, enabling the achievement of desired outputs in minimum time. Under varying reference speeds, the actual 
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speed exhibits minimal overshooting or undershooting. Transient Response Parameters such as Rise time, Delay 

time, Settling time, and steady-state error demonstrate minimum values, as observed in Tables 2, 3, 4, 5, and 6.  

 

Different defuzzification methods yield varying torque ripple, THD (Stator current), frequency, Iq, and Id, as 

detailed in Tables 2, 3, 4, 5, and 6. The simulation was initiated from an initial speed of 0 to 1000 RPM, followed by 

subsequent increases in the reference speed to 1200, 1400, 1500, 1700, and 2000 RPM. From the simulation results and 

analysis, it was found that the rise time of actual speed for different defuzzification methods like COA, BOA, MOM, 

and LOM remained equal at almost 0.01 seconds. Furthermore, equal rise times were observed across different 

defuzzification methods like COA, BOA, MOM, and LOM. Moreover, shorter delay times were observed for COA 

and BOA compared to MOM and LOM. A shorter settling time was noted for COA in comparison to BOA, MOM, 

and LOM. Higher steady-state errors in speed were observed for MOM and LOM, while lower errors were noticed 

for COA and BOA. Less torque ripple is observed in COA, with BOA exhibiting nearly a 25% reduction, whereas 

MOM and LOM show a significant increase of around 200%. A lower Total Harmonic Distortion (THD) is noted in 

the stator current of COA, with BOA showing an approximate 7% value, while MOM and LOM demonstrate a 

significantly higher percentage of around 70% at the specified frequency.  The Id and Iq currents are observed to be 

within limits in COA and BOA, whereas MOM and LOM exhibit higher values. In the SOM method, there is a 

continuous increase in speed in the negative direction, which is not preferable. 

 

CONCLUSION 
 
The complete drive system is simulated using MATLAB's fuzzy logic toolbox, employing various defuzzification 

methods. With COA and BOA defuzzification techniques, the reference current can be generated to attain desired 

outputs in minimal time and achieve minimal steady-state error during operation. In the COA and BOA 

defuzzification methods, the system exhibits minimum rise time and settling time. Less overshooting and 

undershooting in speed are observed across all defuzzification methods. Lower Total Harmonic Distortion (THD) in 

stator currents and reduced torque ripple are observed in COA and BOA. The simulation results lead to the 

conclusion that COA is a favorable method. 
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APPENDIX  

 
1. We can apply Sugeno inference system for controlling speed and torque. 

2. Other PWM techniques can be employed to obtain the gate pulses. 

3. In Fuzzy rules, output can be changing accordingly different membership functions and defuzzification methods. 

4. Fuzzy algorithms can be implemented on the hardware, so we can verify the simulation results with the 

hardware.   
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Table 1: IPMSM Simulation Parameters 

Parameter Parameter Value 

Number of Pole Pairs 4 

Stator Resistance 0.138 Ω 

Permanent Magnet Flux Linkage 0.171 Vs 

d-axis Inductance 0.00251 H 

q-axis Inductance 0.00617H 

Line Voltage (rms) 440 V 

Phase Current (rms) 60 A 

Base Speed 1500 rpm 

Rated Torque 50 Nm 

Friction Coefficient 0.00001 

Rotor Inertia 0.04357 kg.m2 

 
Table: 2 Result of Centroid of Area (COA) Defuzzification method 

Measure Quantities 
Speed range 

0 to 1000 1000 to 1200 1200 to 1400 1400 to 1500 1500 to 1700 1700 to 2000 

Reference Speed (rpm) 1000 1200 1400 1500 1700 2000 

Actual Speed (rpm) 1009 1209 1409 1509 1712 2011 

Start Time (Sec) 0 1.0025 2.007 3.003 4.004 5.026 

Rise Time (Sec) 0.044 0.0135 0.013 0.007 0.015 0.028 

Delay Time (Sec) 0.01 0.0015 0.001 0.001 0.001 0.001 

Settling Time (Sec) 0.053 0.0165 0.016 0.092 0.019 0.035 

Steady State Error % 0.89% 0.79% 0.63% 0.59% 0.70% 0.54% 

Torque Ripple % 25.43% 25.95% 25.43% 25.43% 33.33% 37.11% 

THD (Stator Current) % 9.09% 7.95% 7.71% 7.62% 5.58% 4.89% 

Frequency (Hz) 66.67 80 93.33 101 113.33 133.33 

Iq(Amp) 9.9 9.9 9.9 7.8 7.8 6.6 

Id  (Amp) -2 -2 -2 -16.5 -16.5 -27 
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Table: 3 Result of Bisector of Area (BOA) Defuzzification method 

 

Measure Quantities 

Speed range 

0 to 1000 1000 to 1200 1200 to 1400 1400 to 1500 1500 to 1700 1700 to 2000 

Reference Speed (rpm) 1000 1200 1400 1500 1700 2000 

Actual Speed (rpm) 1010 1209 1409 1509 1712 2011 

Start Time (Sec) 0 1.04 2.05 3.18 4.075 7.586 

Rise Time (Sec) 0.0455 0.01 0.015 0.008 0.015 0.02 

Delay Time (Sec) 0.013 0.00123 0.005 0.001 0.0015 0.002 

Settling Time (Sec) 0.055 0.018 0.02 0.01 0.02 0.029 

Steady State Error % 0.99% 0.99% 0.63% 0.59% 0.58% 0.05% 

Torque Ripple % 25.64% 25.64% 25.64% 31.15% 36.73% 50% 

THD (Stator Current) % 10.37% 8.15% 10.83% 10.63% 6.54% 1.53% 

Frequency (Hz) 66.67 80 93.33 101 113.33 133.33 

Iq(Amp) 9.4 9.4 9.4 9.4 9.4 5.5 

Id  (Amp) -4 -4 -4 -4 -12 -42 

 
Table: 4 Result of Mean of Maximum (MOM) Defuzzification method 

Measure Quantities 
Speed range 

0 to 1000 1000 to 1200 1200 to 1400 1400 to 1500 1500 to 1700 1700 to 2000 

Reference Speed (rpm) 1000 1200 1400 1500 1700 2000 

Actual Speed (rpm) 1015 1215 1415 1515 1715 2000 

Start Time (Sec) 0 1.046 2.031 3.054 4.0165 5.007 

Rise Time (Sec) 0.045 0.014 0.014 0.006 0.0135 0.023 

Delay Time (Sec) 0.012 0.002 0.002 0.004 0.0035 0.003 

Settling Time (Sec) 0.054 0.019 0.019 0.011 0.0185 0.028 

Steady State Error % 1.47% 1.23% 1.06% 0.99% 0.87% 0% 

Torque Ripple % 200% 200% 200% 200% 200% 263% 

THD (Stator Current) % 70.18% 70.17% 70.69% 76.33% 70.62% 56.35% 

Frequency (Hz) 66.67 80 93.33 101 113.33 133.33 

Iq(Amp) 20 20 20 20 20 20 

Id  (Amp) -10 -10 -10 -10 -10 -55 

 
Table: 5 Result of Largest of Maximum (LOM) Defuzzification method 

Measure Quantities 
Speed range 

0 to 1000 1000 to 1200 1200 to 1400 1400 to 1500 1500 to 1700 1700 to 2000 

Reference Speed (rpm) 1000 1200 1400 1500 1700 2000 

Actual Speed (rpm) 1015 1215 1415 1515 1715 2000 

Start Time (Sec) 0 1.005 2.0194 3.0367 4.025 5.010 

Rise Time (Sec) 0.045 0.015 0.014 0.0073 0.015 0.025 

Delay Time (Sec) 0.012 0.0015 0.0022 0.0013 0.002 0.005 

Settling Time (Sec) 0.055 0.019 0.018 0.0105 0.019 0.03 

Steady State Error % 1.47% 1.23% 1.06% 0.99% 0.87% 0% 

Torque Ripple % 200% 200% 200% 200% 200% 263% 

THD (Stator Current) % 70.62% 70.43% 69.18% 69.83% 69.12% 56.81% 

Frequency (Hz) 66.67 80 93.33 101 113.33 133.33 

Iq(Amp) 20 20 20 20 20 20 

Id  (Amp) -10 -10 -10 -10 -10 -56 
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Table: 6 Result of Smallest of Maximum (SOM) Defuzzification method 

Measure Quantities 
Speed range 

0 to 1000 1000 to 1200 1200 to 1400 1400 to 1500 1500 to 1700 1700 to 2000 

Reference Speed (rpm) 1000 1200 1400 1500 1700 2000 

Actual Speed (rpm) -4400 -6400 -8300 -10200 -12210 -14000 

Start Time (Sec) 0 1.004 2.012 3.025 4.021 5.012 

Rise Time (Sec)       

Delay Time (Sec)       

Settling Time (Sec)       

Steady State Error % 122.7% 118.7% 116.86% 114.97% 113.92% 114.28% 

Torque Ripple % 300% 337% 1056.25% 333.33% 321.33 324.33% 

THD (Stator Current) % 50245% 9457.8% 14657.3% 30630.4% 143623% 7429.37% 

Frequency (Hz) 66.67 80 93.33 101 113.33 133.33 

Iq(Amp) 0 0 0 0 0 0 

Id  (Amp) -60 -60 -60 -60 -60 -60 

 

 
 

Figure 1. DQ transformation's Vector Diagram [13] 

 

Figure 2. The DQ-axis representation of the IPMSM 

equivalent circuit [13] 

 
 

Figure 3 MTPA Operating Region: Restrictive Curves Figure 4 Limit Curves in FW operating Region 

 
 

Figure 5 Speed Error Membership Function Figure 6 Change in Speed Error Membership Function 
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Figure 7 Actual Speed Membership Function Figure 8 d-axis Current Membership Function 

  
Figure 9 q-axis Current Membership Function Figure 10 Drive System in MATLAB-Simulink 

 
Figure 11 Simplified Block Diagram of Drive System 
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The centre of attention in present research paper is the usage and awareness of digital payment. 

Various steps, policies and program have been undertaken by government in digital payment system 

for convenience and safety of citizens. This study also highlights the importance of digital payment 

and its awareness, usage and perception of people. Thus, one can say that e-payment will be 

beneficial for human life. The research applies the inferential statistical research design where data 

has been analyzed by using, t-test, ANOVA testing, chi-square testing. The study observed that 

people are comfortable with the digital payment system and they are in process of accepting it. 

Primary data was gathered by questionnaires, which are susceptible to respondent subjectivity biases. 

Despite careful selection, the samples might not be entirely representative of the population. 

Technology has made life easier for the public than it has ever been in every single field. One of these 

is digital payments, to which society can make various contributions to advance emerging 

technologies. Students, businesspeople, consumers, the government, and those striving for 

improvement in the current circumstances will all benefit from the study. The majority of research 

focuses on specific payment methods, such as credit cards, pay-tm, and digital wallets; however, no 

Indian researcher has sought to investigate the general awareness of digital payments. There haven't 

been any specific studies done on digital payment perception or awareness in Gujarat. 
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INTRODUCTION 

 
Digital Payment in India 

As is commonly known, digital payments serve more purposes than just processing payments; they are 

helpful in raising productivity, accelerating tax collection, setting aside funds for the country, and many other 

purposes. Second, India has the highest data consumption in the world at the lowest cost. Thus, the nation may 

combat many crimes in this way. According to the National Payments Corporation report, there has been a 

decrease in the use of cash and a rise in the BHIM Unified Payments Interface from 7 million to 913 million. A 

wealth of information from the "Fintech Festival at Singapore in November 2018" indicates that the moment is 

right to leverage technology in finance to promote financial inclusion. For 1.3 million people, Aadhar was 

generated, and with JandhanYojna, There are currently around 330 million active bank accounts. Scholarships 

can now be sent to students' bank accounts immediately. There are about 4,000 micro ATMs in isolated 

communities. Farmers now have access to land records, market prices, credit, insurance, and other information. 

The most advanced and user-friendly payment solution for AEPs without a smart phone or internet connection 

is the BHIM UPI app. In India, UPI has connections with more than 128 banks. In the last 24 months, UPI 

transactions have surged by 1500 times, and their value has climbed by more than 30%. (Source: The Indian 

Express, 2018) 

 

What is Digital Payment? 

There are numerous ways to pay, including cash, cards, checks, and drafts. When using different digital payment 

methods in place of cash and other conventional payment methods, this is referred to as digital payment. Any 

payment made by citizens or businesses to businesses, banks, or public services that is carried out through 

communication or electronic networks using contemporary technology is generally referred to as an electronic 

payment.modes available for cashless transactions like:  

 

Banking Cards 

Counties like India having cards as one of the most popular payment mode; master card, Rupayetc, as most of the 

citizens found it most convenient and comfortable than other modes. 

USSD 

USSD means unstructured supplementary service data.It has been mainly discovered to serve the low income 

group of society as it does not require to various app and extra data facility. 

AEPs 

Aadhar Enabled Payment System is useful for different kind of banking facilities such as deposites, withdrawal 

and transfer, where only Aadhar verification is needed, which is quite simple to use. 

UPI 

Any person holding bank account can utilize this method for transferring money 365 days a year. The facility can 

avail only with registered mobile number and valid bank account number. 

Mobile Wallet 

By downloading app person can utilize mobile wallet service. Now a days most popular app for wallet are paytm, 

freecharge, Mobiwik, which provide service with nominal charges as it is comparatively safe. 

Bank pre paid card 

Here by linking bank account with debit card, customer can avail the facility of digital payment.  

PoS terminals 

This is a device which can read banking cards for purchase and sales. It has three type of PoS terminal such as 

mobile PoS, Physical PoS and virtual PoS. 

Internet banking 

All the transactions which are carried out online are known as internet banking.  
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Mobile banking 

This is the service where mobile phone are used is known as mobile banking, now a day banks have introduced 

varied app to facilitate customers. 

 

Micro ATMs 

To provide services to people of remote locations, this handy machine is carried by bank representative.(Source: 

cashlessindia.gov.in, 2018) 

 

LITERATURE REVIEW  
Introduction 

Digital payments are playing a very important role in India at the moment. Our current Prime Minister Shri Nare

ndra Modi wants to make our nation "Digital India" by providing a major drive to digital payments. In addition to

 the rise in digital payment transactions, numerous research studies in the field of digital payments have been carr

ied out. 

 

Literature Review 

For the present research study, various literatures have been reviewed which have been classified in two 

categories viz. 

1. Studies in India. 

2. Studies outside India. 

 

Studies in India 

In their article "Cashless Payment System in India-A Roadmap," Das et al. (2010) stressed the necessity for a nation to 

transition from a cash-based payment system to one that is cashless. This will improve financial inclusion, lower the 

cost of managing currency, track transactions, detect tax evasion and fraud, and link the parallel economy with the 

mainstream. The article "Moving from Cash to Cashless: Challenges and Opportunities for India" was authored by 

BappadityaMukhopadhyay in 2010. India has a dire need to transition to a cashless economy. It will save a 

significant sum of money that was used each year for currency printing and maintenance. Nonetheless, the 

establishment of a critical mass and the network effect play a crucial part in the transition to a cashless economy. 

Therefore, at least in the beginning stage, steps have to be taken to help build the critical network siz e. 

Consequently, actions must be made to assist in establishing the required network size, at least initially.  The impact 

of online service quality on customer satisfaction in Pakistan's banking sector is examined by Zafar et al. (2011). The 

study finds that customer happiness is significantly impacted by the caliber of different online services that banks 

offer. They placed a strong emphasis on raising customer satisfaction levels and raising the caliber of the work 

services. In the research paper "A study on customer perception and awareness in the usage of internet banking," 

Ramakrishan et al. (2012) It was discovered that security might be provided at a lower cost with the aid of several 

awareness campaigns. Customer perception can be enhanced.The most important thing for service provider is to 

awareness among customers, because one can influence others to use internet banking. 

 

Studies outside India 

In their study, "A Risk Perception Analysis on the Use of Electronic Payment System by Young Adults, "Raihan et al. 

(2013) Research has shown that the usage of electronic payment systems can boost a country's competitiveness 

because they benefit both service providers and customers. The degree to which customers view risk determines 

how satisfied they are. Kaikkaet. al. (2014)in their research work, ‚Attitude of seniors using cash services towards 

Online Banking.‛ Most of the respondents were not interested to use it and the reason behind their negative 

attitude for digital payment was lack of knowledge and difficulty in using computers and their interest. Some of 

them have complained that due to their age eye problem they cannot use it.A-Khouriet. al. (2014) in his paper 

‚Digital Payment Systems: Global Opportunities still Waiting to be Unleashed‛ concluded that for technological 
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development in the field of digital payment within few years we can see number of applications around us with, 

‚a wave of a mobile or a gesture with a wearable device‛. But it is also noticed that more auxiliary opportunities 

for more innovative developments in this field.Greg Sterling (2014)in his study, ‚PayPal Most Used Digital wallet, 

Apple Pass book used Most Often.‛ The main reason behind why people are not using digital wallet is payment 

security. The people perceived that cash and credit cards are easier than mobile wallets. It was also found that 

PayPal was the most well known and widely used digital wallet. The study also found that people are carrying 

relatively little cash. 

 
Research Gap  
In the human history, present days are victims of very strange time for fighting with an enemy which is invisible; 

the NOVEL COVID 19 CORONA VIRUS, spreading around the world like anything, hence on 24th of March 

Indian Government declared total lockdown, so in such situation people are forced to use digital payment for 

fulfillment of daily needs along with safety of family. So in present study we tried to search about the usage and 

awareness of people about digital payment, which will relives some information that might be useful to different 

stakeholders. 

 

RESEARCH METHODOLOGY 
Identification of the Research Problem 

It is well known that modern society is passionate, spirited, pioneer and ever changing in their nature. They have 

great importance and their own identity in every corner of world. They also have great contribution for economic, 

social and cultural development of country. Now there is a perfect time to change Indian economy with 

technological advancement and development. And of course moving from developing country to developed 

country Indian government is framing various plans and programs for digital payment. The research question for 

the present study has been identified as follow. ‚A study on Awareness and Usage of Digital Payment Method 

during lockdown Period of COVID-19’’ 

Objectives of the study 
1. To have an idea about basic characteristics and sources of information of digital payment system. 

2. To study digital payments method 

3. To study awareness and perception about digital payment. 

4. To study risk and challenges faced while using digital payment. 

 

Research Design 

This research design is of exploratory in nature. 

Data collection 

The current study's data came from both primary and secondary sources. Sources such as newspapers, 

periodicals, journals, and websites were used to gather secondary data. A structural questionnaire was used to 

gather primary data. Respondents received questionnaires using Google Form. 

Sample Size & Technique 

Questionnaire has been send to 200 people on random bases for sample but only 99 respondents have give their 

response. Convenience sampling technique was used for a period of one month April- May 2020 

 

Hypotheses of the study 

The following hypotheses have been examined: 

1. There is no significant awareness about digital payment among people. 

2. There is no significant association of age on their perception about risk associated with digital payment. 

3. There is no significant difference of education on their perception about safety. 

4. There is no significant difference of profession on frequency of usage. 

5. There is no difference in perception of male and female about sources of information. 
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Data Analysis and Interpretation 

Various statistical methods such as t-test, ANOVA, Excel, SPSS, and chi-square testing were employed to analyze 

the gathered data. Additionally, frequency distribution has been used for analysis based on a variety of 

demographic variables. The table above demonstrates that twenty of the respondents, or twenty of the twenty-six 

respondents, are beyond the age of thirty-five. Only seven respondents, or twenty of the twenty-six respondents, 

are under the age of thirty-three. There were 33 female and 63 male responders in all. Of these, 27 hold 

undergraduate degrees, 7 hold doctorates, 35 possess master's degrees, 3 hold diplomas, 3 hold M.Phil.s, and 21 

have not responded to questions about their educational background. Of the 72 respondents, the majority work in 

services; the remaining respondents are 4 students, 8 businessmen, 2 housewives, 2 professionals, 1 farmer, 1 

retired person, and 1 jobless person. 

 

Statistical Analysis 
H1: There is no significant awareness about digital payment among people. 

It is clear from the above graph that most of the respondents i.e. 91% are aware about digital payment system and 

they are using or they have plan to use digital payment system in future, whereas only 9% of the respondents are 

not using digital payment system. So we can say that respondents are aware about digital payment system. 

H2: There is no association of age on their perception about risk associated with digital payment. 

Table  present p value of chi-square test is .333which is higher than 0.05, therefore null hypotheses can not be 

rejected at 5% level of significance. Therefore there is no association between age of respondents and their 

perception about risk associated with digital payment. 

H3: There is no significant difference of education on their perception about safety. 

p=.893 for their perception about reduction in corruption by using digital payment which is higher than 0.05 and 

therefore there is no significant difference in their perception. So we can conclude that education of respondents 

do not have much impact on their perception about safety. 

H4: There is no significant difference of profession on frequency of usage. 

Table 4 helps in drawing following inferences: 

p= 0.097 for their perception using digital payment which is Higher than 0.05 and therefore there is no significant 

difference in their perception about it. so we can conclude that profession of respondents do not have much 

impact on their perception about adoption or usage. 

H5: There is no difference in perception of male and female about sources of information. 

Table No 6 infers that mean of male respondents and female have no difference, it means there is significant 

difference in the mean score of male and female respondents. 

 

Major findings 

1. Most responders (i.e., 90.90%) use digital payment systems. 

2. A respondent's perception is unaffected by their profession 

3. The respondents' level of education has little bearing on how they perceive things. 

4. The way that men and women are perceived differs significantly. 

5. Of the respondents, half of them learned about digital payments from friends and family, while a smaller 

percentage learned about it from internet advertisements and government awareness campaigns. 

6. The respondents cited fraud and app hacking as their two biggest concerns. 

7. The majority of respondents—80%—think that making payments online is a smart move. 

8. Of them, 35% use digital payments occasionally, while only 22.22% do so constantly. 

9. The most popular digital payment methods are UPI and bank card payments.91% of respondents want to 

continue using digital modes of payment.  

10. Of those surveyed, 91% said they would like to keep making payments online. 
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Suggestions 

As per the advice by world health organization and expert’s opinion, it is not time to exchange currency notes or 

visit banks physically. It is one of the important thing that people should adopt it, so proper benefits of this 

technology can avail in this pandemic situation to save the human life. 

 

Limitations of the research 

1. The research study focused only on data collected through questionnaire in goggle form. 

2. Collection of primary data through questionnaire has its own limitations because it may suffer from the 

subjectivity biases of the respondent. 

3. Due to time constraint only 99 people responded for study which may not represent total population. 

4. Among the respondents many haven’t response for optional questions.  

 

Scope for further research 

1. Similar studies can be carried out for other emerging technologies. 

2. Research is also been carried out for wide range of samples like state wise or nation wise. 

3. Researcher can work in the special stakeholder like school students, women, rural population, senior citizens etc. 

would be interesting to carry out. 

4. Similar study for comparing the perception of people of one area with other group is also possible. 

5. Comparison of digital payment usage with normal situation with lockdown 

 

CONCLUSION 

 
According to the result of survey majority of respondents reported no change in their use of online payment. The 

COVID-19 pandemic has changed the style of work and life immensely, which also forces businesses to boost their 

digital offering as well as customers are also supposed to rely increasingly on e-payment services for day to day 

activities, however while shifting towards digital payments they are worried about financial, technological 

barriers too. Despite having all limitations government and RBI are showing greater benefits in non cash payment 

in 2020. 
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Table 1 Demographic Profile of Respondents 
 

 Category Frequency 

Gender 

Female 33 

Male 63 

  

No response 3 

Age 

18-25 years 20 

26 to 30 years 24 

31 to 35 years 20 

Above 35 28 

No response 7 

Education 
Phd 7 

Mphil 3 
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Table 2 Chi-Square Tests 

 Value DF Asymp. Sig. (2-sided) 

Pearson Chi-Square 269.307 260 .333 

Likelihood Ratio 1.51.381 260 1.000 

N of Valid Cases 79   

 

Table 3Anova test for Impact of income on their Perception 

 Sum of Squares Df 
Mean 

Square 
F Sig. 

Perception about safety 

Between Groups 4.782 45 .106 .690 .893 

Within Groups 7.087 46 .154   

Total 11.870 91    

 

Table 4 ANOVA Test for impact of profession on frequency of usage 

 Sum of Squares Df Mean 

Square 

F Sig. 

Frequency of Usage Between Groups 15.993 17 .941 1.580 .097 

Within Groups 37.513 63 .595   

Total 53.506 80    

 

Table 5 Descriptive statistics 

 Gender N Mean Std. Deviation Std. Error Mean 

Sources of 

information 

Female 28 7.32 4.691 0886 

Male 59 7.56 5.344 .696 

 

Master 

degree 
35 

Bachelor 

degree 
27 

Diploma 3 

Other 3 

No response 21 

Profession 

Student 4 

Business 8 

Housewife 2 

Professional 2 

Service 72 

Unemployed 1 

Retired 1 

Farming 1 
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Table 6 Independent samples test 

 
Levene's test for 

equality of 

variances 

T-test for equality of means 

95% confidence 

interval of the 

difference 

 F Sig. T Df 

Sig.  

(2-

tailed) 

Mean 

difference 

Std. Error 

difference 
Lower Upper 

Equal 

variances 

assumed 

0.012    0.957 0.00381 0.07042 -0.13661 0.14423 

Equal 

variances not 

assumed 

 0.914 0.054 71 0.957 0.00381 0.0703 -0.1365 0.14412 

Variances 

not assumed 
  0.054 67.2      

 

 
 

Figure 1 Awareness about digital payment 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Parul Dipsinh Zala and Kamini Shah 

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69386 

 

   

 

 

 
 

Nonlinear Static and Dynamic Analysis of the Elevated Water tank 

Considering Soil Structure Interaction 
 

Vimleshkumar V. Agrawal1* and Indrajit N. Patel2 
 

1Research Scholar, Gujarat Technological University, Ahmedabad, Gujarat, India. 
2Professor, Structural Engineering Department, Birla Vishvakarma Mahavidyalaya, Vallabh Vidyanagar, 

Gujarat, India. 

 

Received: 30 Dec 2023                             Revised: 09 Jan 2024                                   Accepted: 12 Jan 2024 

 

*Address for Correspondence 

Vimleshkumar V. Agrawal 

Research Scholar,  

Gujarat Technological University, 

Ahmedabad, Gujarat, India. 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

This paper presents dynamic and static analysis of elevated liquid storage tanks supported on RC 

framed structure with different capacities, different Staging configuration and full and empty condition. 

The liquid storage tanks having less ductility and less energy capacity in comparison to the conventional 

buildings. The water tanks get heavily damaged or collapsed during earthquake due to the fluid and 

container interactions; hence tanks observe the complex phenomena when subjected to seismic loading. 

General practice is to design ESR (elevated storage reservoirs) as crake free structure to eliminate any 

leakage and as far as staging is concern SMRF is to be provided. Existing codes give elastic analysis 

which is not capable to give any measure of deformation capacity of structure during Earthquake. 

Objective of this paper is to study structural nonlinear behaviour and progressive damage with 

increasing ground motion intensity and to understand behaviour of response reduction factor (R) factor 

subjected variation in staging height, tank capacity and geometric configuration of framing system and 

its parametric study. Results state that the dynamic and static analysis replies as base shear, over-turning 

moment and displacement are vastly influenced.  
 

Keywords: Elevated water tank, Bracing Configurations, Static nonlinear pushover analysis, Time 

History Analysis, SAP 2000 

 

INTRODUCTION 

 
Elevated liquid storage tanks are used broadly by municipalities for distribution of water supply at a sufficient 

height to pressurize a water distribution system and industries for storing water, inflammable liquids and other 

chemicals. Thus seismic safety of elevated liquid storage tank is very important for public utility and for industrial 
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structure. Industrial liquid containing tanks may contain highly toxic and inflammable liquids and these tanks 

should not lose their contents during the earthquake. Earthquake can induce large horizontal and overturning forces 

in elevated water tanks. Such tanks are quite vulnerable to damage in earthquakes due to their basic configuration 

involving large mass intense at top with comparatively slender supporting system. When the tank is in full 

condition, earthquake forces almost govern the design of these structures in zones of high seismic activity. It is 

important to ensure that the essential requirement such as water supply is not damaged during earthquakes. In 

extreme cases, total collapse of tanks shall be avoided. However, some repairable damage may be acceptable during 

shaking not affecting the functionality of the tanks. Due to the lack of knowledge of supporting system some of the 

water tank were collapsed or heavily damages. So there is need to focus on seismic safety of lifeline structure using 

with respect to alternate supporting system which are safe during earthquake and also take more design forces. The 

main of the study is to understand the seismic behaviour of different staging height and arrangements under 

different earthquake time history records by non-linear static and dynamic analysis 

 

Design Methodology 
 

Different methods of seismic analysis which are basically linear and nonlinear. During earthquake many of buildings 

collapsed due to lack of understanding the behavior of structures in inelastic zones. Indian standards dose provide the 

linear method of analysis and design of structural i.e. elastic analysis gives only elastic capacity of the structure and it 

also indicates where the first yield occurs but,  this elastic analysis cannot give any information about redistribution of 

force and moments and failure mechanism it means  does not contains nonlinear analysis approach of analysis which 

gives the practical behavior of the structure and it is useful for the performance based design structure as well as the 

seismic damage evaluation to the new or existing structure. The linear method of analysis dose allows the structure 

under go higher deformations and serviceability of cracking and collapse which means that the linear design code 

allows the nonlinear behavior of the structure but it does not provides the degrees of nonlinearity generates during the 

lateral loading. For checking behavior of structure in inelastic zones nonlinear analysis is necessary. This analysis can 

be of static or dynamic, user may use the method as per the contingency or the data available for to carry out seismic 

analysis. The development of rational methodology that is applicable to the seismic design of new structures using 

available ground motion information and engineering knowledge, and yet is becomes available has been supported for 

sometimes now. This is the focus of several major research and development efforts throughout the world. However, a 

general-purpose structural analysis program generally exists in every engineering office. So, the evaluation of the 

applicability of these structural analysis programs in the design of elevated tanks is important from an engineering 

point of view and it will be helpful to present the application and results to designers. There is a second important 

reason that should be considered. That is, simplified models are used for a straightforward estimate of the seismic 

hazard of existing elevated tanks. Only if the estimated risk is high, it is convenient to measure all the data (e.g. 

geometry of the tank, material properties) that are required by the general finite element codes and to spend time and 

money to prepare a reliable general model. Here Nonlinear Static analysis dynamic analysis thoroughly described.   

 

Nonlinear Seismic analysis of elevated water tank involved two types of analysis 

1. Pushover analysis (Nonlinear Static Analysis) of elevated water tanks 

2. Time History analysis (Nonlinear Dynamic Analysis) of elevated water tanks 

3.  Structural Geometry & Modeling 

 
Modeling and Non-Linear Pushover Analysis Procedure 

Sap2000 v20 programming is utilized to perform the nonlinear static pushover analysis of frame supported water 

tank. The RC frame is modeled as three dimensional shell elements. The material properties for shell elements are 

defined as advanced properties, so we can simulate nonlinear behaviour. Shell elements are modeled as shell-

layered/nonlinear sections. At the top of the RC frame is considered as rigid diaphragms. The rigid links are modeled 

at top of the RC frame. The rigid links are modelled at top of the structure. A load case for static pushover is then 

defined. Conventionally the procedure starts with application of gravity load followed by lateral static pushover 
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load case. This load case is applied from ultimate conditions of gravity pushover. In gravity load case the RC frame 

supported water tank is loaded with the dead load and 25% of the live load. Here the lateral load is classified as 

displacement controlled and the gravity load applied is classified as force controlled.  A model of structure is then 

loaded with horizontal loads in a suggested incremental manner involving pushing the structure; and plotting the 

total applied shear force and associated lateral displacement at each increment.  

 

From the analysis a graph is obtained with base shear (V) versus roof displacement (Δroof) which is also known as 

static pushover curve. An initial assessment of target displacement is needed for nonlinear static procedure. In order 

to study the effect of capacity of tanks and height to diameter ratio for structural systems considered with three 

different staging heights (i.e. 16m, 20m and 24m). For this study RC frame supported elevated water tank designed 

having capacity of 500 m3 in the seismic zone V as per IS 1893-2 2014. The seismic demands on these tanks are 

calculated following IS 1893-2 2014. The RC frame supported water tanks are design as per IS 3370 part-1 & 2, IS 

11682 and IS 456. These tanks are designed and detailed in medium soil and for designing purpose base shear of 

medium soil, C. G of tank is being evaluated with IS 1893-2 2014. Using SAP2000 v20 these base shear is applied at 

C.G of tank and pushover curve is obtained. Response reduction factor is evaluated of designed tanks. According to 

ATC 19, response reduction factor must be reduced for structural systems with low level of redundancy. It also 

proposes draft values for redundancy factor depending on the lines of vertical seismic framing. The proposed draft 

redundancy factor for a system with two lines of vertical seismic framing is equal to 1. Due to the low redundancy of 

the RC frame supported structure, this value is selected for the R factor calculation in this study. 

 
Modelling and Non-Linear Dynamic Analysis Procedure  

The methodology includes fixing the dimensions of components for the selected water tank and carrying out 

nonlinear dynamic analysis (Time History Analysis) using IS 1893 (Part 1): 2016 and IS 1893 (Part 2): 2014 code 

concept. Time History analysis is a well-organized strategy where the loading and the response history are assessed 

at progressive time increases. Time history analysis uses the merge of ground movement records with detailed 

structural supplementary model consequently it is equipped for creating comes about with generally low 

vulnerability. The function values in a time history function to be normalized ground acceleration values and they 

may be multiplying for particular (displacements and velocities) load pattern and the loading history in the interval. 

In this strategy the structure is subjected to real ground movement records. This makes examination technique and 

very unique in relation to all of different analysis strategies as the inertial forces are specifically decided from these 

ground movements or in forces are calculated as capacity of time, to taking dynamic properties of structure. It is an 

examination of dynamic reaction of the structures at every augmentation of time, when its base is subjected to 

particular ground movement. In this analysis the load combinations are to be design as per IS 1893(Part 1): 2016. All 

seismic parameters are used as per IS 1893(Part1): 2016, 1893 (Part 2):2014 and IITK-GSDMA guidelines for seismic 

design of liquid storage tanks. This work proposes to study intze tanks of different staging height and stiffness of 

staging. Sap2000 v20 programming is utilized to perform the nonlinear dynamic time history analysis of frame 

supported water tank. The intze water tank was analyzed employing structural analysis program2000 (SAP2000) 

software also, apart from theoretical measures using IS: 1893-2014 Part-2), for zones V. A reinforced elevated water 

tank with fixed base frame type, tank with normal bracing, radial bracing and cross bracing system have been 

measured for the present study.  Top, bottom and conical domes and cylindrical walls are modeled with thin shell 

elements. Other dimensions of the elevated tanks are mentioned  in Table-4 Total four numbers of earthquake 

records were used; the maximum PGA on the basis of acceleration are as follow: Displacement is considerably 

decreases with increase in PGA value of earthquake time history and also noted that higher value in Kachchh 

earthquake. All the above modeled water tanks shows maximum displacement for Kachchh earthquake data and 

minimum displacement for Dharmsala earthquake data for all Staging height and staging patters in full tank and 

empty tank conditions. Time history analysis result shows that decreasing responses including base shear, 

overturning moment and displacement as the height increasing  in both full and empty condition, when compared to 

all three type of bracing Radial bracing pattern shows minimum displacement, which indicates that Radial type 

bracing is more effective than other two( normal and cross) type of bracing configuration. 
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CONCLUSIONS 
 
1. The evaluated ‘R’ factors for designed water tanks in seismic zone V in tank full condition ranges between 5.28 to 

9.56 and tank empty condition ranges between 9.33 to 12.58  i.e. ‘R’ value varies with height, capacity of tank and 

stiffness of staging.  All values obtain are either close or higher than those specified in the IS 1893-2014 (Part-II) 

for RC frame supported water tanks. This indicates that the recommendations for ‘R’ factor provided in IS1893-

2014 (Part-II) are on conservative side. IS 1893-2014 (Part-II) code is not specified different ‘R’ value for full and 

empty tank condition. 

2.  This indicates that the recommendations for ‘R’ factor provided in IS1893-2014 (Part-II) are on conservative side. 

IS 1893-2014 (Part-II) code is not specified different ‘R’ value for full and empty tank condition. 

3. Radial bracing configuration attracts more seismic forces in tank full and empty condition and results in higher 

base shear and less displacement compared to other bracing pattern i.e. performance of Radial bracing pattern is 

better than other two type of bracing configurations. 

4. The Static and Dynamic analysis replies as base shear and displacement are immensely influenced.  

 

The critical response is occurs in case of full tank conditions which   may be due to the fact that the hydrodynamic 

pressures higher in tank full case as compared to empty water tank and it is depends on the earthquake 

characteristics and mainly frequency content of earthquake records. 
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Table - 1 Description of frame supported water tank (500 m3) 

Tank Vessel property Tank Staging property 

Capacity of Tank 500m3 No. of Column 8 

Diameter of tank 12.8 m Column Diameter 450 mm 

Cylindrical Height 

Wall 
4.5 m Column Height 16 m, 20 m,24 m 

Top Dome Rise 2.6 m Staging Diameter 8 m 

Conical Dome Rise 2.4 m Bracing Interval 4 m 

Bottom Dome Rise 1.6 m Beam Bracing Size 350  x 350 mm 

Top ring Beam 300  x  300 mm Type of Bracing 
Normal Cross 

Radial 

Bottom ring beam 850 x 400 mm Unit Weight of Concrete 25kN/m3 

Lower Circular ring 

beam 
400 x 800  mm Material 

M30 Grade of Concrete & 

Fe 415 

Top dome Thickness 100 mm Seismic Data 

Cylindrical Wall 

Thickness 
200  mm Soil Type Medium Soil 

Conical dome 

Thickness 
400 mm Zone V 

Bottom dome 

Thickness 
150 mm 

Response Reduction 

Factor 
2.5 
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Table-2 Response reduction factor for 500 m3 full condition 

Height 16 m 20 m 24 m 

 Normal Cross Radial Normal Cross Radial Normal Cross Radial 

Rs 2.12 2.19 2.21 1.77 1.83 1.92 1.78 1.73 1.81 

V0
o
(kN) 4454 4687 4689 3734 3987 4126 3784 3822 3937 

Vd (kN) 2092 2141 2119 2111 2176 2146 2129 2210 2174 

∆
m

 (mm) 380 355 350 420 400 380 450 430 420 

∆
y 

(mm) 70 93 113 100 125 140 150 153 155 

µ 5.43 3.82 3.09 4.2 3.2 2.71 3 2.81 2.70 

T
 
(sec) 0.42 0.42 0.42 0.56 0.56 0.56 0.73 0.73 0.73 

ɸ 1.26 1.20 1.17 1.02 0.99 0.98 0.83 0.83 0.83 

Rµ 4.50 3.36 2.8 4.15 3.22 2.74 3.41 3.19 3.07 

RR 1 1 1 1 1 1 1 1 1 

R 9.56 7.36 6.19 7.33 5.89 5.28 6.06 5.52 5.56 

 

Table-3 Response reduction factor for 500 m3 empty condition 

Height 16 m 20 m 24 m       

 Normal Cross Radial Normal Cross Radial Normal Cross Radial 

Rs 2.74 2.65 2.81 2.98 2.99 3.25 2.92 2.91 3.19 

V0
o
(kN) 4239 4314 4424 3541 3642 3868 3424 3650 3876 

Vd (kN) 1547 1628 1574 1188 1218 1190 1173 1254 1215 

∆
m

 (mm) 400 390 380 440 420 400 450 445 433 

∆
y 

(mm) 60 70 90 85 100 110 122 124 126 

µ 6.67 5.57 4.22 5.18 4.2 3.63 3.68 3.59 3.44 

T
 
(sec) 0.31 0.31 0.31 0.43 0.43 0.43 0.55 0.55 0.55 

ɸ 1.57 1.47 1.38 1.23 1.19 1.17 1.03 1.02 1.01 

Rµ 4.59 4.10 3.32 4.28 3.68 3.25 3.65 3.56 3.41 

RR 1 1 1 1 1 1 1 1 1 

R 12.58 10.82 9.33 12.76 11.01 10.58 10.67 10.36 10.86 

 

Table-4 Earthquake Data for Dynamic Analysis 

Record 
Kachchh 

2001 

Dharmsala 

1986 

Chamba 

1995 

Uttarkashi 

1991 

Station Ahmadabad Shahpur Chamba Bhatwari 

PGA(g) 0.106 0.248 0.146 0.253 

Magnitude 7.0 5.5 4.9 6.5 
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Figure. 1 Modeling of 500 m3 water tank with different stiffness of staging in SAP 2000. 
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Figure-20 Base Shear variation based on staging patterns and tank filled up condition  

 
Figure - 21 Displacement variation based on staging patterns and tank filled up condition 

 
Figur-22 Overturning moment variation v based on staging patterns and tank filled up condition 
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Concrete made from Ordinary Portland Cement (OPC) has two prominent characteristics: Compressive 

Strength and Tensile Strength. Concrete is quite remarkable in its compressive strength but is weak in 

tension. Moreover, it also possesses the disadvantage of being a brittle material. These weaknesses might 

act as a limiting agent in its usage and safety in construction. These drawbacks can be avoided by using 

adequate reinforcements or adding a sufficient amount of waste consisting of fibres to the concrete mix. 

The effects of adding Polypropylene Fibres are examined in this experiment. The project's polypropylene 

fibres are derived from biomedical waste such as PPE (Personal Protective Equipment) kits and masks. In 

response to COVID-19, hospitals, healthcare facilities and individuals are generating more waste than 

usual, including masks, gloves, and other personal protective equipment. Due to low investment in core 

infrastructure, developing countries don’t have access to modern technology to treat mixed contaminated 

medical waste. Hence, we attempt to design a mix for proper utilization of waste in construction 

components after shredding the waste. The tests that will be conducted on the concrete are Compressive 

Strength Test, Split Tensile strength Test and Flexural Strength Test. 

  

Keywords: Biomedical waste, Personal Protective Equipment, Paver blocks, Concrete mix. 
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INTRODUCTION 

 
concrete is quite remarkable in its compressive strength but is weak in tension. We attempt in adding a sufficient 

amount of COVID waste consisting of fibres to the concrete mix to increase its compressive, tensile, flexural strengths 

and its durability. The use of PPE Kits, masks, gloves, and other protective equipment is the greatest strategy to 

prevent and slow its transmission. As a result, demand for personal protection equipment (PPE) such surgical masks, 

N-95 masks, head covers, gloves, air-purifying respirators, goggles, face shields, safety gowns or suits, and shoe 

covers is increasing around the world. Single-use PPE is essential for doctors, healthcare workers, waste 

management staff, and emergency service providers for their protection. Health and safety have taken priority over 

the environment. PPEs are vital in battling the covid-19 crisis, but need to be disposed daily. This waste is slowly 

piling up an environmental crisis. As of in times of COVID-19, not all PPE kits, gloves, shoes end up in incinerators 

but sadly are discarded on roads, landfills and rivers which eventually is stirring up a slow eco-hazard along with 

pandemic. Swati Singh Sambyal, a waste management expert based in Delhi, points to a CPCB data indicating that 

only 70% of this material is sent to incinerators. There is still a 30 percent disparity. Masks, gloves, and personal 

protective equipment (PPEs) have been discovered dumped outside hospitals or even on the roadways. There is no 

segregation happening at the household level. Approximately, 2,03,000 kg/day biomedical waste is produced daily 

only in India. When not properly managed, infectious medical waste may be subjected to uncontrolled disposal, 

posing a public health danger, as well as open burning or uncontrolled cremation, releasing toxins into the 

environment and resulting in secondary disease transmission to humans. As a result, this form of mismanagement 

must be addressed right away. 

 

OBJECTIVE OF THE RESEARCH 
1. To analyze the strength, behaviour and durability of structural members such as concrete and precast elements 

by incorporating Bio-medical waste in them. 

2. It will act as a step further towards a greener world by replacing polluting agents. 

 

SCOPE 

1. The study will include usage of biomedical materials such as N-95 masks, surgical masks and PPE kits excluding 

the masks made from cloth. 

2. The experimental study will include research on making structural members like bricks and concrete. 

3. Bricks of different mix design will be made to get a idea at which design we are getting the best results i.e by 

varying the amount of biomedical waste incorporated in the bricks or concrete. 

 

EXPERIMENTAL SET UP 

The most important step before plunging into casting is to analyze the materials collected and design an appropriate 

mix design conforming to IS 10262:2009. All the important criterions and the site conditions are to be kept in mind 

while designing the mix. Mix design is a trial-based process in which we have to make corrections to make the 

concrete satisfy the needs we desire. After conforming our mix design after various trials, we conducted three 

important tests on our concrete namely Compressive Strength Test, Tensile Strength Test and Flexural Strength Test 

which are discussed briefly in the further. A proper mix design is the key to a strong concrete of desired needs. After 

various trial mixes and the to final mix design which proportioned as 1: 2.5: 3.76 . 

 

RESULT ANALYSIS   
 

Slump Test Results – As given in the Table (1) the slump for the mix with 0% fibre addition showed a slump value of 

180 mm, but when certain amount of waste i.e. 0.3%,0.6% and 0.9% is added the slump value decreased considerably 
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to 45 mm, 45 mm and 40 mm because the waste present in the concrete kept the concrete strongly bonded and as a 

result a true slump was observed. 

 

Compressive Strength Results  

By analyzing the results, it was found that by the addition of waste, the strength increased for 0.3% and 0.6% 

whereas 0.9% addition of waste showed the decreasing trend as compared to mix design with no inclusion of waste. 

An increase of 14.5%, 23.8% and 0.75% was observed in the compressive strength of concrete having 0.3%, 0.6% and 

0.9% waste inclusion respectively to that of the concrete with 0% of waste addition after 28 days as in figure 1.It is 

clear from the results that the 0.6% waste addition is the best option as it showed impressive results. The third group 

of 0.9% waste inclusion showed a decrease of strength as compared to its counterparts of 0.3% and 0.6%, the primary 

reason is that the addition of high number of wastes affected the cohesiveness of overall concrete matrix and formed 

many joints in the concrete. Hence, when the cube was loaded it failed early comparatively due to formation of high 

number of fracture points/joints. 

 

Tensile Strength Results 

The Tensile Strength results are quite promising with an increase in tensile strength of 20%, 25.6% and 15.5% for the 

percentage addition of 0.3%, 0.6% and 0.9% waste respectively as compared to the mix with no waste inclusion in it. 

The 0.6% waste inclusion in the mix showed better results as compared to the 0.3% and 0.9% waste inclusion as in 

figure 2. 

 

Flexural Strength Results  

The waste inclusion of 0.6% in concrete has shown the best results and it can be said that 0.6% waste added concrete 

is the best for obtaining promising results.  The reason for the reduced flexural strength stands the same as 

mentioned in Compressive and Tensile Strength test, which is the formation of huge number of fracture joints and 

less cohesiveness. To get a better idea about the 7 and 28 days’ strength the line graph in Fig (3) can be helpful.As 

observed in the results for the Flexural Strength an increasing strength trend was observed as compared to the 

Concrete Mix with no waste. The 28 days’ Flexural strength as shown in the line graph for 0.3%, 0.6% and 0.9% waste 

addition was 4.39, 4.76 and 4.23 N/mm2 respectively. These results showed an increase of 14.02%, 23.63% and 9.8% in 

Flexural Strength as compared to the Concrete Mix with 0% of waste in 

 

Water Absorption Test 

Water absorption is a significant aspect in the long-term stability of structures. Water works as an electrolyte, 

allowing numerous aggressive chemicals to enter the concrete matrix, causing the cohesive concrete matrix to 

disintegrate. As a result (Table 2), a reduction in the permeability of the concrete specimen will be considered a 

concrete technical progress. 

 

Water Permeability Test 

 For the water permeability test, three specimens of concrete each of 100 mm diameter and 50 mm height were cast. 

After 24 hours, the middle portion of 100 mm diameter was roughened and the remaining portion was sealed with 

cement paste. The specimens were cured for 28 days and then water pressure was applied on the middle-roughened 

portion so that the water can penetrate inside the concrete. Permeability of concrete can be minimized by adopting 

low water-content ratio, ensuring proper compaction and curing of concrete. 

 

Scanning Electron Microscope (SEM) and EDX (Energy Dispersive X-Ray) Test 

 Concrete has a unique and intricate microstructure, making it difficult to observe and investigate mineral presence. 

Concrete microstructure and mechanical qualities are altered when concrete ingredients are replaced. However, 

because to the substitution or addition of important concrete materials, there may be some imperfections and failure. 

The latest way to examining the mineral content of concrete is micro structural analysis. Some of the modern 

techniques utilized for phase identification, micrograph, concrete imaging, and chemical characterization of 

unknown constituents in the hydrated cement paste of concrete include X-Ray Diffraction Analysis, Scanning 
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Electron Microscope, and Energy Dispersive Spectroscopy Analysis. The results of the micro structural examination 

of concrete would provide a clear picture of hydration development and distribution. 

 

Rebound Hammer Test 

 The SCHMIDT Rebound Hammer was developed by Ernst Schmidt, a Swiss Engineer. It is one of the most 

frequently used method worldwide for non-destructive testing of the concrete and also for determining the hardness 

of various elements. The rebound hammer test is sensitive to local variations in the concrete; for instance, the 

presence of a large piece of aggregate immediately underneath the plunger would result in a abnormally high 

rebound number. Conversely, the presence of a void immediately underneath the plunger would lead to a very low 

result. For this reason, it is desirable to take 10 to 12 readings spread over the area to be tested, and their average 

value must be taken. The results obtained after performing the Rebound Hammer Test on the Conventional Tile is as 

shown in the Table 4. 

 

CONCLUSION 

 
The pollution caused by PPE KIT is ubiquitous and environmentally hazardous and generates economic and social 

costs. The aim of this review was to bring together the complexity of the issue to kick start a discussion on how to act 

in a coordinated way to reduce this pollution. The amount of Biomedical PPE waste Fibres used in the most 

optimum composition of concrete i.e. the composition with 0.6% has the capability to use 5.4 kg of Biomedical waste 

when 1m3 of concrete is utilized. So, Even if 100 m3of concrete is used we can pull out 540 kg of Biomedical waste 

which is acting as an environment and health hazard. Hence, it can be concluded that the above-mentioned concrete 

has additional benefits of saving our precious environment along with higher strengths. Similarly, the amount of 

Biomedical PPE waste used in construction of 1 Precast tile is approximately 1 kg and looking at mass production 

1000’s of kgs of waste can be easily pulled out from the environment helping the living beings in leading a healthy 

life. The strength of the tiles manufacture is also high. Hence, its usage can be easily carried out in practical life. The 

monetary comparison between the Conventional Concrete and Concrete made by incorporating Biomedical PPE 

Fibres is negligible. The price for both these types of concrete is same. Bringing to the conclusion that concrete made 

by adding biomedical PPE fibres is better in every aspect and is leading the race for the Next Gen Concrete. It can be 

collectively said that the right percentage of waste addition in the concrete can yield promising results. The results 

showcase that 0.6% waste showed the most optimum results with an increase of 23.8%, 25.63% and 23.6% in 

compressive strength, Tensile strength and Flexural Strength respectively. The various Durability Tests that were 

conducted on the concrete yielded impressive results. Hence, it can be deducted that the concrete so formed is 

durable and which suggests positively that the concrete is resistant to corrosion.  
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Table 1: SLUMP TEST VALUES 
 

 

 

 

 

 
Table 2: Water Absorption Test. 

 
 
Table 3: Permeability Result 

Water Penetration Depth (mm) 

 

Average Penetration Depth (mm) 

 
Remarks 

10  Avg. Penetration 

15 12.33 Depth less then 

12  25mm, OK 

 
Table 4: Rebound Hammer test Results 

Sr 

No. 

Rebound 

Number 

Average Rebound 

Number 

Average Compressive 

Strength 
Remarks 

1. 42 

38 44 
Very Good Hard 

Layer 

2. 40 

3. 40 

4. 34 

5. 36 

6. 35 

7. 40 

8. 40 

9. 35 

10. 40 

 
Sr 

No. 

Rebound 

Number 

Average Rebound 

Number 

Average Compressive 

Strength 
Remarks 

1. 40 

38 44 
Very Good Hard 

Layer 

2. 40 

3. 38 

4. 36 

5. 40 

Mix Design Slump Value (mm) Remarks 

1:2.412:3.720 180 Without Waste 

1:2.401:3.707 45 With 0.3% Waste Addition 

1:2.391:3.691 40 With 0.6% Waste Addition 

1:2.381:3.675 40 With 0.9% Waste Addition 
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6. 35 

7. 40 

8. 35 

9. 36 

10. 38 

 

 
 

Chart .1 pie chart of Bio-medical waste & Covid waste 

 
 

Fig. 1: Compressive Strengths for Different Percentage 

of Waste Addition 

Fig. 2: Tensile Strengths for Different Percentage of 

Waste Addition 

 

 
Fig 3: Flexural Strengths for Different Percentage of 

Waste Addition 

Fig.  4: SEM image of the specimen 

 

 
 

 

 

 

 

Pradip Baldaniya et al., 

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69402 

 

   

 

 

 
 

Role of Women Engineering Faculty Members in Supporting Girl 

Students to Develop a Sustainable Career in Engineering Field 
 

Sejal H. Sarvaiya and S. R. Paladiya 
 

Assistant Professor in English, Vishwakarma Government Engineering College, Ahmedabad, Gujarat, 

India. 

 

Received: 30 Dec 2023                             Revised: 09 Jan 2024                                   Accepted: 12 Jan 2024 

 

*Address for Correspondence 

Sejal H. Sarvaiya 

Assistant Professor In English,  

Vishwakarma Government Engineering College,  

Ahmedabad, Gujarat, India 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

The underrepresentation of women in engineering education and profession has been a topic of extensive 

research. Consistent efforts have been made to motivate girl students for engineering education and 

profession to meet the requirement of competent engineering workforce. The increased participation of 

women in STEM education and careers is quite noteworthy. The present research article investigates the 

current status of Girl students in Engineering education and occupation in India and argues for more 

conscious role to be played by existing women engineering faculty members to encourage and sustain 

fair women participation to engineering education as well as to engineering industry. There is a huge 

possibility of contribution for women engineering faculties to support girl students in engineering 

education and subsequent employment and retention in industry for sustainable growth objective of our 

country. 

 

Keywords: Women Engineering Students, National Task Force, Women Engineering Faculty members, Gender 

Parity, Sustainable Career,  

 

INTRODUCTION 

 
The underrepresentation of women in engineering education and profession has been a topic of extensive research. 

Consistent efforts have been made to motivate girl students for engineering education and profession to meet the 

requirement of competent engineering workforce for our country. The increased participation of women in STEM 

education and careers is quite noteworthy. The present research article investigates the current status of girl students 

to engineering education and occupation and argues for more conscious role to be played by existing women 

engineering faculties to encourage and sustain women participation in engineering education as well as to 

engineering industry. A very positive rate of growth has been observed in girl students’ enrollment in STEM courses 

and especially engineering education during the past few decades. But still it is no way closer to create gender equity 
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in the above fields. The following data would suffice to understand that As seen, girls’ representation in higher 

education has almost equaled male participation. However with reference to engineering faculty admission, it has 

reached to only 30%. Similarly, the admission data in Post graduate and PH.D. Courses in engineering are quite 

positive in comparison to previous years. But employment in teaching field or industry seems quite discouraging. In 

addition, number of girl students exceed the number of students who enter and persist in engineering industry as 

described by the metaphor ‘the leaky pipeline’. Various progammes and projects run by Government, academia and 

industry has provided encouragement to increase participation of the girl students in technical education. But it is 

also a fact that that the industry is not able to accommodate more than 30 percent of women engineers in job.  Indian 

women engineering students have acquired leading position the fields like IT, Computer and Electronics and 

Communication. However, other industries are not eager to smooth the progress of women engineers with 

compatible environment. Studies have also revealed the fact that the percentage of women students in engineering is 

not matched by the percentage of women as engineering faculties and researchers in India. There are numerous 

reasons behind this scenario 

 

1. Management and administrative discrimination in hiring and career progress 

2. Less linearity in work as highly qualified women leave work voluntarily at some point in their careers due to 

societal and family constraints and slow stride of career growth 

3. Women employees who enter engineering industry have to fit into the masculine culture which affects adversely 

on their sense of belonging. Similar is the case of female faculty who face manifold types of gender discrimination 

putting them at a disadvantageous position compared to their male colleagues. 

 

This article is based on reviewed literature existing online and offline on the projected area. Secondary source 

literature has been reviewed for understanding the participation and status of women in engineering education by 

means related to previous research in journals, research reports, newspaper, and reports published online. 

Reinterpretation of data has been done of previous research, related with the role of women in engineering, 

engineering education as well as study on women engineers.  

 

NOW IS THE TIME FOR INDIAN WOMAN ENGINEERS 

India is a country that possesses a huge mass of skilled young manpower and stands on the frontier for producing 

highest number of English Speaking Professionals. The current global economic scenario is unique. India is in very 

advantageous position to accept this opportunity. As suggested by world demographic data, many countries have 

been facing the challenge of ‘ageing workforce’. By building a diverse and gender inclusive workforce our country 

has an opportunity to make an amazing growth Gender inclusive education is critical to achieving our global 

sustainable development goals by 2030. It is also a positive time for women to enter the workforce as the corporate 

milieu has turned to be more inclusive and diverse. The girl engineers also have become more confident, 

independent, knowledgeable, and motivated.  

 

GROWTH OF WOMEN FOR NATIONAL TASK FORCE 

There are various advantages of building women task force like increasing in potential to get more innovative 

solutions for complex problems and compensating/ recovering lack of engineering talent in some sector for a 

country.  In addition, giving women equal opportunities to pursue — and thrive in — STEM careers   helps narrow 

the gender pay gap, enhances women’s economic security, ensures a diverse and talented STEM workforce. 

 

WOMEN ENGINEERING FACULTIES CAN PLAY A SIGNIFICANT ROLE IN SUPPORTING GIRL 

STUDENTS TO DEVELOP A SUSTAINABLE CAREER IN ENGINEERING FIELD 

Role of academia to encourage women engineers can materialize to its full potential only when it has some 

committed women faculties. Data of empirical research has supported the fact that we need more women decision 

makers and policy creators. Responsibility of women faculty as change maker and transmitter has been assigned 

enormous value as reflected in various studies. While expecting things from women engineering faculty members, 

we must not forget the marginality and other difficulties faced by women engineering faculty members like still 
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there is gender disparity in technical education. Women constitute a majority of the education workforce. 

However, only quarter or less leadership positions are held by them. Gender disparities in the education profession 

have long existed and same is the case with technical Education. One of the esteemed technical Institute of India 

like IIT- Bombay has only 25 (17.3%) women professors out of total 143 professors and IIT Madras has  only 10.2% ( 

31 ) women professors out of 304 total professors. No IIT or IISC has had a woman director till date.  

 

Very little number of women is promoted to senior positions in technical Education Field. The reason is number of 

women enrolled in technical courses is lower. The situation is aggravated by lack of inclusive thinking, culture and 

policies. This data of our country is supported by studies done globally. McCullough (2020) in his study on women 

in senior leadership positions in top 21 STEM schools in USA found significant underrepresentation of women in 

senior leadership positions. Kinoshita et al. (2020) found that women face higher occurrence of no job offers than 

men in engineering, physical sciences, and biology. The study also points out that family factors like being married 

and having dependent children were important variable for the gender gap in no job offers for women but had the 

opposite effect. The study found that faculty in physics rated male candidates as both more competent and hirable 

than women. However, there are various avenues for contribution for women faculties to encourage gender 

inclusivity in engineering education for girl students. Still maker et al. (2020) surveyed more than 1,000 students 

across 16 departments (including engineering) and showed that faculty gender was not interrelated with 

engineering students’ academic performance. Nevertheless, majority of the girl engineering students believed that 

having same-gender faculty or mentors in their discipline was significant for them: 

 

Creating academic and other support networks 

 Various activities like counseling, mentoring, networking with older students, tutoring can make them comfortable 

as well as motivated. Gender education and sensitization programmes and getting connected with female faculties at 

regular interval scan help a lot. Women faculties’ presence at higher positions can help a lot to improve the general 

environment of academic institutions for girl students.  

 

Being Role Model/Exemplary 

 Female faculties are seen as example/ role model by girl students. A study done by Bauer and Thesis (2008) on need 

of female role model in engineering suggest that female students with greater numbers of female professors have 

higher levels of self-confidence and worry less about how others view them.  The study also evaluates the idea that 

increasing the number of female faculty members in engineering is the solution that will ultimately create an 

environment that will better support women engineering students.  

 

Creating emotional and academic support networks 

 Female faculty teachers can serve as living examples in sharing their learning experiences. Opportunities need to be 

given to women engineers to get directly connected with female faculty or to do research under careful advice and 

supervision.  

 

Gender Inclusive Curriculum 

 Studies have also supported the notion of traditional engineering curriculum as possibly being a major obstacle to 

engaging the interest and motivation of female students. An inclusive curriculum is one in which the subject content 

covered, the way in which it is taught, and the learning methods promoted take into account the variety of 

perspectives, attitudes and learning styles brought to the subject by students from different gender, cultural and 

social groups, as well as the learning environment in general.The researchers have also attempted to get some 

substantial data from a small survey about the role of faculties to encourage and sustain more girl students in to 

engineering education and occupation. The researchers were able to find some significant opinions of the girl 

students about the support they received from women faculty during their college tenure. The survey was conducted 

at government degree engineering College of Gujarat. Total respondents were 83 girl students from various branches 

of engineering and semesters. 83.1 % of respondents said that they chose engineering studies and career out of their 

own interest.  Rest of the majority did it by parents’ suggestion. Very few of them chose this field by some relatives 
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or friend’s suggestion. Parents’ support was received by 89.2 students in their choice of engineering studies. Almost 

half of the respondents (50.2%) opined that they want to work with industry in future, 43.8% students wanted to get 

a government job and only 2% of them wished to choose teaching. 3% wanted to start their own business and 1% 

wanted to choose a defense career. Out of 83 respondents, 90.04% respondents were sure that by this study, they 

will develop the skills and knowledge to do the work. 98.2 % of the respondents said that their parents would be 

proud to see them as an engineering graduate. When asked about the kind of support they get from col lege as a 

girl student, they responded that they received scholarship and concession in fees as well as free or less expensive 

hostel. Upon asked about the type of support they get from the faculties of their institute, they replied that they 

received required information, guidance, counseling, encouragement from their faculties.  

 

 Referring to the support the girl engineering students get from the women faculties they replied that they received 

mentoring (44.5 %), counseling (35 %), guidance when in doubts and queries (38.5 %), taking special care of them 

while teaching (19%), providing relevant information and encouraging to learn special skills (43 %).  In response 

to the query about the type of support they get from the women faculties of their institute, only 30% of the 

students said that they received some help from women faculties. Upon asked whether they get any special 

teaching/ mentoring from women faculty, respondents 35.7% students answered in affirmative. In response to the 

question if they get special teaching from senior girls, 28.9 % students replied yes to this question and lastly, upon 

asked, who is the strongest support when facing some difficulty in studies, they said that Friends (50.6%), parents 

(26.5%)  faculties (13.3%) and senior students (9.6.%). Interestingly, only 6 students said their teachers are their role 

models. The survey suggests that considerable efforts are being made to encourage the girl student to retain in this 

field. Still we have to do a lot to create equity in this field. UNESCO reports of 2016 have strongly recommended 

establishing new attitudes, cultural and social norms for engaging girl students in technical field. This will be possible 

only when we will promote and highlight women in leadership positions and creating gender balance in technical 

Education Field. 
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Table. 1: Male Female Ratio in Higher and Technical Education (22-23) 

Subject Male Female Total 

Gross Enrollment Ratio in Higher Education 2.12 Crore (51.3%) 2.01 Crore (48.7%) 4.13 Crore 

Enrollment in engineering  Faculty 71% 29% 36.86 Lakhs 

Post-Graduation in Engineering 66.6% 33.4% 17.7 Lakhs 

Ph. D. in Technical Field 66.7 33.3 % 56,625 

Source: All India Survey on Higher Education (2021-22) MHRD 
 

State 
Professor & Equivalent Reader & Associate Professor Lecturer/Assistant Professor 

M F Total M F Total M F Total 

Gujarat 4096 1619 5715 5094 2554 7648 15986 10715 26701 

All India 104469 42280 146749 100248 60377 160625 104469 42280 146749 

Source: All India Survey on Higher Education (2021-22) MHRD 
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This research introduces POCUS, a unified platform integrating the Pomodoro Technique, To-Do Lists, 

and User Performance Evaluation. POCUS addresses time management challenges by offering cross-

platform accessibility, customization options, and user performance analysis tools. It quantifies user 

performance through comprehensive metrics, generating reports for informed decision-making and goal-

setting. POCUS ensures reliable time tracking, accessible task details, and insightful analytics. It supports 

diverse scenarios, aiding students' study sessions, professionals' task management, and cross-platform 

workflows. Future enhancements include AI integration, collaborative features, and popular tools 

integration, aiming to elevate user experience and productivity.   

 

Keywords: Productivity, Pomodoro Technique, Task Management, Time Management, Performance 

Evaluation.   

 

INTRODUCTION 

 
In today’s fast-paced world, effective time management and productivity are of paramount importance. Individuals 

from all walks of life constantly seek methods to optimize their work habits and enhance efficiency. The Pomodoro 

Technique[1], a time management method developed by Francesco Cirillo[2] in the late 1980s, has gained substantial 

popularity for its simple yet effective approach to time utilization. However, the Pomodoro Technique, when 

integrated with a robust to-do list management system and a comprehensive performance evaluation tool, has the 

potential to revolutionize how individuals manage their time and tasks.  This research paper introduces POCUS, a 
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novel system designed to seamlessly unify the  Pomodoro Technique, To-Do Lists, and Performance Evaluation into 

a unified platform. POCUS aims to address the common challenges associated with time management, task 

prioritization, and performance monitoring. In this paper, we delve into the development and features of POCUS, 

exploring how it can help users improve their productivity and work effectively in a structured, goal-oriented 

manner. Additionally, we will discuss the underlying principles, the design considerations, and the potential benefits 

of POCUS in personal and professional contexts. Through this complete study, we seek to establish the significance 

of this consolidated system and its potential to improve the way individuals manage their time and tasks.   

 

BACKGROUND AND RELATED WORKS  

The Pomodoro Technique is founded on the principles of working in focused intervals, typically 25 minutes, 

followed by a short 5-minutes break. After completing four such intervals, a more extended break of 15–30 minutes 

is taken. This method has gained popularity for its ability to boost productivity by promoting sustained 

concentration and frequent, rejuvenating breaks. According to the findings in 'Brief and rare mental ‚breaks‛ keep 

you focused: Deactivation and reactivation of task goals preempt vigilance decrements'[3], the vigilance decrement 

arises due to the cognitive control system's inability to sustain a single goal representation continuously (referred to 

as goal habituation). The paper suggests that temporarily deactivating the vigilance goal helps prevent complete goal 

habituation by re-establishing the goal's activation level when resuming the task. Remarkably, the Pomodoro 

Technique operates in a similar fashion, aligning with this psychological understanding by incorporating breaks that 

refresh focus and prevent the habituation of goals. However, the challenges of time management in today's fast-

paced world are multifaceted. Individuals often grapple with an array of issues, including the struggle to balance 

professional commitments with personal life, the difficulty of efficiently prioritizing tasks, and the need for effective 

monitoring of personal progress. Effective task management is another critical aspect of personal productivity. To-do 

lists play an indispensable role in organizing tasks, setting priorities, and ensuring a systematic approach to 

completing objectives. A well-structured to-do list can help individuals stay organized, reduce procrastination, and 

improve overall time management. In addition to time management and to-do list management, the process of 

performance evaluation is essential for tracking personal progress and identifying areas for improvement. 

 

Effective performance evaluation allows individuals to assess their productivity, set achievable goals, and make 

data-driven decisions to elevate their performance. POCUS offers a unique and extensive solution in the realm of 

time management and productivity tools. While the existing systems provide their own strengths, POCUS stands out 

with a unique set of features. POCUS is distinguished by its cross-platform accessibility, integration of performance 

evaluation, customization options including multiple themes, a unified ecosystem, adherence to Pomodoro 

principles, and performance analysis and reporting tools. By consolidating these features on a single platform, 

POCUS strengthens user convenience, providing an all-inclusive approach to productivity that sets it apart from 

existing systems. Furthermore, the potential integration with popular productivity tools and platforms such as 

Trello[4] (A web-based, kanban-style, list-making application), Asana[5] (A web and mobile "work management" 

platform designed to help teams organize, track, and manage their work), or Slack[6] (A cloud-based team 

communication) offers the prospect of further streamlining task management and providing a seamless experience 

for users who rely on these tools. This integration is a prospective development for the future, enhancing POCUS's 

capability to meet evolving user needs. 

 

QUANTIFYING USER PERFORMANCE 

In the context of POCUS, the proper quantification of user performance stands as the cornerstone of its effectiveness. 

This sophisticated system of quantitative metrics not only assesses users' productivity and task management but 

serves as the bedrock of POCUS's ability to augment their time management skills while adhering to the Pomodoro 

Technique[1]. This section outlines the key metrics and equations used to generate all-encompassing performance 

reports.   
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POMODORO SCORE (PS) 

Pomodoro score quantifies the effectiveness of each Pomodoro cycle, considering completeness, time utilization, 

breaks, distractions. Following are the parameters with their respective independent weights used to determine the  

PS 

1. Pomodoro Completeness (PC): +1 for complete, -1 for incomplete [Weight: 𝑾𝑷𝑪]   

2. Productive Time (PT): Actual productive time / Expected productive time [Weight:   

𝑾𝑷𝑻]  

3. Short Break Taken (SBT): +1 for taken, -1 for not taken [Weight: 𝑾𝑺𝑩𝑻]   

4. Short Break Time Inconsistency (SBTI): Actual break time / Expected break time.  Penalized if not in 5:1 ratio with 

productive time [Weight: 𝑾𝑺𝑩𝑻𝑰]   

5. Distraction (D): +1 for occurred, -1 for not occurred [Weight: 𝑾𝑫]   

6. Distraction Timing Penalty (DTP): Pause time due to distraction / Productive time [Weight: 𝑾𝑫𝑻]   

 

Let α be the set of above-mentioned parameters. Then,   

𝑷𝑺 𝑷𝒂𝒓𝒂𝒎𝒑) 
𝑝  𝛼  

 

POMODORO EFFECTIVENESS RATING (PER) 

Pomodoro Effectiveness Rating measures the effectiveness of all performed Pomodoro cycles, accounting for 

completeness, time management, breaks, distractions, session quality, long breaks, and their respective consistencies. 

Following are the parameters with their respective independent weights used to determine the PER:   

1. Average Pomodoro Score (APS): Average pomodoro score of all Pomodoro cycles 2.Session Quality Score (SQS): 

Marks on the basis of quality of the session [Weight:  𝑾𝑺𝑸]  

2. Long Break Taken (LBT): +1 for taken, -1 for not taken [Weight: 𝑾𝑳𝑩]   

3. Long Break Time Inconsistency (LBTI): Actual long break time / Expected long break time [Weight: 𝑾𝑳𝑩𝑻𝑰]   

Let α be the set of above-mentioned parameters. Then,   
                                                     𝑷𝑺𝑪𝒑 

                               𝑷𝑬𝑹 + (𝑺𝑸𝑺 × 𝑾𝑺𝑸) + (𝑳𝑩𝑺 × 𝑾𝑳𝑩) − (𝑳𝑩𝑻 × 𝑾𝑳𝑩𝑻𝑰)𝑵 
𝑝  𝛼 

Where N is the total number of sessions in a cycle.   

TASK SCORE (TS) 

Task Score evaluates task performance, incorporating deadline compliance, task complexity, task priority, delay 

time, and time estimation accuracy. Following are the parameters with their respective independent weights used to 

determine the TS  

1. Deadline Compliance (DC): +1 for before deadline, -1 for after deadline [Weight: 𝑾𝑫𝑪]  

2. Task Complexity (TC): Positive Factor [Weight: 𝑾𝑻𝑪]   

3. Task Priority (TP): Positive if right, negative if different from expected priority [Weight:  𝑾𝑻𝑷]   

4. Delayed Time (DT): The time for which the task was delayed to be dormant [Weight:𝑾𝑫𝑻]   

5. Time Estimation (TE): +1 for accurate estimation, -1 for inaccurate estimation [Weight: 𝑾𝑻𝑬]  

Let α be the set of above-mentioned parameters. Then,   

𝑻𝑺 𝑷𝒂𝒓𝒂𝒎𝒑) 
𝑝  𝛼  

 

PRODUCTIVITY SCORE (PRS) 

Productivity Score (Productivity) is an overall assessment combining Pomodoro effectiveness, task performance, 

consistency in Pomodoro usage, and productive hours. Following are the parameters with their respective 

independent weights used to determine the PRS   

 

1. Number Of Consecutive Days (NCD): Number of consecutive days with at least one Pomodoro [Weight: 𝑾𝑵𝑪𝑫]   

2. Productive Hours (PH): Total number of productive hours [Weight: 𝑾𝑷𝑯]   
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3. Task Scores (TS): Cumulative Task Scores of accomplished tasks    

4. PER Score (PERS): Cumulative PER scores of all the performed Pomodoros 

 

Let α be the set of above-mentioned parameters. Then,   

𝑷𝑹𝑺 = ∑ (𝑾𝒑 ∙ 𝑷𝒂𝒓𝒂𝒎𝒑) 
𝑝 ∈ 𝛼 

 

SYSTEM DESCRIPTION 

POCUS is an cohesive system designed to refine productivity and time management. It seamlessly combines the 

renowned Pomodoro Technique, effective to-do list management, and performance evaluation into a single platform. 

Built on a robust technological foundation that includes React Native[7] and Firebase[8], POCUS equips users with 

the tools needed to work smarter, achieve their goals, and make the most of their valuable time.   POCUS introduces 

an intuitive and user-friendly interface focused on optimizing time management and productivity. Within this 

interface, users access a broad set of features seamlessly woven into the platform. The system initiates with a secure 

login screen offering quick access through Google account integration. Once logged in, the interface showcases the 

task list, allowing users an efficient overview and management of their tasks.   

 

Task Module    

Task creation becomes effortless, enabling users to input various details such as title, description, complexity, 

priority, estimated number of required Pomodoros, and task deadlines, tailoring tasks to individual needs and goals. 

It will also show relation between portion of task accomplished and Pomodoro.   

 

Pomodoro Module 

The Pomodoro-related functionalities centralize around Pomodoros and the Pomodoro Timer. The "Pomodoros" 

screen visually presents completed work intervals and short breaks, aiding users in tracking their progress. 

Meanwhile, the "Pomodoro Timer" serves as a focal point, enabling users to initiate focused work intervals, manage 

breaks, and utilize visual cues and notifications effectively.   

 

User Profile and Customization  

The configuration panel encompass user preferences, login mechanisms, and themes, providing a personalized 

experience. Users can configure personal details, session cycles, task durations, notification preferences, and themes. 

Additionally, POCUS incorporates a reward system, motivating users by acknowledging milestones and 

accomplishments, further increase their engagement with the platform.   

 

Gamification and Rewards   

POCUS introduces an engaging gamification and reward system as a key feature, enriching users' productivity 

journey. Through this innovative approach, completing tasks and Pomodoro cycles earns user rewards such as 

achievements, badges, and personalized animated themes,  

 

Figure 3 User profile and System Customization 

Fostering a sense of accomplishment and motivation. These incentives serve as milestones, recognizing users' 

progress and boosting their engagement with the platform. By infusing elements of gamification, POCUS transforms 

task management into an exciting experience, encouraging users to strive for higher productivity levels while 

enjoying a visually appealing and rewarding interface.   

 

Report Generation   

The performance report offers users valuable insights into their productivity. Performance metrics and analytics are 

presented through intuitive charts and graphs. Users can assess their work efficiency, track trends, and make data-

driven decisions to optimize their work routines. This report generation component empowers users to extract 
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valuable insights and data summaries from their task management and Pomodoro activity, facilitating progress 

tracking and informed decision-making.   

 

POCUS embodies a foundation of reliability and precision, making the Pomodoro Technique not just a feature but a 

dependable ally in your productivity journey. With clockwork precision, the Pomodoro intervals and breaks 

seamlessly navigate within the system, free from interruptions or glitches. Every action leaves its mark, as the system 

meticulously logs and timestamps task-related data, nurturing a complete log of your activities and time 

expenditure. Moreover, navigating through your progress is a breeze; stored data in the system's database is 

effortlessly accessible, providing users swift access to task details and insightful Pomodoro statistics, empowering 

efficient time management. These features collectively form the POCUS interface, emphasizing streamlined task 

management, efficient time tracking, insightful performance evaluation, and an aesthetically pleasing, user-friendly 

experience.   

 

Use Cases - Realizing Productivity with POCUS  

In this section, we explore various user scenarios where POCUS plays a pivotal role in amplifying productivity and 

optimizing time management. These use cases provide insights into how POCUS becomes a versatile companion in 

different contexts:   

 

Scenario 1 Student's Study Session: Imagine a dedicated student embarking on a study session. With POCUS, the 

student efficiently manages study tasks, setting up assignments and deadlines. The Pomodoro timer ensures focused 

work intervals, while the short breaks offer moments of relaxation. After multiple cycles, the student can enjoy a 

longer break. POCUS empowers the student to stay disciplined, fostering productivity during demanding study 

sessions.   

Scenario 2 Professional Task Management: In a fast-paced professional world, a working individual relies on 

POCUS to manage tasks effectively. The system streamlines task management, prioritization, and time allocation. 

POCUS ensures that professional commitments are met efficiently, helping the individual maximize productivity in 

a demanding work environment.   

Scenario 3 Cross-Platform Workflow: POCUS's cross-platform accessibility offers users the flexibility to seamlessly 

transition between web browsers, desktop applications, Android, and iOS devices. Users can access their 

productivity tools across different platforms without disruptions, making it an ideal choice for those who work 

across multiple devices.   

Scenario 4 Efficient Task Creation and Editing: Users benefit from POCUS's streamlined task creation and editing 

capabilities. With ease, users specify task details, set deadlines, and customize task parameters, making task 

management more efficient and responsive to their needs.   

Scenario 5 Productive Breaks: POCUS promotes productive breaks through the Pomodoro Technique. Users 

strategically use short breaks for relaxation and longer breaks for rejuvenation, optimizing work intervals and break 

periods for better productivity.   

Scenario 6 Personalization and Customization: Users personalize their POCUS experience, tailoring the system to 

their preferences. They adjust timer durations, fine-tune notification preferences, and choose themes to create a 

workspace that aligns with their unique work habits and aesthetic preferences. These use cases showcase how 

POCUS adapts to diverse user scenarios, providing an exhaustive and supportive platform to optimize productivity 

in study sessions, professional settings, and cross-platform workflows. The system's versatility and adaptability 

empower users to achieve their objectives effectively.   

 

CONCLUSION AND FUTURE WORKS  
 
In conclusion, POCUS epitomizes a synergistic blend of the Pomodoro technique and contemporary technology, 

aiming to revolutionize time management and task prioritization across diverse demographics. The application’s 

versatile functionality extends its utility to various tasks: from academic pursuits like essay writing, research, and 
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exam preparation for students, to professional responsibilities such as project management, content creation, and 

meetings for working professionals. It even extends to household tasks like meal planning, chores, and personal 

projects for homemakers. The comprehensive features, encompassing task management, Pomodoro timer, detailed 

reporting, and integrated to-do lists, align cohesively with the system's objectives of augmenting time management, 

productivity, and sustained focus. Leveraging React Native and Firebase, POCUS ensures a user-centric interface 

and robust data security, incorporating traditional productivity methodologies with modern technological 

innovations. POCUS stands as a testament to the strategic amalgamation of time proven techniques with cutting-

edge advancements, providing users from various domains with a comprehensive tool adaptable to any task, 

streamlining workflow, and optimizing productivity.   

 
Future Works 
We are committed to continuous improvement and evolution to meet the changing needs of our users. The following 

future works and enhancements represent our vision for further enhancing the platform. These developments aim to 

elevate productivity, user experience, and overall efficiency, ensuring that POCUS remains a reliable and 

indispensable tool for time management and task completion:   

 

1. Integration of AI for Intelligent Task Management: Implementing artificial intelligence (AI) features to enhance 

task management. AI algorithms could prioritize tasks based on user history, complexity, and deadlines, 

providing personalized recommendations for task order and Pomodoro durations.   

2. Integration with Popular Productivity Tools: Integrating with popular productivity tools and platforms such as 

Trello [4], Asana [5], or Slack [6] to streamline task management and provide a more seamless experience for 

users who rely on these tools.   

3. AI-Powered Feedback and Guidance System: Introducing advanced AI algorithms to analyse user performance 

metrics comprehensively. The AI system will evaluate user scores based on their performance, curate 

personalized professional feedback, suggest improvements, and identify areas for enhancement to achieve higher 

scores. This personalized approach aims to guide users effectively by providing tailored recommendations for 

maximizing productivity and optimizing performance within the POCUS system.   

4. Improving Quantitative Metrics: Enhancing the quantification of user performance and metrics within POCUS, 

providing more accurate and insightful performance assessments.   

5. User Feedback Collection and Analysis: Implementing a robust system for gathering and analysing user feedback 

to understand user preferences, pain points, and suggestions for further improvements. Incorporating user 

feedback into iterative development cycles to continuously enhance the application's usability and effectiveness.   
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INTRODUCTION 

 
This paper studies approximating properties of Stancu variant of Lupaş operators using Korovkin approximation 

theorem.Starting with the identity 

1

 1 − t ⍺ =  
 ⍺ ₖ

𝑘!

∞

𝑘=0

𝑡ᵏ  ,  𝑡 < 1 

Where  ⍺ ₖ =  ⍺  ⍺ + 1  ⍺ + 2 <  ⍺ + 𝑘 − 1 , k ≥ 1 and  ⍺ 0= 1. 

The following sequence of positive linear operators was introduced by Lupaş *1+, 

                                             𝑇𝑛 𝑓; 𝑥 =  1 − 𝑎 𝑛𝑥  
 𝑛𝑥 ₖ

𝑘!
𝑓  

𝑘

𝑛
 

∞

𝑘=0

𝑎ᵏ  , 𝑥 ≥ 0                                                                                             1  

for the functions f: [0, ∞) → R. 

For a = 
1

2
 ,  Agratini [2] studied the following form of the operators defined in below as (2). 

                                                   𝑇𝑛 𝑓; 𝑥 = 2−𝑛𝑥  
 𝑛𝑥 ₖ

2ᵏ𝑘!
𝑓  

𝑘

𝑛
 

∞

𝑘=0

  , 𝑥 ≥ 0                                                                                                      2  
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and studied their approximation properties. Study on generalised operators can be found in these papers ([6, 8, 9, 10, 

11, 12]). Many researchers have investigated various generalizations of these operators ([7]-[13]). They have 

introduced Stancu type generalization of the operators defined in (2) and proved approximation results for them [3]. 

We have studied different construction of Stancu type generalizations of various operators,e.g., BaskakovDurrmeyer 

Operators, Jakimovski-Leviatan-Durrmeyer Operators, MeyerKӧnig and Zeller Operators and summation-integral 

type modification of Szász -Mirakjan-Stancu Operators [4]. 

 

Construction of operators 

In 2022, Khan et al. *3+ introduced Stancu type generalization of Lupaş operators in (2) as follows: 

𝑇𝑛
⍺,𝛽 𝑓; 𝑥 = 2−𝑛𝑥  

 𝑛𝑥 ₖ

2ᵏ𝑘!
𝑓  

𝑘 + ⍺

𝑛 + 𝛽
 

∞

𝑘=0

  , 𝑥 ≥ 0                                                                                                                                             3  

where,  

f: [0, ∞) → R ,0 ≤ ⍺≤ 𝛽. 

The operators𝑇𝑛
⍺,𝛽

are named Stancu type generalization of Lupaş operators. In this paper, we are introducing a 

generalisation of operators (3), defined on a space of the continuous functions C[I] as, 

𝑇𝜆𝑛

⍺,𝛽 𝑓; 𝑥 = 2−𝑛𝑥  
 𝜆𝑛𝑥 ₖ

2ᵏ𝑘!
𝑓  

𝑘 + ⍺

𝑛 + 𝛽
 

∞

𝑘=0

  , 𝑥 ≥ 0                                                                                                                                           4  

where,  

f :C[I] → R ,0 ≤ ⍺≤ 𝛽. 

Here, 𝜆𝑛 is an increasing sequence of positive real numbers and 𝜆𝑛 → ∞ as n→ ∞, 𝜆𝑛≥ 1 and studied the 

approximation properties of the operators(4). 

 
Approximation Properties of 𝑻𝝀𝒏

⍺,𝜷
 

To examine the approximation results for the newly constructed operators, we need the following lemmas. 

Lemma 1. For the operators in (4), the following are obtained 

(i) 𝑇𝜆𝑛

⍺,𝛽 𝑒0; 𝑥  = 1; 

(ii) 𝑇𝜆𝑛

⍺,𝛽 𝑒1; 𝑥 =  
𝜆𝑛 𝑥

𝜆𝑛 +𝛽
 + 

⍺

𝜆𝑛 +𝛽  
; 

(iii) 𝑇𝜆𝑛

⍺,𝛽 𝑒2; 𝑥 =  
𝜆𝑛

2
𝑥2

 𝜆𝑛 +𝛽 2 +
2𝜆𝑛  1+⍺ 𝑥  

 𝜆𝑛 +𝛽 2  + 
⍺2

 𝜆𝑛 +𝛽 2. 

Proof: (i) We have 

𝑇𝜆𝑛

⍺,𝛽 𝑒0; 𝑥 =  2−𝑛𝑥  
 𝑛𝑥 ₖ

2ᵏ𝑘!

∞

𝑘=0

 

which implies  

𝑇𝜆𝑛

⍺,𝛽 𝑒0; 𝑥  = 1 

(ii) For 𝑒1 , 

𝑇𝜆𝑛

⍺,𝛽 𝑒1; 𝑥 = 2−𝜆𝑛 𝑥  
 𝜆𝑛𝑥 ₖ

2ᵏ𝑘!
 

𝑘 + ⍺

𝜆𝑛 + 𝛽
 

∞

𝑘=0

 

which implies, 

𝑇𝜆𝑛

⍺,𝛽 𝑒1; 𝑥  

=  
1

2𝜆𝑛 𝑥
 

 𝜆𝑛𝑥 ₖ

2ᵏ𝑘!

∞

𝑘=0

 
𝑘

𝜆𝑛 + 𝛽
 +

1

2𝜆𝑛 𝑥
 

 𝜆𝑛𝑥 ₖ

2ᵏ𝑘!

∞

𝑘=0

 
⍺

𝜆𝑛 + 𝛽
  

 

=  
𝜆𝑛𝑥

2𝜆𝑛 𝑥+1 𝜆𝑛 + 𝛽 
 

 𝜆𝑛𝑥 + 1 𝑘−1

2𝑘−1 𝑘 − 1 !

∞

𝑘=1

+ +
1

2𝜆𝑛 𝑥
 

 𝜆𝑛𝑥 𝑘

2𝑘−1𝑘!

∞

𝑘=0

 
⍺

𝜆𝑛 + 𝛽
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=
𝜆𝑛𝑥

2𝜆𝑛 𝑥+1 𝜆𝑛 + 𝛽 
2𝜆𝑛 𝑥+1       +

1

2𝜆𝑛 𝑥
2𝜆𝑛 𝑥  

⍺

𝜆𝑛 + 𝛽
  

=
𝜆𝑛 𝑥

 𝜆𝑛 +𝛽 
     +  

⍺

𝜆𝑛 +𝛽
  

(iii) For e2, 

𝑇𝜆𝑛

⍺,𝛽 𝑒2; 𝑥 = 2−𝜆𝑛 𝑥  
 𝜆𝑛𝑥 ₖ

2ᵏ𝑘!
 

𝑘 + ⍺

𝜆𝑛 + 𝛽
 

2∞

𝑘=0

 

which implies, 

𝑇𝜆𝑛

⍺,𝛽 𝑒2; 𝑥  

=
2−𝜆𝑛 𝑥

 𝜆𝑛 + 𝛽 2  
 𝜆𝑛𝑥 ₖ

2ᵏ𝑘!
 𝑘2 + 2𝑘⍺ + ⍺2 

∞

𝑘=0

 

=
1

2𝜆𝑛 𝑥 𝜆𝑛 + 𝛽 2
 

 𝜆𝑛𝑥 ₖ

2ᵏ𝑘!
 𝑘2 

∞

𝑘=0

+
2⍺

2𝜆𝑛 𝑥 𝜆𝑛 + 𝛽 2
 

 𝜆𝑛𝑥 ₖ

2ᵏ𝑘!
 𝑘 

∞

𝑘=0

+
1

2𝜆𝑛 𝑥 𝜆𝑛 + 𝛽 2
 

 𝜆𝑛𝑥 ₖ

2ᵏ𝑘!
 ⍺2 

∞

𝑘=0

 

=
𝜆𝑛𝑥

2𝜆𝑛 𝑥+1 𝜆𝑛 + 𝛽 2
 

 𝜆𝑛𝑥 + 1 𝑘−1

2𝑘−1(𝑘 − 1)!
 𝑘 

∞

𝑘=1

+
⍺𝜆𝑛𝑥

2𝜆𝑛 𝑥 𝜆𝑛 + 𝛽 2
 

 𝜆𝑛𝑥 + 1 𝑘−1

2𝑘−1(𝑘 − 1)!
+

1

2𝜆𝑛 𝑥 𝜆𝑛 + 𝛽 2
 

 𝜆𝑛𝑥 ₖ

2ᵏ𝑘!
 ⍺2 

∞

𝑘=0

∞

𝑘=1

 

 

=
𝜆𝑛𝑥

2𝜆𝑛 𝑥+1 𝜆𝑛 + 𝛽 2
  

 𝜆𝑛𝑥 + 1  𝜆𝑛𝑥 + 2 𝑘−2

2𝑘−1(𝑘 − 1)(𝑘 − 2)!
 𝑘 − 1 +

∞

𝑘=1

 
 𝜆𝑛𝑥 + 1 𝑘−1

2𝑘−1(𝑘 − 1)!

∞

𝑘=1

 

+
2⍺𝜆𝑛𝑥

2𝜆𝑛 𝑥+1 𝜆𝑛 + 𝛽 2
 

 𝜆𝑛𝑥 + 1 𝑘−1

2𝑘−1(𝑘 − 1)!
+

1

2𝜆𝑛 𝑥 𝜆𝑛 + 𝛽 2
 

 𝜆𝑛𝑥 ₖ

2ᵏ𝑘!
 ⍺2 

∞

𝑘=0

∞

𝑘=1

 

 

=
𝜆𝑛𝑥 𝜆𝑛𝑥 + 1 

2𝜆𝑛 𝑥+2 𝜆𝑛 + 𝛽 2
  

 𝜆𝑛𝑥 + 2 𝑘−2

2𝑘−2(𝑘 − 2)!

∞

𝑘=2

 +
𝜆𝑛𝑥

2𝜆𝑛 𝑥+1 𝜆𝑛 + 𝛽 2
 

 𝜆𝑛𝑥 + 1 𝑘−1

2𝑘−1(𝑘 − 1)!

∞

𝑘=1

+
2⍺𝜆𝑛𝑥

2𝜆𝑛 𝑥+1 𝜆𝑛 + 𝛽 2
 

 𝜆𝑛𝑥 + 1 𝑘−1

2𝑘−1(𝑘 − 1)!
 +

1

2𝜆𝑛 𝑥 𝜆𝑛 + 𝛽 2
 

 𝜆𝑛𝑥 ₖ

2ᵏ𝑘!
 ⍺2 

∞

𝑘=0

∞

𝑘=1

 

 

=
𝜆𝑛𝑥 𝜆𝑛𝑥 + 1 2𝜆𝑛 𝑥+2

2𝜆𝑛 𝑥+2 𝜆𝑛 + 𝛽 2
+

𝜆𝑛𝑥 2𝜆𝑛 𝑥+1

2𝜆𝑛 𝑥+1 𝜆𝑛 + 𝛽 2
+

2⍺𝜆𝑛𝑥  2𝜆𝑛 𝑥+1

2𝜆𝑛 𝑥+1 𝜆𝑛 + 𝛽 2
+

⍺2

 𝜆𝑛 + 𝛽 2 

=
𝜆𝑛𝑥 𝜆𝑛𝑥 + 1 

 𝜆𝑛 + 𝛽 2 +
𝜆𝑛𝑥 

 𝜆𝑛 + 𝛽 2 +
2⍺𝜆𝑛𝑥  

 𝜆𝑛 + 𝛽 2 +
⍺2

 𝜆𝑛 + 𝛽 2 

=
𝜆𝑛

2

 𝜆𝑛 + 𝛽 2 𝑥2 +
2𝜆𝑛(1 + ⍺)

 𝜆𝑛 + 𝛽 2 𝑥 +
⍺2

 𝜆𝑛 + 𝛽 2 . 

 

The claim is proved. ∎ 

 

Lemma 2.The first and the second moments for the operators (4) are given by 

𝑇𝜆𝑛

⍺,𝛽
  𝑡 − 𝑥 ; 𝑥 =  

𝜆𝑛

 𝜆𝑛 + 𝛽 
− 1 𝑥 +

⍺

 𝜆𝑛 + 𝛽 
 

and 

𝑇𝜆𝑛

⍺,𝛽  𝑡 − 𝑥 2; 𝑥 =  
𝜆𝑛

2

 𝜆𝑛 + 𝛽 2
−

2𝜆𝑛

 𝜆𝑛 + 𝛽 
+ 1 𝑥2 +  

2𝜆𝑛   1 + ⍺ 

 𝜆𝑛 + 𝛽 2
−

2⍺

 𝜆𝑛 + 𝛽 
 𝑥 +

⍺2

 𝜆𝑛 + 𝛽 2
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Proof Using Lemma 1 and linearity property of the operators (4), we have 

(i)for the first moment 

𝑇𝜆𝑛

⍺,𝛽
  𝑡 − 𝑥 ; 𝑥 = 𝑇𝜆𝑛

⍺,𝛽 𝑡; 𝑥 − 𝑥𝑇𝜆𝑛

⍺,𝛽 1; 𝑥  

=
𝜆𝑛

 𝜆𝑛 + 𝛽 
𝑥 +

⍺

 𝜆𝑛 + 𝛽 
− 𝑥 1  

=  
𝜆𝑛

 𝜆𝑛 + 𝛽 
− 1 𝑥 +

⍺

 𝜆𝑛 + 𝛽 
. 

 

(ii) and for the second moment 

 

𝑇𝜆𝑛

⍺,𝛽  𝑡 − 𝑥 2; 𝑥  

= 𝑇𝜆𝑛

⍺,𝛽 𝑡2; 𝑥 − 2𝑥𝑇𝜆𝑛

⍺,𝛽 𝑡; 𝑥 + 𝑥2+𝑇𝜆𝑛

⍺,𝛽 1; 𝑥  

=
𝜆𝑛

2

 𝜆𝑛 + 𝛽 2
𝑥2 +

2𝜆𝑛 1 + ⍺ 

 𝜆𝑛 + 𝛽 2
𝑥 +

⍺2

 𝜆𝑛 + 𝛽 2
− 2𝑥  

𝜆𝑛𝑥

 𝜆𝑛 + 𝛽 
+

⍺

 𝜆𝑛 + 𝛽 
 + 𝑥2 

=  
𝜆𝑛

2

 𝜆𝑛 + 𝛽 2
−

2𝜆𝑛

 𝜆𝑛 + 𝛽 
+ 1 𝑥2 +  

2𝜆𝑛   1 + ⍺ 

 𝜆𝑛 + 𝛽 2
−

2⍺

 𝜆𝑛 + 𝛽 
 𝑥 +

⍺2

 𝜆𝑛 + 𝛽 2
.  ∎ 

Korovkin approximation theorem 

We denote by f ∈C[0,∞) the set of all real valued continuous functions defined on *0,∞) which is a 

Banach space under the norm 

 |𝑓| = sup {| f(𝑥) |: 𝑥 ∈ [0, ∞)} 

 

THEOREM 1. For each f ∈C[0,∞), the operators 𝑇𝜆𝑛

⍺,𝛽 . ; 𝑥  converge uniformly to f on the compact 

domain [0,a] (a >0) as n→ ∞. 

Proof. We have by lemma 1, 

lim
𝑛→∞

𝑇𝜆𝑛

⍺,𝛽 𝑒0; 𝑥  =  1 

lim
𝑛→∞

𝑇𝜆𝑛

⍺,𝛽 𝑒1; 𝑥  =  𝑥 

lim𝑛→∞ 𝑇𝜆𝑛

⍺,𝛽 𝑒2; 𝑥 = 𝑥2. 

Thus, the sequence of positive linear operators𝑇𝜆𝑛

⍺,𝛽 . ; 𝑥 converges uniformaly to f, where f is one of the 

functions 1,t,t2 on the compact interval [0,a], a>0. Therefore, by the Korovkin approximation 

theorem[5], the result holds for every continuous function on the compact interval [0,a].∎ 

Convergence in weighted space 

Here, we investigate convergence of our operators in weighted space of functions. Let 𝜙 𝑥 = 𝑒1 +

𝑒2be a weight fuction. Let𝐵𝑥2 [0,∞) be the linear space of all functions h satisfying the condition 

  𝑥   ≤ 𝐾 𝑥 + 𝑥2  = 𝐾 𝑥 𝑥 + 1  , 

where, 𝐾 is a constant associated with the function h. We denote the subspace of all continuous 

fuctions of 𝐵𝑥2[0,∞)  by 𝐶𝑥2[0,∞). Also, we denote by 𝐶𝑥2
∗ [0,∞), the subclass of 𝐶𝑥2[0,∞) of those 

functions h for whichlim𝑥→∞
 𝑥 

𝑥 𝑥+1 
is finite. The norm on the space𝐶𝑥2

∗ [0,∞)  is defined by 

∥  𝑥 ∥𝑥2= sup {(| (𝑥) |)/(𝑥(𝑥 + 1)): 𝑥 ∈ [0, ∞)}. 

 

Lemma 3 Let𝑇𝜆𝑛

⍺,𝛽
 be operators defined by (4).Then for the weight fuction ϕ(x) above , we obtain 

∥ 𝑇𝜆𝑛

⍺,𝛽 𝜙; 𝑥 ∥𝑥2  ≤  𝑀, 

where, 𝑀 is a positive constant greater than 1. 

Proof Using linearity and Lemma 1, we obtain 

  𝑇𝜆𝑛

⍺,𝛽 𝜙; 𝑥    = 𝑇𝜆𝑛

⍺,𝛽 𝑒1 + 𝑒2; 𝑥  
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which implies 

𝑇𝜆𝑛

⍺,𝛽 𝜙; 𝑥 = 𝑇𝜆𝑛

⍺,𝛽 𝑒1; 𝑥 + 𝑇𝜆𝑛

⍺,𝛽 𝑒2; 𝑥  

=
𝜆𝑛𝑥

 𝜆𝑛 + 𝛽 
+  

⍺

𝜆𝑛 + 𝛽
 + 

𝜆𝑛
2

 𝜆𝑛 + 𝛽 2 𝑥2 +
2𝜆𝑛 1 + ⍺ 

 𝜆𝑛 + 𝛽 2 𝑥 +
⍺2

 𝜆𝑛 + 𝛽 2 

 

Now, 

∥ 𝑇𝜆𝑛

⍺,𝛽 𝜙; 𝑥 ∥𝑥2=sup |
1

𝑥 𝑥+1 
 

𝜆𝑛 𝑥

 𝜆𝑛 +𝛽 
+

⍺

𝜆𝑛 +𝛽
 +

𝜆𝑛
2

 𝜆𝑛 +𝛽 2

𝑥2

𝑥 𝑥+1 
+

2𝜆𝑛  1+⍺ 

 𝜆𝑛 +𝛽 2

𝑥

𝑥 𝑥+1 
+

⍺2𝜆𝑛+𝛽21𝑥𝑥+1|: 𝑥∈[0,∞) 

<
𝜆𝑛

 𝜆𝑛 +𝛽 
+

⍺

 𝜆𝑛 +𝛽 
 + 

𝜆𝑛
2

 𝜆𝑛 +𝛽 2 +
2𝜆𝑛  1+⍺ 

 𝜆𝑛 +𝛽 2 +
⍺2

 𝜆𝑛 +𝛽 2. 

It can be seen that, 

lim𝑛→∞
𝜆𝑛

2

 𝜆𝑛 +𝛽 2
 =  1 = lim𝑛→∞

𝜆𝑛

 𝜆𝑛 +𝛽 
and 

lim𝑛→∞
2𝜆𝑛  1+⍺ 

 𝜆𝑛 +𝛽 2
 =  lim𝑛→∞

⍺2

 𝜆𝑛 +𝛽 2
= lim𝑛→∞

⍺

 𝜆𝑛 +𝛽 
= 0, 

, 

there exists a constant 𝑀>1 such that∥ 𝑇𝜆𝑛

⍺,𝛽 𝜙; 𝑥 ∥𝑥2  ≤  𝑀.  

This proves the lemma.∎ 

 

THEOREM 2 Let𝑇𝜆𝑛

⍺,𝛽
 be operators defined by (4) and Φ(x) = x(x + 1) be the weight fuction. Then for 

each𝑓 ∈ 𝐶𝑥2
∗ [0,∞)we have 

lim𝑛→∞ ∥ 𝑇𝜆𝑛

⍺,𝛽 𝑓; 𝑥 − 𝑓 𝑥 ∥𝑥2 = 0. 

Proof By Korovkin theorem, it is enough to show that 

lim𝑛→∞ ∥ 𝑇𝜆𝑛

⍺,𝛽
 𝑡𝑗 ; 𝑥 − 𝑥 𝑗 ∥𝑥2 = 0, for 𝑗 = 0,1,2. 

By Lemma 1 (i), we find 

lim
𝑛→∞

∥ 𝑇𝜆𝑛

⍺,𝛽 1; 𝑥 − 1 ∥𝑥2 = 0 

By lemma 1 (ii), we get 

lim
𝑛→∞

∥ 𝑇𝜆𝑛

⍺,𝛽 𝑒1; 𝑥 − 𝑒1 ∥𝑥2 = sup  |
1

𝑥 𝑥 + 1 
 

𝜆𝑛𝑥

 𝜆𝑛 + 𝛽 
+

⍺

𝜆𝑛 + 𝛽
 −

𝑥

𝑥 𝑥 + 1 
|: 𝑥 ∈  0, ∞  = 0. 

From lemma 1 (iii), we get 

∥ 𝑇𝜆𝑛

⍺,𝛽 𝑒2; 𝑥 − 𝑒2 ∥𝑥2 = sup  |  
𝜆𝑛

2

 𝜆𝑛 + 𝛽 2
− 1 

𝑥2

𝑥 𝑥 + 1 
+

2𝜆𝑛 1 + ⍺ 

 𝜆𝑛 + 𝛽 2

𝑥

𝑥 𝑥 + 1 
+

⍺2

 𝜆𝑛 + 𝛽 2

𝑥

𝑥 𝑥 + 1 
|: 𝑥 ∈  0, ∞   

Taking the limit, 

lim
𝑛→∞

∥ 𝑇𝜆𝑛

⍺,𝛽 𝑒2; 𝑥 − 𝑒2 ∥𝑥2≤  
𝜆𝑛

2

 𝜆𝑛 + 𝛽 2
− 1 + 

2𝜆𝑛 1 + ⍺ 

 𝜆𝑛 + 𝛽 2
+

⍺2

 𝜆𝑛 + 𝛽 2
  → 0 𝑎𝑠 𝑛 → ∞ 

. 

So the result is, 

lim
𝑛→∞

∥ 𝑇𝜆𝑛

⍺,𝛽 𝑒2; 𝑥 − 𝑒2 ∥𝑥2 = 0, 

 

which completes the proof.∎ 

 

CONCLUSION 
 

In this paper Stancu type of Lupaş operators have been constructed by using 𝜆𝑛and its approximating properties 

have been investigated. We obtained result using the well-known Korovkin-type theorem. The purpose of this paper 

is to show sensitivity of choice of ϕ(x) used in Stancu type of Lupaş operators by taking ϕ(x) = x (1 + x) to 

convergence in weighted space. 
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Every nation in the world advances economically and socially via the application of skills and 

information, and women play a crucial role in this process. Achieving gender equality in the workplace 

requires expanding females' right of entry to teaching and training programs. To raise women's 

socioeconomic standing and increase their economic contribution to the nation, the Indian government is 

offering numerous skill development programs. This also aimed to increase the number of workers in the 

industrial and service sectors and promote gender equality. However, before the direction's goal of 

ability growth can be achieved, a number of obstacles to the skill development of rural women must be 

overcome. It is crucial to comprehend the difficulties faced by rural women and come up with solutions 

that will enable them to develop new skills. The issue and difficulties associated with talent progress 

training for womankind in India as well as an impact of skill development programs on women's 

socioeconomic standing, self-image, and confidence is included in this article. 
 

Keywords: women, workplace, skill development programs, entrepreneurship, socioeconomic standing. 

 

INTRODUCTION 

 
Skill development is the process of determining where young people have a skills gap and bridging it with 

possibilities for employment and training. The goal of the occupational training programs is to help youth realize 

their prospective by giving them the support and opportunity they require to prosper. Talent and learning go hand 

in hand and are essential for the development of both local communities and a country's economy. In order to offer 

young people with skill development, the federal and state administrations frequently collaborate with their 

associates in the skilling business. Thus, the benefits of skill include higher commercial incomes, improved 

presentation, increased precision and excellence, better communication, adherence to legal requirements, improved 

hiring and career possibilities, and excellent customer relationships. The effort known as Skill India was started in 

July 2015 via the Ministry of Skill Development and Entrepreneurship. Since then, it has helped over 3536000ladies' 
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lives by allowing them to expand their skills and obtain better, additional permanent work. PMKVY (Pradhan 

Mantri Kaushal Vikas Yojana) qualified1985000candidates for 375 job posts during its trial term. Successful 

candidates in a merit-based program received pay equal to the full cost of training. Out of all the training candidates, 

over 2.53 lakh applicants have apparently been placed; among them, it was evident that the ladies shared very little. 

Given that women in our society are typically in charge of looking after the family, kids as well as occasionally 

employed as minimal labor workers or maintenance planters, they have different training requirements than men. 

Even though women make up more than half of India's population, their economic contribution to the nation is still 

significantly lower than it should be. In India, women make up only 31.8% of the labor force, far less than the 

percentage of men (73.2%). Because they typically lack education and training, they have factually been paid far less 

than males for performing the similar work.  

 

MATERIALS AND PROCEDURES 

 
 The articles were selected from academic journals and databases such as Research Gate, Web of Science, Publons, 

Google Scholar, and Web of Science. Search terms such as vocational education, skill India, free enterprise, start-up 

environment agriculture, socio-economic outline, and maintenance were used to find articles. 

 

PROGRAMS FOR SKILL DEVELOPMENT 
The National Skills Development Mission of India, or "Skill India," was unveiled by the Indian Prime Minister. The 

National Skills Development Corporation of India is in charge of managing it. On October 2, 2016, the program was 

launched with the following objectives: Short-term courses provide new skill development training to 130 college 

dropouts, unemployed youth, and dropouts from school (World Journal of Advanced Engineering Technology and 

Sciences, 2022, 07(01), 128–136). This establishes the abilities that the current personnel possesses by confirming their 

aptitudes, encourages countries to take part in the plan's implementation to increase their capabilities, promotes 

consistency in the documentation procedure, and initiates a system to make a register of talents. The fundamentals of 

skill development that enable the implementation of such programs to address social challenges, achieve economic 

growth, capitalize on demographic dividends, and empower socioeconomically disadvantaged groups. In terms of 

established processes, the National Skill Development Corporation, the Ministry of Skill Development and 

Entrepreneurship, and Prime Minister KaushalVikasYojana have produced important welfares—but not the ones 

that were planned. It argues that the country's acceptance of technology and women's empowerment depend heavily 

on skill development. As India moves closer to becoming a global knowledge economy, it must meet the aspirations 

of its youth. Emphasizing the development of talents relevant to the current economic context can help achieve it to 

some extent. The problem at hand is the enormous numerical growth of young proficiency instruction and the more 

important objective of raising the caliber of that training.  
 

ENTREPRENEURSHIP AND PROFICIENCY DEVELOPMENT 

The advancement of a country's or state's economy and society depends on fostering an entrepreneurial spirit and 

improving individual skills. Higher skill levels and stricter regulations allow nations to withstand the impressions of 

financial unpredictability that swell native and international job fairs. One element that may support the growth of 

business activities those are essential to the economy's growth, is creativity, which produces new ideas. The value of 

the entrepreneur keeps rising as a result of the connections that the business and its management make with its 

suppliers, employees, and customers. Prospective investors are particularly curious about the CEO's and 

management team's effectiveness in working in groups with other people and how quickly and logically they can 

solve any problem the company is now facing. Entrepreneurs must understand the method used in the production of 

the products or services they offer, the market and industry they plan to enter, and most importantly, their target 

audience and competitors.  
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PROBLEMS AND DIFFICULTIES IN WOMEN ENTREPRENEURS' SKILL DEVELOPMENT 

In India, women constituted roughly 50% of the population. It is possible to measure women's participation in 

official financial and commercial doings in the industrialized, facility, and farming areas. However, it is more 

difficult to quantify how many women engage in informal economic activities such as taking care of elderly and 

children, working from home, rearing livestock, and working in agriculture. The fact that women in India are 

significantly less literate than men is one of the main issues that have to be addressed. Even basic economics abilities, 

like measuring and maintaining correct records, can be lacking among uneducated rural women. This led to the 

assumption that rural women are either technologically illiterate or uninformed. Reaching these individuals is often 

difficult for researchers and educators, and enrolment percentages at a definite level of education can be used as a 

substitution for perseverance and access. The primary source of gender inequality and prejudice in the world is the 

dearth of educational possibilities for girls. The social and cultural barriers that prevent women and girls from 

attending school are not given adequate consideration. The high rates of school dropout among females are caused 

by a number of obstacles to their education, such as poverty, poor hygienic conditions, and long commutes. Rural 

women frequently have limited access to vocational education and training, which perpetuates their traditional roles 

and responsibilities in fields where women predominate.  

 

FUTURE ADVICE AND SUGGESTIONS FOR SKILL DEVELOPMENT 

Women who work in the informal economy face terrible conditions; most of the time, they are compelled to accept 

occupations that pay pitiful pays, offer no job security, or provide social security benefits. Over 90% of working 

women are employed in this sector. Thus, fostering females' flairs is crucial to helping them gain existence services 

that will enable them to have well lives, better-paying jobs of higher caliber, monetary freedom, and the ability to 

support their families. Men's concerns and experiences would be included in a sustainable skill development 

program. These have to be an essential part of developing, carrying out, keeping an eye on, and evaluating policies 

and programs for training and skill development. Combining native institutes and strategies to advance enabling 

and sex parity is the primary strategy for advancing gender parity and the empowerment of women. It is challenging 

for her to succeed because of institutional constraints and social prejudices. Right of entry to occupational teaching 

and training for rural women is sometimes restricted to a small number of areas where females are the bulk, which 

perpetuates their out-dated roles and obligations. While engaging in such activities broadens their options for work, 

it decreases their prospects of progressing in more recent, unconventional industries like technology for information 

and communications. Closing the gap between the choices available to females and what they can and want to follow 

requires good awareness-raising efforts and appropriate skill training, which affects the involvement rates of men 

and women in many industries and organizations.  

 

CONCLUSION 

 
In nutshell, the purpose of skill development for women in particular is to improve the caliber of their work in order 

to improve employee performance and to get them ready for the workforce. Women's whole personality 

development and self-esteem will be aided by training and skill development. It's also advised to design exercise 

programs specifically to maximize women's abilities so that skill development is more successful. But improving 

oneself shouldn't come at the expense of picking up new skills, especially for females who would increase in 

entrenched in traditional parts and abilities. Enhancing one's talents can help one get a better job and progress in 

their career. The government and banks can stimulate the economy and create jobs for young entrepreneurs by 

helping them launch their businesses. Policies that promote women's empowerment through the use of digital 

platforms, mainstream gender representation in training content and delivery, and increase women's access to skill 

development should be made simpler. 
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Table 1 lists the main courses and Training Programs for Developing Skills in India: 

Plans and Initiatives for Acquisition of Skills Specifics 

PradhanMantriKaushalVikasYojana (PMKVY) 

Enable the next generation of talent through a variety of 

skill certification programs, preparing them for industry 

requirements 

Capacity building Scheme (CBS) 
delivering residential skill development to young people 

in the northeast 

UDAAN 
A platform for consumer-to-consumer trade that supports 

small and medium-sized enterprises in India 

India International Skill Centers (IISC) 
supplies a youthful, highly skilled labour force to fulfil 

the demand from throughout the world 

The dual system of Training (DST) 
enabling business collaboration with public and private 

ITIs for highly employable courses 

Flexi-MoU 

The program gives trainees access to an industrial setting 

that is connected to market demands and the newest 

technologies, allowing employers to train candidates 

according to their skill sets 

Pre-Departure Orientation Training (PDOT) 

PDOT gives employees working out and information on 

the rules, cultures, and other facets of the target nation in 

order to safeguard their safety and security 

Learn and Earn 

Considering their credentials, present financial 

inclinations, and market possibility, the program aims to 

enhance minority youth's modern and traditional 

capabilities, which may encourage the employment 
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Learn and Earn 

Considering their credentials, present financial 

inclinations, and market possibility, the program aims to 

enhance minority youth's modern and traditional 

capabilities, which may encourage the employment 

DeenDayalUpadhyayaGrameenKaushalyaYojana 

(DDU-GKY) 

DDU-GKY aims to train young people from impoverished 

rural areas and give them jobs that pay more than the 

minimum wage 

SANKALP 

Through advocacy, teaching and teaching, admission to a 

funding system, and the promotion of communal firms 

for growing that is equitable, the Scheme seeks to 

stimulate entrepreneurship 

Plan for Divyangjan (PwD) to Administer the Rights of 

Persons with Disabilities Act, 2016 (SIPDA) 

The PwD Act of 2016 guarantees the liberation and self-

respect of individuals with incapacities by providing 

them with admission to public transportation, teaching, 

career education, jobs, information, and communication. 

The initiative provides these individuals with financial 

support 

Directorate of Training Programmes 

Scheme for Training Craftsmen (CTS) Apprenticeship 

training under the Apprentices Act of 1961 is provided by 

the Crafts Instructor Training Scheme. Scheme for 

Advanced Vocational Training. Women's Vocational 

Training Program: Strengthening Skills for Industrial 

Value Enhancement Through Skills Training (STRIVE) 
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High spectral efficiency (SE) and information centric data traffic are supported by the next-generation 

cellular communication network and are intended to meet the needs of intelligent devices. The optimal 

use of spectrum resources is needed for bandwidth-intensive communication in multimedia multicast 

applications. Further, cellular network densification is facilitated by the immense capacity, connections, 

and ultralow latency requirements. Therefore, limited resource availability leads to interference and calls 

for additional SE. Cognitive radio (CR) is a potential option for enhancing SE by allowing low priority 

unlicensed users to collaborate on the radio spectrum with high-priority licenced users. It gains increased 

support in 5G networks due to these transmission opportunities. Using an appropriate opportunistic 

interference alignment (OIA) approach, an underlying opportunistic communication via a CR-aided 

orthogonal frequency-division multiplexing (OFDM) system is investigated in this work. Unlicensed 

users employ the possibility of transmission to enhance the SE if the licensed user falls into an outage. 

The Monte Carlo simulations demonstrated the achievable sum rate and transmission opportunities 

performance. 
 

Keywords: 5G, interference alignment, cognitive radio, orthogonal frequency-division multiplexing, 

licensed and unlicensed users. 

 

INTRODUCTION 

 
Fifth-generation (5G) communication networks facilitate millions of devices to support advanced applications in 

healthcare monitoring, tactic surveillance, device-to-device communication, and so on [1]. Providing seamless 

ABSTRACT 

 

 RESEARCH ARTICLE 

 
 RESEARCH ARTICLE 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69426 

 

   

 

 

worldwide coverage has become a critical aim as the pace of adoption of mobile communication technologies 

continues to expand globally. As a result, both terrestrial and non-terrestrial satellite networking technology has 

advanced significantly. Therefore, two types of spectrum are used in satellite communications: fixed satellite services 

(FSS) with Ka- and Ku-bands and mobile satellite services (MSS) with S- and L-bands [2]. The L-band (1,610-

1,626.5MHz) and S-band (2,483.5-2,500 MHz) are assigned to uplink and downlink, respectively, and are suitable for 

direct operation from a satellite to handheld devices as per TR of vision, requirements and evaluation guidelines for 

satellite radio interface of IMT-2022 given in release-18 [3]. Furthermore, instead of using static band allocations, 

Cognitive Radio (CR) is a well-known technology that allows wireless network elements to share spectrum 

dynamically [4]. It results in additional needs for high spectral efficiency (SE) and optimal utilization of available 

radio resources [5]. Furthermore, combining orthogonal frequency-division multiplexing (OFDM) with CR networks 

results in significant cognitive user throughput [6].  

 

Unlicensed users (like Wi-Fi (MSS) communication) are permitted to transmit simultaneously with licenced users 

(like satellite communication (FSS)) in underlay spectrum sharing (CR) networks, provided that interference from the 

unlicensed users does not lower the licenced users’ quality of service *7+. Thus, dependable high speed transmission 

for licenced and unlicensed users requires efficient interference control [8]. Also, unlicensed users share the spectrum 

in cognitive mode to identify unoccupied channels belonging to licensed users. This allows them to use the licensed 

spectrum’s underutilized capacity for effective data dissemination *9+. Interference alignment (IA) restricts the 

interfering signals within half of the signal space at the intended receiver as a viable solution for interference control 

[10]. Moreover, [11], [12] provide a full investigation of the survey and research on the IA. Also, one of the best 

techniques for IA in CR networks is opportunistic IA (OIA). The fundamental idea behind the OIA is to align the 

unlicensed users’ interfering signals on the channels or opportunities not utilized by licenced users *13+. Moreover, in 

the long-term evolution (LTE) and beyond networks, OFDM technology plays a vital role to enhance the system 

performance, providing the orthogonal resource elements per subcarrier [14]. Further, the OFDM-MIMO based CR 

system is investigated in [6] to show the efficacy of enhanced throughput for cognitive users utilizing multiple 

antennas.  

 

Using perfect and imperfect channel state information (CSI), authors in [15] extended this work by demonstrating 

LTE-OFDM macro-cell systems sharing the spectrum with a randomly deployed second layer of small cells. 

Additionally, authors in [9] demonstrated unlicensed vehicular user mobility and primary user activity performance 

for cognitive Internet of Vehicles (IoV) sharing IEEE 802.11p wide-band spectrum regime. While keeping the 

limitation of energies in the available radio resources for 5G networks, authors in [5] showed the energy efficiency 

and SE trade-off of cognitive cellular networks. Authors in [16] thoroughly examine the effectiveness of several CR 

network spectrum-sharing models in achieving the end-to-end communication objectives of multicast services in this 

string. Although the performance of downlink OFDM-aided OIA CR networks in terms of achievable data rates and 

transmission opportunities for unlicensed users is already investigated in the existing literature, there is no work 

demonstrating the use case of Wi-Fi communication based on the availability of resource elements of licensed 

satellite user’s OFDM vector. Therefore, improving the quality of service and delivering better citizen services, 

utilizing the opportunities of satellite networks in the sub-6 GHz band with unlicensed user’s communication are yet 

to be performed. The present study explores the sum rate for underlay communication over CR networks by an 

efficient combination of OFDM and OIA technology, leveraging the inherent advantages of OFDM-aided CR 

networks. Furthermore, considering the challenges of communicating with unlicensed users based on the availability 

of resource elements of licensed users’ OFDM vectors, the significant contributions of this paper are summarized as 

follows 

1. The performance of OFDM-aided OIA CR networks has been investigated for a feasible, practical 

communication scenario between satellite and Wi-Fi networks. 

2. Further, for various numbers of FFT points and threshold values, the achievable rate of unlicensed users is 

shown. 

3. Moreover, the transmission opportunities of unlicensed users is also demonstrated for varying the FFT points 

and threshold values. 
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The remaining paper is organized as follows: Section II explains the system model of one licensed and one unlicensed 

user in CR mode. Section III presents the numerical results and their thorough description. Finally, the paper is 

concluded in section IV. 

 

System Model 

Fig. 1. illustrates CR mode, including the FSS and MSS networks. The following system model has a licensed user 

transmitter (satellite) and licensed user receiver (user equipment (UE)) as a primary network. A downlink OMA IA 

based spectrum sharing unlicensed network consists of an unlicensed user transmitter (Wi-Fi communication) and an 

unlicensed user receiver (another UE). A single transmitting and receiving antenna is equipped at each node. The 

receiver users’ channels are regarded as independent, including non-identically distributed Rayleigh fading. Dotted 

lines represent the interfering signal from the other network, while solid lines represent the transmission within the 

network. On the other side, using N-point FFT, filter banks, etc., the modulated symbols are allocated to orthogonal 

resource elements (i.e., subcarriers) for a downlink OFDM transmission. For the kth resource element, the received 

signal at the uthuser is provided by 

 

Yu k =  Hu k  P xu k + Nu k ,         u = 1,2                                                                                                                             (1) 

 

where Hu is the N-point frequency representation of L Rayleigh faded channel coefficients of licensed (u = 1) and 

unlicensed (u = 2) user, respectively. xuis the modulated data for transmission. Nu ∼ CN (0,N0) is the thermal noise at 

the intended user and P˜ = P/NFFT is the power assigned to each resource element of the OFDM vector having length 

NFFT. Further, based on the fading SNR at each subcarrier of the OFDM vector, the opportunities are determined, and 

the sum rate of the licensed user is given as 

 

C1 =  log2 1 + |H1|2 γ                                                                                                                                                                                   (2) 

 

Similarly, the sum rate for unlicensed user based on the threshold SNR (γth) is given as follows 

 

𝐶2 =   
𝑙𝑜𝑔2 1 +  |𝐻2|2γ ,               |𝐻1|2γ < γ

𝑡

0,                                            𝑒𝑙𝑠𝑒
                                                                                                                        (3) 

 

Moreover, using the outage or worse channel conditions (|Hu|2γ <γth) of the licensed user, the number of vacant 

subcarriers or the transmission opportunities of the unlicensed user over the licensed user can be determined over 

various FFT points and γthvalues. 

 

SIMULATION RESULTS AND DISCUSSION 

 
The numerical simulation results of the transmission possibilities and achievable data rates for OFDM-based 

unlicensed cognitive users in the multipath Rayleigh fading channel are presented in this section. The results of the 

system under consideration are presented using a range of parameters, including threshold SNR (γth) and NFFT. In 

simulations, {64, 256, 1024} and {0.5, 1, 5, 10} are employed as the values for NFFT and γth, respectively. The 

performance of the achievable sum rate for the OIA OFDM-based CR system is shown in Fig. 2. For simulations of 

unlicensed users’ data rates, several values of the threshold SNR γth∈ {0.5, 1, 5, 10} with NFFT = 256 are examined. With 

25 channel taps, the channel variances are taken as unity. The availability of free subcarriers in the OFDM vector 

increases the achievable data rate when the γth increases. It results in the verification of the simulation’s results. 

Additionally, the sum rate of licensed and unlicensed users improves with increased SNR. Moreover, the rate of 

unlicensed users decreases at high SNR because all of the licenced users occupy the subcarriers in the OFDM block, 

whereas, at low SNR, the efficacy of the noise becomes more pronounced and impairs the performance of unlicensed 

users. The variability in transmission opportunities across the Rayleigh fading channel for an unlicensed user with a 

variable in transmitting SNR is depicted in Fig. 3. For different NFFT points, i.e., {64, 256, 1024}, with channel taps of {6, 
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25, 100}, respectively, the results are simulated with γth= 1. The transmission possibilities per subcarrier for 

unlicensed users decrease as the transmit SNR grows, owing to the large DoF available to licenced users. 

Furthermore, since the licenced user’s subcarrier power is less than the noise variation, nearly all transmission 

opportunities are available below -5 dB and above 20 dB SNR. Fig. 4 illustrates how the number of FFT points in the 

OFDM vector varies along with the transmission possibilities vs transmitting SNR for the unlicensed user over the 

Rayleigh fading channel. The simulation results are shown for different NFFT points, i.e., {64,256,1024}, with channel 

taps of {6,25,100}, and unity γth. It is noted that the simulation confirms the results and produces the same trend as 

Fig. 3. Also, it is noticeable that varying the FFT points {64,256,1024}, the opportunities of unlicensed users started to 

fall at almost 24, 19, and 15 dB SNR, respectively. The simulations are validated by increasing the FFT points since 

they result in more transmission chances. 

 

CONCLUSION 

 
In this paper, the feasible data rate for unlicensed users in a CR-aided OFDM system is evaluated quantitatively. The 

opportunistic radio resource shares licenced users’ spectrum with unlicensed users based on the outage state. With 

the help of the NFFT points and threshold SNR (γth) parameters, the latter aspect provides an intriguing conclusion 

about the possible data rate and transmission opportunities for unlicensed users. Additionally, in the future, this 

study will be expanded to include CR-aided multiuser OFDM systems. 
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Fig. 1. An illustration of CR mode including satellite 

and Wi-Fi networks 

Fig. 2. Achievable sum rate of considered OFDM-based 

CR system with various γthvalues 

  
Fig. 3. Available unlicensed user’s opportunities over 

Rayleigh fading channels for various γthvalues 

Fig. 4. Available unlicensed user’s opportunities over 

Rayleigh fading channels for various NFFT points 
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A Graphene based reconfigurable dual-band antenna using Kapton polyimide has been proposed. In a 

reconfigurable antenna, the PIN diode is used to alter the antenna's operating frequency by changing its 

electrical length or impedance. The choice of operating frequency is determined by the bias voltage 

applied to the PIN diode and the antenna's design. The proposed antenna can switch the frequency 

bands between 900 MHz and 1.37 GHz. The antenna has an overall dimension of 30 mm × 34 mm × 0.1 

mm, with a novel graphene monopole antenna on a Kapton polyimide material is used. The antenna 

resonates at different frequency bands depending upon the feed line length. Hence the frequency re-

configurability is achieved by switching of PIN Diode. When the length of the monopole line is 65 mm 

antenna resonates at 1.37 GHz with an impedance bandwidth of 22.22% (1.2–1.5 GHz). For the total line 

length of 130 mm antenna resonates at 0.90GHz with an impedance bandwidth of 24.17% (0.8–1.02GHz). 

 

Keywords: Reconfigurable, Flexible, Graphene antenna, Kapton polyimide, PIN Diode. 

 

INTRODUCTION 

 
The advent of wireless communication in the modern era has ushered in a demand for compact, resilient, and highly 

efficient antennas within the realm of wireless local area networks (WLANs). The exceptional attributes of graphene, 

including its remarkable electrical and thermal conductivity, strength, rigidity, and durability, have opened up a 

wide array of new applications. It is for these very reasons that graphene-based antennas have become the pivotal 

technology underpinning wireless communication systems. Graphene, characterized by its two-dimensional 

honeycomb lattice and monolayer-crystal carbon atomic structure, exhibits mechanical strength that is 15 to 20 times 

greater than copper while being significantly lighter, with a weight that is only a fifth of copper's weight. 

Furthermore, graphene functions as a zero band gap semiconductor, which means that the application of an electric 
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field results in the emergence of electron and hole carriers. This feature permits the precise control of conductivity 

and surface resistance, a control that can be achieved through methods such as doping and electric field biasing. 

Graphene boasts an impressive Young's Modulus (Tensile Elastic Capacity) within the range of 1000 GPa, dwarfing 

copper's modest 110-130 GPa. Additionally, graphene exhibits relatively low resistance, typically ranging from 35 to 

50 ohms per square, along with exceptional optical transparency of 80-90%.  

 

It possesses a carrier density of 2 to 6 x 10^11 holes per sheet and a mobility of 200 to 1900 cm^2/V-s. Industries in the 

aeronautics and automotive sectors have already made the transition from metal-based materials to carbon-based 

materials, thanks to the latter's lighter structure, exceptional durability, and energy-harvesting capabilities. These 

trends are poised to make graphene the go-to solution for replacing metals in the wireless field. Nevertheless, high 

electrical conductivity remains a prerequisite, which is why metals are still preferred over carbon-based materials. 

This shortfall can be overcome by enhancing plastics with conductive fillers like carbon black and graphite fibers. In 

a notable development, A. Scida and colleagues have introduced a wearable and highly flexible antenna constructed 

from graphene paper structures for NFC communication and RFID tags operating at a frequency of 13.56 MHz in the 

ISM band. This innovation effectively mitigates the problems of deformation associated with heavy metallic 

structures due to repetitive bending, as well as concerns about production costs and disposal. Furthermore, research 

by Rajni Bala et al. has shown that graphene-based antennas operating at frequencies between 2.67-2.92 THz, with 

substrates including Si3N4, Al2O3, BN, Silica, and Quartz, can deliver superior bandwidth and radiation efficiency 

compared to conventional substrate materials. 

 

 A. Thampy and collaborators have successfully achieved an optically transparent antenna using multi-walled 

carbon nanotubes (MWCNTs) in the terahertz frequency range, boasting high gain (>2 dB) and directivity (7.56 dB). 

For wearable wireless communication systems, the transmission line plays a pivotal role in conveying signals in 

electronic devices. To meet the need for high flexibility, X. Huang and associates have employed printed graphene 

material within the frequency range of 1.97 GHz. Additionally, C.N. Alvarez and colleagues have presented a 

performance analysis of reconfigurable antennas made from hybrid metal-graphene structures. In recent times, the 

development of graphene conductive ink has brought forth the possibility of creating conductive patterns on rigid or 

flexible substrates, harnessing graphene's inherent advantages in high conductivity, mechanical flexibility, 

lightweight properties, and cost-effectiveness. This method offers an efficient means to obtain satisfactory 

conductivity with reduced electrical resistivity on the surface. In this paper, reconfigurable antenna is proposed 

using Graphene as conductive material with kapton polyimide as substrate for designing and performance analysis. 

Sections II is characterized the proposed antenna designs with PIN diode equivalency implemented in the antenna 

with system setup parameter. In Section III simulation results are presented and discussed. At the end, Section IV is 

conclusion. 

 

Proposed antenna design 

An antenna is composed of a graphene patch and ground plane, with total dimensions L×W×H, 30 mm × 34 mm × 50 

µm and it is suspended on a 0.05 mm thickness dielectric substrate having, εr= 4.3 and tan δ = 0.02. The perspective 

view of reconfigurable antenna design is shown in the figure 1. Graphene antenna inquiry into a simulation to 

evaluate the performance using a PIN diode on and off equivalent circuit is shown in the figure 2. In reconfigurable 

antenna design PIN diode plays a major role and its forward bias and reverse bias equivalent values are taken as 

illustrated in the table 1. Due to skin depth effect, the thickness of the graphene sheet is a major concern in terms of 

performance. In this design, a challenge has been made to examine the effect of patch and ground base material on 

the performance of the micro strip feed line antenna. For that in this simulation 25 μm of patch and ground plane has 

been taken as a reference to simulate and optimise the design. Graphene sheet electrical and mechanical parameters 

are taken consider in simulation as illustrated in table 2. Ansys HFSS 2022R simulation software is used for 

numerical modeling of the designed antenna at an operating frequency range of 1 to 6 GHz.  
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RESULTS AND DISCUSSION 

 
Applying a positive bias voltage to a PIN diode in a reconfigurable antenna renders it conductive, resulting in a 

shorter electrical length for the antenna and a corresponding increase in resonance frequency. This permits tuning to 

higher frequency band with operating frequency at 1.3 GHz. Conversely, the application of a negative bias voltage to 

the PIN diode deactivates it, leading to an elongation of the antenna's electrical length and a reduction in resonance 

frequency band with operating frequency of 900 MHz as shown in the fig. 3 Consider the reflection coefficient more 

than -10 dB, and calculate the B.W. of resonance antenna from frequency band to |S11| plot, the B.W. of an antenna is 

22.22% and 34.82% at 900 MHz and 1.3 GHz respectively as mentioned in the table 3. As depicted in Figure 4(a), the 

surface current distribution appears uniform within the middle section of the I-shaped antenna at the lower 

frequency of 900 MHz, signifying a well-matched patch that radiates effectively at this frequency. 

 

 Conversely, Figure 4(b) reveals a distinct behaviour at the higher frequency of 1.30 GHz, where the current becomes 

concentrated along the lower edge of the radiator. This shift in current distribution implies a noticeable impact on the 

antenna's impedance characteristics at higher frequencies. The radiation pattern of the proposed antenna is 

illustrated in Figure 5. It is evident that the simulated radiation patterns closely align with each other. Notably, the 

radiation pattern exhibits two distinct peaks along the ±z axis, corresponding to the resonance frequencies of 900 

MHz and 1.3 GHz, respectively. To validate the advantages of Graphene antenna over the conventional patch 

antenna, the antenna designed using polyimide substrate. Due to lower conductivity of Graphene material to copper 

and high relatively permittivity, which is depend on the height of substrate are the prime reasons to get low value of 

Gain and radiation efficiency, but it can be overcome with the help of material science research and modern 

fabrication technology. 

 

CONCLUSION 

 
A reconfigurable graphene antenna, utilizing PIN diode, can seamlessly switch between 1.3 GHz and 900 MHz 

frequency bands, offering adaptability for diverse communication needs. Graphene’s unique properties and careful 

design optimization are essential for maintaining antenna efficiency and performance in both bands, making it 

valuable in various applications. Graphene is made up a mono carbon lattice structure, available in very thin layer 

and it can be utilized on a flexible substrate. Wearable and Transparent miniaturized gadgets are the future of 

electronic wireless system; and proposed antenna described in this work is a pioneer step towards this goal.  
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Table 1. PIN Diode Equivalent Values ON State and OFF State 

PARAMETERS ON STATE OFF STATE 

R 1 Ω 30 KΩ 

L 0.5 nH 0.9 nH 

C 0.5 µF 0.6 nF 

 

Table 2 GRAPHENE SHEET ELECTRICAL AND MECHANICAL PROPERTIES [2] 

PARAMETERS VALUE UNIT 

Carbon Content 97% --- 

Thickness 50 µm 

Density 1.98 g/cm3 

Electrical Conductivity 1.93 × 105 S/m 

Thermal Conductivity 
1300-1500(x-y plane) 

13-15 (z plane) 

W/(m)x(k

) 

Tensile Strength 30 MPa 

Sheet resistance 0.02 ohm/sq. 
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Table 3 Performance parameters of Graphene based antenna 

Freque

ncy 

Return Loss 

(dB) 
Impedance Bandwidth (%) VSWR 

900MH

z 
-30.76 22.22 

1.05

9 

1.3 

GHz 
-34.82 24.17 

1.03

6 

 

 

 

Fig.1.   Proposed antenna prospective view 

 

Fig. 2 PIN diode Equivalent Circuit (a) ON State; (b) 

OFF State. 

 

 
Fig. 3. Reflection Coefficient S11(dB) to the frequency 

plot for reconfigurable Graphene based antenna. 

Fig. 4.   Current Distribution of Graphene antenna for 

(a) 900 MHz (PIN on) 
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Fig 4.(b) 1.3 GHz (PIN Off) Fig. 5.  Radiation Patterns of Graphene Antenna with 

E-plane & H-plane for (a) 900 MHz (b) 1.3 GHz. 
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Concrete is the most widely used material in construction industry due to its durability and compressive 

strength characteristics. The disadvantage of conventional concrete is that it has high self-weight. 

Lightweight concrete plays an important role in reducing heavy self-weight of concrete with the increase 

in thermal insulation property. In this paper, lightweight concrete is made by partial replacement of 

coarse aggregate with expanded clay aggregate by volume. 
 

Keywords: Control Concrete, Lightweight Concrete, Expanded Clay Aggregate(ECA),Compressive 

strength,Silica fume 

 

INTRODUCTION 

 
Structural Lightweight concrete may be defined as the concrete of lower unit weight than that of conventional 

concrete. It has density around 1450 kg/m3 to 1850 kg/m3. Lightweight structural concrete not only reduces the dead 

weight of the structure but can also act as thermal insulator. Expanded clay aggregate (ECA) is the ultimate eco-

friendly product for versatile applications and is recommended as a Green alternative. It is one source of structural 

aggregate material which is light in weight.  Expanded Clay Aggregate is not only light in weight but is 100% inert 

aggregate (replacing fine and coarse aggregate in parts) which offers low density combined with thermal and sound 

insulating material. It is also fire resistant, insect-free and a durable lightweight inorganic product. 
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OBJECTIVE 

To design structural control lightweight concrete as per IS 10262 - 2019 using normal aggregates and then replacing 

different percentages of coarse aggregates by 10-30 % by ECA to find the optimum percentage of coarse aggregate that 

can be replaced. To study the effect of silica fume with replacement of cement by 8 % in concrete with ECA and 

control concrete. To evaluate bulk density, water absorption, and compressive strength of lightweight structural 

concrete. 

 

METHODOLOGY 
1. To find out the properties of materials.  

2. Design of Control Concrete 

3. Casting of cubes with various percentages of replacement of coarse aggregate by expanded clay aggregate 

(10% to 30%). 

4. Testing and analysis of results to find out the optimum percentage of expanded clay aggregate. 

5. Casting of the cube by replacing cement by  silica fume. 

6. Analysis of results. 

 

MATERIALS USED 
1. OPC Cement (53 Grade)  

2. Coarse aggregate 

3. Fine aggregate 

4. Expanded clay aggregate 

5. Water 

6. Admixture 

7. Silica fume 

 

Cement  

OPC cement 53 grades: -The ordinary Portland cement of 53- grade conforming to IS 12269 fresh and of uniform 

consistency is used. The cement was stored under dry conditions and for as short a duration as possible. 
Coarse Aggregate  

Coarse aggregates used were irregular and granular. Specific gravity was found to be 2.7 and  maximum size of 

aggregate of 20 mm. 

Fine Aggregate 

The fine aggregate used is of  Zone II with a specific gravity of 2.6.. 

Expanded Clay Aggregate  

Expanded Clay Aggregate (ECA) is of round pellet structure produced by firing natural clay at a temperature of 

1200°C. The resultant material is a hard, honeycombed structure. The particles thus formed are round and ranging in 

size from 2-15 mm and density ranging from 260-700 kg/m3 for use in applications. 

 

Water  

Water used for the experiment was drinking water available in college. 

Admixture   

Admixture is defined as a material other than the basic ingredient of concrete cement, aggregate and water, added to 

the concrete mix immediately before or during mixing to modify some properties of concrete in the fresh or 

hardened test. PC base admixtures were used in Mix Design 

 

FAIRFLO 5 – PC base Admixture   

Silica Fume  

1. Silica fume called as micro silica is an industrial byproduct. While manufacturing ferrosilicon alloy or silicon 

in an electric arc furnace this silica fume is produced. 
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2. Silica fume addition in concrete improves its bond strength, durability, and compression strength. Silica 

fume addition prevents the chloride ion penetration into the reinforcement bars which usually occurs in 

seashore areas.  

3. silica fume also reduces the permeability of concrete to chloride ions, which protects the reinforcing steel of 

concrete from corrosion, especially in chloride-rich environments such as coastal regions. Being  smaller 

particle, its addition decreases the workability, but replacement can be done to a specific certain limit of 8 to 

10 % of cement. 

TEST RESULTS  

1. The maximum decrease in density of lightweight structural concrete without silica fume is 22.07% and with 

silica fume is 25.5%.  

2. Expanded clay aggregate has high water absorption properties so necessary corrections to be done in preparing 

the mix design.   

3. The finishing of lightweight structural concrete by expanded clay aggregate concrete is rough as compared to 

conventional concrete. 

4. In Lightweight concrete when coarse aggregate was replaced by expanded clay aggregate by 10%, 15%, and 

20%, the strength was reduced by 4.75%, 8.46%, and 15.86% respectively for 7 days and. -8.21%,9.93% and 

14.26% for 28 days 

5. By replacing 8% cement with silica fume and for the coarse aggregate replaced by ECA by 10%,15% and 20% 

the strength was increased by 14.40%, 13.97%, and 12.52%  for 7 days  respectively for 7 days and 14.01%, 

12.95%and 11.83% respectively. 
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Table 1. Chemical Analysis Reference for Expanded Clay Aggregate (ECA) 

Description Expanded clay aggregate 

SiO2% 61.18 

Al2O3% 17.68 

Fe2O3 13.59 

CaO% 1.96 

MgO% 1.53 

K2O% 1.14 

Na2O% 1.24 

 

Table 2. Testing of ECA carried out in laboratory 

Following are the tables of mix design for Control mix and various replacements of coarse  aggregates 

with ECA 

NAME OF TEST 
 

RESULTS 

Specific Gravity 

2-8mm size of ECA 0.733 

8-15mm size of ECA 0.588 

Course Aggregate 2.75 

Fine Aggregate 2.62 

Water Absorption 
2-8mm size of ECA 12% 

8-15mm size of ECA 27% 

Impact Test Average of ECA 57.33% 

Sieve Analysis 
ECA 6.33 FM 

CA 7.07 FM 

 

Table 3. Normal Concrete 

Material Weight 

Cement 418.67kg/m3 

Coarse Aggregate 1235kg/m3 

Fine Aggregate 645.52 

Water 157 

Water Cement Ratio 0.375 

Admixture 4.1kg/m3 

 

Table 4. Percentage replacement calculation  

% 

REPLACEMENT 

VOLUME OF E.C.A 

(2-8MM) in 1m3 of 

concrete 

VOLUME OF E.C.A 

(8-15MM) 

in 1m3 of concrete 

MASS OF ECA (2-

8MM) kg 

MASS OF ECA (8 -15 

MM) kg 

10 0.059 0.074 43.51 43.51 

15 0.0773 0.0963 56.66 56.66 

20 0.091 0.114 66.958 66.958 
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Table 5. 10% REPLACEMENTS OF ECA (For SSD condition) 

Material Weight 

Cement 418.67 

Coarse Aggregate 870.24 

Fine Aggregate 654.52 

Expanded Clay Aggregate (2- 8mm) 43.512 

Expanded Clay Aggregate (8 – 15 mm) 43.512 Kg/m3 

Water 157 Kg/m3 

Admixture 4.1 Kg/m3 

Water Cement ratio 0.375 

 
Table 6. 15 % REPLACEMENT OF ECA (For SSD condition) 

Material Weight 

Cement 418.67 

Coarse Aggregate 755.56 

Fine Aggregate 645.78 

Expanded Clay Aggregate (2- 8mm) 56.66 

Expanded Clay Aggregate (8 – 15 mm) 
56.66 

Kg/m3 

Water 157 Kg/m3 

Admixture 4.1 Kg/m3 

Water Cement ratio 0.375 

 

Table 7. 20 % REPLACEMENT OF ECA (For SSD condition) 

Material Weight 

Cement 418.67 

Coarse Aggregate 669.56 

Fine Aggregate 645.78 

Expanded Clay Aggregate (2- 8mm) 66.958 

Expanded Clay Aggregate (8 – 15 mm) 
66.958 

Kg/m3 

Water 157 Kg/m3 

Admixture 4.1 Kg/m3 

Water Cement ratio 0.375 

 

Table 8. 10 % REPLACEMENT OF ECA + 8 % SILICA FUME (For SSD condition) 

Materials Weight 

Cement 374.28 

Silica fume 32.54 

Coarse Aggregate 870.24 

Fine Aggregate 645.78 

Expanded Clay Aggregate (2- 8mm) 43.512 Kg/m3 

Expanded Clay Aggregate (8 – 15 mm) 43.512 Kg/m3 

Water 157 Kg/m3 

Admixture 4.1 Kg/m3 

Water Cement ratio 0.375 
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Table 9. 15 % REPLACEMENT OF ECA + 8 % SILICA FUME (For SSD condition) 

Material Weight 

Cement 374.28 

Silica fume 32.54 

Coarse Aggregate 755.56 

Fine Aggregate 645.78 

Expanded Clay Aggregate (2- 8mm) 56.66 

Expanded Clay Aggregate (8 – 15 mm) 
56.66 

Kg/m3 

Water 157 Kg/m3 

Admixture 4.1 Kg/m3 

Water Cement ratio 0.375 

 

Table 10. 20 % REPLACEMENT OF ECA + 8 % SILICA FUME (For SSD condition)  

Material Weight 

Cement 374.28 

Silica fume 32.54 

Coarse Aggregate 671.23 

Fine Aggregate 645.78 

Expanded Clay Aggregate (2- 8mm) 66.958 Kg/m3 

Expanded Clay Aggregate (8 – 15 mm) 66.958 Kg/m3 

Water 157 Kg/m3 

Admixture 4.1 Kg/m3 

Water Cement ratio 0.375 

 

Table 11. These are the test results of the compressive strength of cubes for the above mixes. 

Type of Mix 
7 

days 
28days 

% increase / decrease of 

strength after 7 days 

% increase / decrease of 

strength  after 28days 

Control Concrete 27.99 34.21 - - 

10% replacement of CA by ECA 26.66 31.40 -4.75 -8.21 

15% replacement of CA by ECA 25.62 30.81 -8.46 -9.93 

20% replacement of CA by ECA 23.55 29.33 -15.86 -14.26 

10% replacement of CA by ECA 8% 

replacement of Cement by Silica fume 
30.50 35.80 +14.40 +14.01 

15% replacement of CA by ECA 8% 

replacement of Cement by Silica fume 
29.20 34.80 13.97 12.95 

20% replacement of CA by ECA 8% 

replacement of Cement by Silica fume 
26.5 32.8 12.52 11.83 
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Type of Mix 
Cube weight in grams 

without Silica Fume 

Cube weight in grams 

with Silica Fume 

% increase / 

decrease of 

weight without 

Silica Fume 

% increase / 

decrease of 

weight Silica 

Fume 

Control Concrete 8816   - 

10% replacement of 

CA by ECA 
7306 7140 -17.12 -19 

15% replacement of 

CA by ECA 
7206 7028.33 -18.26 -20.27% 

20% replacement of 

CA by ECA 
6810 6563.33 -22.07 -25.5% 
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Due to its superior electrical, thermal, optical, and mechanical properties, reduced graphene oxide (rGO) 

is a key component in the creation of promising materials. In this work, a simple, inexpensive, and 

environmentally friendly green reduction method was used. The first biogenic synthesis approach for 

cadmium sulphate doped reduced graphene oxide (CS-rGO) is described in this study employing Citrus 

sinensis L. as a reducing agent in a straightforward, environmentally friendly, and economically viable 

one-step process. Effectively and simultaneously, Citrus sinensis L. reduce the graphene oxide (GO) to 

produce CS-rGO nano material. Utilizing cyclic voltammetry, the electrochemical behaviour of CS-rGO 

was studied. CS-rGO nano material's antibacterial activity has been shown in a variety of culture media, 

demonstrating its superior potential to undoped rGO. Additionally, its photo catalytic activity was 

evaluated against methylene blue (MB). The transport of photo excited electrons and holes within the 

sample can be partially responsible for the increased activity. For the design and synthesis of next-

generation photo catalytic materials for effective photo catalytic activity and environmental clean-up 

applications, understanding the interaction of rGO with cadmium sulphate is crucial. 

 

Keywords: Nano material; graphene oxide; doping; green synthesis; characterization; XRD; antibacterial 

activity; cyclic voltammetry 
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INTRODUCTION 
 

Because of its unexpected electrical, mechanical, optical, and thermal capabilities, graphene has attracted 

considerable attention in a wide range of scientific communities [1]. It is a type of carbon allotrope that consists of a 

single layer of tightly packed, two-dimensional honeycomb-shaped carbon atoms with sp2 bonds [2, 3]. Reduced 

graphene oxide has a large theoretical specific surface area, high charge mobility, and superior thermal conductivity 

because to its structural makeup. It is thought that graphene's distinct electrical characteristics are the most 

intriguing feature among all of these. The advantages of controllable shape, size, crystallinity, corrosion resistance, 

ease of use and cost effectiveness, as well as strong conductivity, have made other materials mixed with reduced 

graphene oxide more popular in recent years. Reduced graphene oxide (rGO)/semiconductor nano composite 

photocatalytic activity investigation was published by Arindam Mondal et al. [4]. A rGO nano composite was created 

by Ahmadi M. Seyed et al. and tested for the photo catalytic degradation of rhodamine-B dye when exposed to 

visible light [5]. Prema Thanapackiam et al. performed comparative research of graphene oxide and reduced 

grapheme oxide nano materials [6]. Due to its intriguing and helpful qualities, cadmium sulphate has received some 

attention. In the visible spectrum, it also has a high transmission rate and moderate electrical resistance. As a result, 

it gains prominence as a significant inorganic molecule with intriguing potential for use in a variety of fields, 

including gas sensors, solar cells, and optoelectronic devices like photovoltaic cells, phototransistors, and transparent 

electrodes. Additionally, it possesses a selective photo catalytic property that enables it to be employed in the 

photodegradation of a variety of environmental contaminants, including certain organic dyes and pigments [7,8]. 

Consequently, cadmium sulphate was used in this work for the first time as a dopant.  The effect of cadmium 

sulphate on the structural, photoluminescence, electrical antibacterial and photo catalytic properties of rGO 

nanomaterial is investigated, and the results are presented in this paper.  

 

EXPERIMENTAL METHODS 
 

MATERIALS 
All of the chemicals, which were of analytical quality and were utilized without additional purification, included 

graphite (99% acid treated), sodium nitrate (98%), potassium permanganate (99%), hydrogen peroxide (40% wt.), 

sulphuric acid (98%), hydrochloric acid (35%), and cadmium sulphate. Throughout the experiment, double-distilled 

water was used. 

 

Synthesis of graphene oxide 

The oxidation of graphite has been used to produce graphene oxide according to Modified Hummer's approach.  In a 

1000 ml volumetric flask held in an ice bath (0–5°C), 50 mL of H2SO4 (98%) was continuously stirred in with 

approximately 2 g of graphite powder and 2 g of NaNO3. After 2 hours of continuous stirring at ice-bath 

temperature, 6 g of potassium permanganate was very gradually added to the suspension mixture. To maintain the 

reaction temperature below 15 °C, the rate of addition was carefully managed. After the addition of potassium 

permanganate, the mixture was allowed for constant stirring at room temperature until it became pasty brownish 

and kept under stirring for 8 hrs. It was then diluted with slow drop wise addition of 100 mlof water. The reaction 

temperature was rapidly increased to ~98 °C with effervescence, and the colour changed to complete brown colour. 

Further this solution was diluted by adding additional 200 ml of water and stirred continuously for 4 hrs. The 

reaction, which was signalled by the emergence of yellow colour, is eventually put to an end by treating the solution 

with 10 mL of H2O2. The mixture was cleaned by centrifuging it after being rinsed with 10% HCl and then numerous 

times with double-distilled water. The material was then dried at 50°C after being filtered through What man No. 41 

filter paper. Graphene oxide (GO) was dried to produce a fine powder, which led to further analysis and the 

manufacture of reduced graphene oxide (rGO). The figure 1 gives the sample of prepared graphene oxide. The 

mixture was cleaned by centrifuging it after being rinsed with 10% HCl and then numerous times with double-
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distilled water. The material was then dried at 50°C after being filtered through the filter paper. Graphene oxide 

(GO) was dried to produce a fine powder, which led to further analysis and the manufacture of reduced graphene 

oxide (rGO) [9]. 

 

Synthesis of cadmium sulphate doped reduced graphene oxide (CS-rGO) 

Utilizing effective bio-extracts, a straightforward and environmentally friendly experimental methodology has been 

used to produce reduced graphene oxide from graphene oxide particles. Citrus sinensis L. (often known as the orange 

fruit) extract was utilised in this experiment. It was acquired from a nearby store, and its juice was extracted using a 

clean polyethylene container. After that, 100 ml of double-distilled water was added to dilute it. The extract solution 

was then added precisely 100 mg of graphene oxide and 1 mole % of cadmium sulphate. The Ultra Probe Sonicator, 

Model: SM150W, was used to sonicate the mixture for around 30 minutes. There was a brown fluid that was 

disseminated. The solution was then centrifuged at 4000 rpm for 30 minutes, followed by 10 minutes at 800 W in an 

IFB 20SC2 20 L Convection Microwave Oven. As a result, cadmium sulphate doped rGO nano material (CS-rGO) 

with a black coloration was produced. The steps for producing the CS-rGO nano material is shown in the figure 2.  

 

Instrumentation 

X-ray diffracto meter Bruker AXS D8 Advance, Inst ID: OCPL/ARD/26-002, utilising CuKα (1.54056 Å) radiation was 

used to record the X-ray diffraction (XRD) pattern of the material. Using an impedance analyser (LCR Hi-Tester, 

model: HIOKI 3532-50), the sample's real and imaginary parts of impedance have been measured at various 

frequencies. Agar well diffusion was used to measure the antibacterial activity. The  photo catalytical activity was 

evaluated by measuring the degradation rate of MB (methylene blue) under a visible light source (Philips 40 W). The 

Origin Lab 9.0 software was used to create the graphical works.  

 

RESULTS AND DISCUSSION 
 

X-ray diffraction (XRD) study  

Using a powder X-ray diffracto meter, a study of powder X-ray diffraction was conducted for cadmium sulphate that 

had been doped with rGO nano material. Figure 3 depicts the recorded XRD pattern.  The pattern shows a two sharp 

peaks with significant intensities at 2θ values such as 25.85°and 26.41°. These peaks are corresponding to the planes 

(021)      and (002).  This pattern of XRD reveals the hexagonal crystallinity of the CdSO4 doped rGO. In addition to 

the above peaks, some more minor peaks such as (132), (200), (130), (023), (202), (222), (114) are also noticed and this 

indicates the incorporation of cadmium sulphate into rGO material. Indexing of the powder XRD pattern is done by 

using the data from JCPDS file Nos. 15-0086 and 89-8487 are used to index the powder XRD pattern. The Scherrer's 

relation was used to determine the sample's average particle size, which came out at 14.35 nm [10, 11]. 

 

Photoluminescence (PL) study 

The emission spectra (PL) of the CS-rGO nano sample was captured using an excitation wavelength of 200 nm, and it 

is shown in figure 4.  For the cadmium sulphate doped reduced graphene oxide samples, we can see from the 

spectrum that there are several luminescence peaks at 333 nm, 466 nm, 548 nm, and 825 nm. The strong UV band at 

333 nm, strong blue band at 466 nm, strong green band at 548 nm, and the infrared band at 825 nm are responsible 

for the peaks.  Recombination between holes in the valance band and electrons in the conduction band is thought to 

be the cause of the intense emission at 466 nm. The band at 825 nm could be caused by a number of defects in the 

material, including cadmium and sulphate ions.  As a result, the sample has many uses in the field of luminescence 

and the finding suggests that the cadmium sulphate doped reduced grapheme oxide may be a promising 

photoemitter [12,13]. 

 

 

Impedance study 
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When using comparable circuit models to analyze the conductivity behaviour, interfacial properties, dielectric 

properties, and charge carrier dynamics, impedance spectroscopy is a crucial technique. In order to get a satisfactory 

ohmic contact, the synthesised CS-rGO nanomaterial was covered with silver paint before being pelletized using a 

pelletizer. At various frequencies, the real component and imaginary part of the impedance were measured using the 

impedance analyzer (LCR Hi tester). The Nyquist plots (at 30oC and 50 oC) are depicted in figure 5 by placing the 

imaginary part of impedance (Z") along the Y-axis and the real component of impedance (Z') along the X-axis. The 

picture illustrates that the sample behaves like a semiconducting material because the value of the real component of 

impedance is decreasing as the sample's temperature rises [14, 15]. 

 

Cyclic Voltammetry 

To comprehend and characterize the redox properties, stability, and useful surface area of an electrode for bio 

sensing, cyclic voltammetry (CV) is performed. A working electrode (WE), a reference electrode (RE), and a counter 

electrode (CE) make up the three electrodes that make up a conventional CV setup. In CV, the voltage and speed of a 

potential supplied to the WE are varied over a predetermined number of cycles. The resulting current at the WE is 

monitored as the potential is scanned across a predetermined potential range.  The current generated is then plotted 

against potential to produce a CV graph that provides insights on the transducer material based on the anodic peak 

current from oxidation process and cathodic peak current from reduction process which occur on the WE. The 

potentials at which the peak currents occur are known as peak potentials. The prepared CS-rGO nanomaterial was 

analyzed using at a scan rate of 100 mV/s with the potential range of 1.0 V to 1.4 V and the CV graph is shown in the 

figure 6. From the graph we can conclude that oxidation occurs at 0.5 ampere and reduction occurs at -1.5 ampere. 

The value of capacitance is determined by using the relation C = current / scan rate and the obtained value is 0.75 

micro farad [16]. 

 

Antibacterial activity studies 

The antibacterial effectiveness of the CdSO4 doped rGO nanomaterial has been determined using the agar well 

diffusion method. Against three gram-positive bacteria, Staphylococcus aureus, Bacillus subtilis, and Bacillus cereus, as 

well as a gram-negative bacterium, Escherichia coli, the concentration of (CS-rGO) and conventional antibiotic 

gentamicin were investigated. Figure 7 presents images of the sample's zone of inhibition, and Table 1 provides 

matching values for each image. The observation shows that the antibacterial activity for the title sample's CS-rGO 

sample is very high against the gram-negative bacterium Escherichia coli and only moderately active against the 

other three gram-positive bacterias. Escherchia coli, also called E. Coli and a wound infection could result from E. 

coli contamination. It is discovered that the CS-rGO sample has significant antibacterial activity against Escherichia 

coli [17,18].  

 

Photocatalytic activity 

The degradation rate of methylene blue (MB) under visible light (Philips, 40 W) was used to assess the photo 

catalytic activity of the CdSO4 doped rGO nano material. In each experiment, 10 mg of the catalyst was dissolved in 

10 ml of the aqueous MB solution (10 mg L1), and the suspension was agitated magnetically in the dark for 30 

minutes to create an equilibrium between the adsorption and desorption of MB molecules on the catalyst surface. 

The combination was then put into a test tube and exposed to light in the visible spectrum.2 ml of the suspension 

were removed at predetermined intervals (10–60 min) and the concentration of MB was determined by measuring 

the absorbance at 664 nm with a UV–vis spectrophotometer. Figure 8 shows the CdSO4 doped rGO nano material 

photo catalytic curves that were attained. Greater specific surface areas, exceptional charge migration, electron-hole 

separation, and a lower rate of photogenerated charge carrier recombination were all linked with the improved 

photocatalytic activity. According to the literature, the photocatalytic activity is strongly influenced by the 

crystallinity, pH of the precursor solution, product shape, surfactant, surface area, and calcination temperature of the 

end products [19]. About 50% of the rGO nano material doped with cadmium sulphate is capable of photo catalysis. 

The semiconductor photo catalyst's photo catalytic performance is decreased because the majority of photo-excited 

electron-hole pairs have a tendency to recombine there. Particularly, elemental doping has been used to broaden the 

light absorption range and modify a semiconductor's redox potential, dye sensitization has also been used to do this, 
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facet engineering has been used to provide highly active surfaces, and the development of mesoporous structures 

has been used to increase the surface area for more adsorption sites and active centres [20, 21]. 

 

CONCLUSION 
 

The preparation of cadmium sulphate doped with rGO was prepared by green synthesis. The powder XRD 

diffraction peaks were indexed. The sample's photoluminescence spectrum was recorded and has a few emission 

peaks that are associated with the emission of UV, green, and yellow light. The cyclic voltammetry technique was 

used to calculate the capacitance value as 0.75 microfarad. Four bacterial specimens were tested for the antibacterial 

activity of the title sample, and it was discovered that the E.Coli specimen is more antibacterial active than the other 

three. It is discovered that the rGO nano material doped with cadmium sulphate (CS-rGO) has 50% photo catalytic 

effectiveness.   
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Table 1: Values of zone of inhibition for CS-rGO nanomaterial and standard against different 

bacterias  

Bacteria Zone of inhibition (mm) 

 CS-rGO Standard 

Escherichia coli 30 37 

Staphylococcus aureus 21 35 

Bacillus subtilis 20 30 

Bacillus cereus 18 28 
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Figure 1: Synthesized GO solution and GO powder 

 

Figure 2: Steps for synthesizing CdSO4 doped rGO 

nano material 

  

Figure 3: XRD spectrum of CdSO4 doped rGO nano 

material 

Figure 4: Photoluminescence spectrum of CdSO4 

doped rGO nano material 

 
 

Figure 5: Nyquist plots for CdSO4 doped rGO nano 

material at (i) 30 oC 

Figure 5: Nyquist plots for CdSO4 doped rGO nano 

material at  (ii) 50 oC 

 

 

 

Figure 6:  Cyclic Voltammetric graph for CdSO4 doped 

rGO nano material 

Figure 7: Photographs of antibacterial activity for 

CdSO4 doped rGO nano material 
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Figure 8: Photo catalytic curves for CdSO4 doped rGO nano material 
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The social environment of Kerala society is embedded with false pride and heteronormativity. Being a 

trans person in this cultural setting is treated more or less as a form of deviance.  This contributes to 

various forms of violence against them, ranging from symbolic violence such as exclusion and 

stigmatization towards physical violence which even includes extreme cases of sexual assaults. At this 

juncture, access to health care is significant in overcoming all of the violence they face which in turn 

ensures their physical, mental, and social well-being. Hence, the study focused on factors that inhibit 

trans persons from accessing health care. The qualitative study used secondary data sources and content 

analysis as a method for collecting data. The study found that expensive surgeries, medical negligence, 

transphobia, lack of access to government health care, inadequate medical insurance, etc., as the major 

obstacles in accessing the health care system of Kerala. 
 

Keywords: transmisia, medical negligence, Gender Affirmative Surgery, Kerala transgender policy. 
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INTRODUCTION 

 

Historically, of all the LGTBIQ+ communities in India, those who identify in a variety of sexual orientations and 

genders have been subject to the greatest amount of stigma, prejudice, and marginalization. People who identify as 

transgender, intersex, or queer are denied access to basic rights, self-dignity, physical autonomy, and health care, 

which has a substantial negative impact on their health(S. Bhattacharya.et.al,2020). In Indian society, those who 

identify as transgender are frequently ostracized, which puts them among the most vulnerable groups to social 

exclusion. They cannot live a dignified life once their gender status is known because of social stigma and 

discrimination, which is caused in part by cultural preconceptions and expectations as well as bureaucratic 

regulations that trap them in cycles of homelessness, unemployment, and restricted access to healthcare, education, 

banking, and identity documents. The arguments and conversations around the rejection or acceptance of article 377 

have forced society to reevaluate assumptions about what constitutes normal or abnormal body as well as the types 

of sexual orientations that people with ostensibly aberrant bodies may have. Social space remains inaccessible to the 

community which denied them connecting with the general population as well as the fundamental right to lead an 

exalted life. Kerala established a benchmark for a trans-welcoming state in 2014–15 with the launch of a statewide 

survey for 10 days. Subsequent events included the launch of a state initiative in the form of policy for transgender 

individuals, the establishment of a justice board, scholarships, health clinics, pensions for the elderly, employment 

opportunities in the Kochi Metro, and a number of literary, athletic, and fashion shows. 

 

But being transgender in Kerala is still a painful, traumatic, and tense experience. The outlook of the society is rested 

with false pride embedded in high morality which further worsens the situation of the community. This insists them 

to hide their identity, suppress their sexual desires as well as live as strange creatures in the orthodox society. 

According to the Transgender survey of Kerala 2014 -15 - 25,000 transpersons are residing - at the same time after 

that not a single enumeration on the community is done so far. Today we are living in a society which demands for 

data even to prove existence of one’s identity due to the digitalization of governance makes the life of community 

much harder since there is no exact statistics available on the existence of them. According to a study by 

Brindalakshmi (2020), the underrepresentation of transgender communities by public data systems that were built 

with "hidden biases" is being used as justification by several Indian governments, which has resulted in the 

bureaucratic erasing of their existence. Although adding these data sets does not ensure access to welfare or their 

rights, this structural design does not account for the historical discrimination and subsequent systemic oppression 

suffered by a minority group. Right to get proper health is considered as one of the basic prerequisites for every 

individual. Even the Sustainable Development Goals are meant to ensure healthy lives and promote well-being for 

all is also not reaching the community in practical sense. 

 

 Evidence suggests that, on average, sexual and gender minorities experience worse health outcomes, higher rates of 

certain risk behaviors (such as smoking, in addition to risks related to STIs and HIV), and poorer access to healthcare 

than the general population (Malley & Holzinger, 2018). Health systems are lagging in their ability to identify and 

appropriately address the particular health requirements of sexual and gender minorities, notwithstanding the 

difficulties they face in obtaining treatment and in generally improving health outcomes. Medical negligence is a 

serious issue faced by the transgender community in India and the situation of Kerala is also not at all different. In a 

survey conducted by the Social Welfare Department of Kerala revealed that 51 per cent of transpersons have 

experienced the denial of equal treatment in hospitals and clinics by the medical practitioners. Despite early reports 

about a ground-breaking medical procedure in Kerala, a transman's surgery performed in one of the Government 

medical colleges of the state was unsuccessful, and it was later discovered that his health was in grave danger and 

that he had not been adequately informed about his choices and the menaces involved. After being continually 

turned down for Gender Affirming Surgery in 2018, a trans man of 22 years of age killed himself. He was refused 

treatment without parental permission, contravening national and state regulations stating that adults do not need to 

obtain consent from their parents for Gender Affirmative Surgery (GAS). However, these widely reported instances 
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are just the top of the iceberg. Due to either a dearth of access to gender affirming practices or doctor’s negligence, 

majority of transgender people continue to experience suffering (Report of Queerala,2019). All these excerpts show 

the level of negligence experienced by the transgender community from the health care system of Kerala as well as 

the significance for inclusivity in the system. At this juncture the present study tried to unearth the major factors that 

inhibit transpersons from accessing health care. It specifically focused on the challenges of them in availing health 

care, the interaction of medical professionals, and flaws in institutional framework which contribute to the concerned 

problem. 

 

RESEARCH METHODOLOGY 
 

The study titled ‚Inclusivity in medical access of trans persons in the health care system of Kerala‛ tried to focus on 

the major inhibitors in accessing health care for transpersons. The study is qualitative in nature and used descriptive 

research design to describe the situational challenges faced by the community people to access health, institutional 

constraints in dispensing egalitarian health services as well as the biases of medical practitioners. Since Kerala is the 

state which initially advocated the transgender policy still lacks gender affirmative health care. This lack of gender 

affirmative health care badly affects the sexual minorities even putting their life at risk. The Kerala society is a model 

of development for the rest of the states is down in delivering inclusive health care to its citizens due to its heavily 

rooted heteronormativity. The study is purely based on secondary data sources. The data is collected from books, 

journals, reports prepared by Community Based Organizations, newspaper reports, blogs and other social media 

sites. The collected data is analyzed using Content analysis in which it is placed under distinct themes. A 

comprehensive study on this aspect is lacking and it is actually a serious issue that has to be addressed. Since 

number of people undergoing surgery as well as the consequences after the surgery are also on rise. The data is 

presented using narrative reviews. Lack of literature available on the topic is a major drawback of the current study. 

The study has also given much priority to Gender Affirmative   Surgery by ignoring other health care aspects is also 

a limitation. 

 

RESULTS AND DISCUSSION 

 
Kerala is the first state which adopted Transgender welfare policy on behalf of the NALSA judgement of 2014. 

Inspiteof the policy, it remains an unsafe space for the trans community due to lack of proper implementation, social 

stigma as well as improper awareness of what it meant to be a transperson. This in turn creates serious denial in 

accessing health care by the community. The level of treatment and access to care for many trans people who 

transition with the aid of hormone medication (and occasionally gender affirming surgery) varies greatly from one 

country to another(Murad,2010).  Inappropriate health care support or affordability leads to the health challenges 

that emerge from informal or illegal hormone intake and other interventions that are used to facilitate transition 

(Murad,2010). Transgender people frequently have unique reproductive health requirements that are 

misunderstood, such as trans man who become pregnant. As a prerequisite for legally transitioning their gender, 

many nations still require trans people to undergo sterilization (Bizic, 2018). But at the same time Kerala is a place 

where a transman has given birth to a baby recently and also the attrocities against transpersons, those who are 

committing suicide due to several issues are also on rise. The study mainly tried to find out the factors responsible 

for inhibiting the health care services for the marginalized community specifically the transpersons in Kerala. These 

factors are divided into personal, institutional as well as from the side of medicos. 
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Situational challenges faced by trans persons in availing health care 

According to the Standards of Care (SOC) published by World Professional Association for Transgender Health 

(WPATH) states the major reasons for the health disparities as transphobia, stigmatization, ignorance and the refusal 

of care when seeking health care services. 

 

Vulnerability towards diseases 

Trans persons are vulnerable to tremendous number of diseases due to insufficient access to appropriate health care 

and lack of proper knowledge about Gender Affirmative Surgery. They are more vulnerable to depression, anxiety, 

HIV, Sexually Transmitted Diseases, Cancer and so on. Even though, they are more prone to Cancer, not ready to go 

for screening which in turn which lead to delayed diagnosis and further consequences for both transmen as well as 

trans women. Globally, the UNAIDS Global Update 2018 stated that ‚the risk of HIV acquisition among gay men 

and other men who have sex with men was 28 times higher in 2017 than it was among heterosexual men‛ and ‚13 

times higher for transgender women than adults aged 15–49 years.‛ The statement below is an excerpt from ‘The 

Caravan magazine’:   

 

‚Transgender persons express their identity in the coming out process itself, they mostly desire to express 

themselves………………. In the community, many are unaware of medical specificities, but those who are doing the surgery are 

well aware of the things. They must know how the process goes, ……………………. a major concern‛-Sheethal Shyam, 

member of Kerala’s Transgender Justice Board. 

  

Reliance on informal networks for medication 

In SoC 8 which is recent one clearly stated that lack of knowledgeable health care providers, untimely access, 

previous stigmatizing experiences as well as cost barriers compelled the trans persons to take non-prescriptive 

hormone therapy. There is high incidence of self-medication by the community people, they will be taking medicines 

on the basis of their friend’s advice which results in overdose and number of grave side effects like damage to 

organs, weight gain or loss, depression as well as mood swings.  The report of Queerala in 2019 indicates that the 

Medical Health Practitioners and representatives of the community had spoken about the inhibitive tendency of the 

trans persons to reveal the complications after their surgery and the exploitation from the hospitals as out of shame. 

Lack of proper discussion on how indecorous surgery can affect one’s sex life, psychological and physical health. 

This reliance on informal networks indicates that there are no accessible, formal and fully reliable support networks 

for transgender people seeking information on healthcare options. Such information barriers make transgender 

clients easy targets for exploitative medical institutions, and there were several reported instances of health issues 

owing to self- medication and improper healthcare(Report of Queerala,2019). 

 

Discrimination and Marginalization of trans persons 

Trans people are experiencing humiliation, preconception, discrimination, harassment, abuse and violence all over 

the world, these reasons lead to social economic and legal relegation, poor mental and physical health as well as even 

death to the community people. This intersectional forms of discrimination and marginalization leads to minority 

stress known as stigma - sickness slope which in turn leads to increased rate of depression, suicidality and non – 

suicidal self-injuries. Their situation determines most of their problems in the society since we are living in a society 

whichjustifies Foucault’s notion on sex as a ‚Regulatory ideal‛ which becomes a productive power to produce, 

demarcate, circulate, and differentiate the bodies it controls. Meanwhile, transpersons are considered as the one who 

transgress the gender norms compel them to experience stigma and this early disgrace leads to sidelining and 

discrimination placing them at the risk for poverty. This eventually lead to engagement in higher risk behaviours 

later to chronic diseases such as HIV infection. 

 

Expensive Surgeries 

Expensive surgeries are another important factor which hinders the transpersons from accessing the health care 

system. Since transpersons are largely impoverished and excluded from both the educational and professional 

spheres, their healthcare decisions are heavily influenced by their financial situation (Report of Queerala,2019). Even 
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though the government is reimbursing a financial aid of maximum of 5 lakhs that is 2.5 lakh for trans women and 5 

for transmen, is not at all sufficient since many are going for corrective surgeries. One of the community members is 

detailing the expenses for the surgery in which the aid from the government is not at all sufficient. 

 

‚An ordinary vaginoplasty, a procedure that can construct vulva and vaginal canal, costs around anywhere between 1 lakh to 

1.5 lakh rupees………………………. For female to male surgeries, breast removal costs…………………………… and 

construction of a penis through metoidioplasty or phalloplasty ranges from 2.5 lakh to 4 lakh rupees depending on the complexity 

of surgery. Hormonal therapy, ………………………….‛(Surya,2021) ‚Surgeries are expensive and many raise money through 

sex work or begging. So when such surgeries fail, the impact is devastating,‛ Sreemayi told Behanbox‚.However, I see the 

government scheme to reimburse the cost of SRS as a progressive move. The bigger issue, however, is the stigma associated with 

SRS‛, said Saadiya. ‚Transgender people are reluctant to file complaints since society views SRS as a pointless 

practice‛.(Surya,2021). 

 

Transmisia 

Transphobia or transmisia is another significant non facilitator in gender-affirmative health care.It means hatred 

towards transpersons. It can be attitude, behaviour or policy which stigmatizes the gender minorities. It may also 

denies their identity as well as consider them less worthy. Even though lot of changes are happening in Kerala due to 

the transgender policy lack of inclusivity of trans persons is still a major concern. ‚Had the society accepted transgender 

persons in their true identity, many might not have opted for a surgery. Surgery gives us confidence, visibility and 

independence. After going through so many struggles in life, all we want is some inner peace and happiness,‛ Saadiya 

said.(Surya,2021) 

 

Interaction of Medical Professionals 

Like any other public institutions, hospitals are also perilous for transpersons. 

Discrimination from hospitals and medical practitioners 

Studies from all over the world have shown that health professionals are often hostile and unaware of the needs of 

patients who identify as sexual or gender minorities, and that this has a negative effect on how often people seek 

medical attention and how well they stick to their treatment plans for a variety of health conditions (Clark,2014). 

According to the report of Queerala its clear that many of the transpersons avoided to visit government hospitals 

even for primary health care needs due to lack of concealment and biased attitude of doctors and other staff 

members. 

 

Lack of infrastructure for Gender Affirmative Surgery 

Gender Afffirmative Surgery is not offered by any government hospitals in Kerala. The absence of expertise, training, 

and manpower among health personnels are all mentioned as problems. There are signs that government hospitals, 

which are already operating with meagre resources, do not emphasize gender affirmative care. There is currently no 

health insurance programme specifically designed for transgender individuals. Presently, only private clinics in 

Kerala provide SRS to transgender patients. There must be more stringent government oversight of such practices in 

the private sector, or at the very least a way for transgender people to file complaints with the Transgender Justice 

Boards, warranting investigations and punitive action, given that many transgender people seeking surgery lack the 

resources to recognise and combat medical malpractice for profit. 

 

There have been reports of surgeries being done in smaller clinics both inside and outside Kerala with insufficient 

equipment and knowledge. Numerous transgender people have experienced lifelong complications and serious 

health problems (such as urinary incontinence, recurrent infections, necrosis, and chronic pain) as a result of poorly 

performed surgeries, with doctors obtaining additional payment from patients for multiple corrective procedures. It 

is customary for patients to speak with a psychologist prior to surgery. 

‚The psychologist would just ask whether we are ready for the surgery but never talked of its implications in detail‛, said 

Govindan in an interview conducted by Behan box. 
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Medical Negligence 

Annanyah Kumari Alex who died in the year 2021 clearly shows the level of gender affirmativity in the health care 

system of Kerala because she is the victim of medical negligence. In her interviews with a number of media sites, she 

had been disclosing in graphic detail the horrific specifics of her failed operation and the resulting trauma she 

experienced. ‚You cannot call my post-surgery private part a vagina. It is like a hacked piece of meat. It looks as if a hole is 

made in the flesh. I go through excruciating pain every day‛, she told The Cue. ‚I need to undergo corrective surgery by an 

expert doctor. I am a person who sees life in a positive way. But sometimes I feel like ending my life. The doctor and the hospital I 

chose have thrown me onto the street,‛ she said in the video. ‚Botched surgeries are not new 

………………………………………… it might sabotage the only available treatment facilities in the state‛, said a trans rights 

activist who requested anonymity. Anannyah faced a lot of difficulty as an effect of her surgery. After surgery she 

was not able to stand, sit, laugh or even cry, due to the severe pain she experienced. Anannyah had said in The Cue 

interview, ‚I have also been experiencing breathing difficulties. I had wished for a sex reassignment surgery that will give me a 

vagina like a woman’s.…………………… but my private part looks as if it has been cut ruthlessly with a knife. 

………………………………. medical negligence‛. ‚Once, following the surgery, late evening, she fell severely ill 

……………………….. They pushed her out. In another instance also, ……………………... Anannyah had herself told me 

about these instances,‛ says her father.(https://www.thenewsminute.com/article/anannyah-was-pushed-out-hospital-

twice-kerala-trans-woman-s-father-alleges-152733) 

 

Unawareness of Mental Health Professionals 

There were several reports of malpractice by psychiatrists and psychologists, and most transgender people harbour 

deep distrust towards mental health professionals. There are indications that many mental health professionals are 

unaware of gender variance and the correct protocol to be followed in treating a transperson. Psychiatrists were 

reported as having discouraged transgender clients from surgery (because their dysphoria might just be a ‚feeling‛), 

as not following proper assessment procedures for transgender clients who wished to have SRS and as not even 

knowing how to address their transgender clients. Although an MHP consulted forthis report was of the opinion that 

it is mental health professionals with spurious qualifications who provide such services, community members 

reported such behavior from well-qualified mental health professionals as well, indicating that there are serious gaps 

in the training given to qualified Medical Health Practitioners (Report of Queerala,2019). 

 

Flaws in institutional framework 

Absence of Government hospitals, gaps in the NALSA judgement as well as other legislations related to 

transpersons, lack of resources and allowances like cis genders are the major flaws of the institution. 

 

Absence of Government hospitals 

According to a study conducted by the Kerala-based LGBTQIA+ organization Queerala, in 2019, gender-affirmation 

health care was not offered in the state’s public healthcare system. This is a violation of the Transgender Persons 

(Protection of Right) Act, 2019, which compels the government to ensure public healthcare facilities for transgender 

persons including free of cost gender affirmative healthcare (Ej& Bhavani,2021). The State Human Rights 

Commission and the former Health Minister KK Shailaja have received a trans man who experienced Affirmative 

surgery from a government hospital, regarding his botched surgery and the subsequent trauma he endured. ‚They 

took my body for their experiment. The doctor I consulted in Mumbai told me that the surgery ……... This in turn led to several 

complications. The strong antibiotics they gave me for the infection caused further serious health issues‛, he said in an 

interview with First post. 

 

Privatisation of Gender Affirmative Surgery 

Government hospitals in Kerala are not at all performing Sex Reassignment surgery or any other gender affirmative 

care which subsequently boosted the growth of private hospitals.‚Private hospitals, in a hurry to cash in on the financial 

support offered by the government, flouted many of the norms‛, said Krishnan (Surya,2021).‚Around five persons underwent 

SRS surgery during the time I was admitted at the hospital. I realized that they were cashing in on our desperate urge for a 

better life. In Anannyah’s case, I realized that she was neither given necessary hormone therapy nor psychological 
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support,‛ Govindan told Behanbox. In Kerala, there is a clear tendency towards the privatisation of gender-affirming 

services, which has significant ramifications. There is a chance that this tendency will limit healthcare for transgender 

people to those who can afford it, even though private players are setting the bar for gender-affirmative healthcare 

and providing affordable services. It can also reinforce the notion that procedures like Hormone Therapy and SRS 

are "luxury" cosmetic services rather than necessary welfare programmes to handle a particular group of people's 

right to life. 

 

Lack of systematized Care and standardized Protocol for Surgery 

Due to lack of systematized care in the hospitals of Kerala, many transpersons are compelled to consult different 

medical health practitioners for different processes like general health care, psychiatric evaluation, hormone therapy, 

counseling and for Gender Affirmative Surgery. This creates serious problems in terms of logistics both for health 

practitioners as well as the clients. There is no single standard protocol adopted by Kerala for performing the surgery 

which results in non – transparent and ad hoc procedures. Community leaders of Kerala concurred that facilities in 

cities like Mumbai, Delhi, Coimbatore, Mysore, and Bangalore were more well-trusted because they had been 

serving the needs of transgender people, especially trans women, for a long time. Since Coimbatore is closer to 

Kerala and has a tradition of providing care for transgender people, it was most frequently mentioned as a location 

where people travelled for surgery. Some community leaders were not aware that Kerala has SRS facilities. In order 

to provide transgender people with quick, affordable services, many of these out-of-state services circumvented 

appropriate documentation, informed consent, and WPATH guidelines, according to both Medical Health 

Practitioners and representatives (Report of Queerala,2019).  Medical Health Practitioners (MHPs) stressed the 

significance of integrating gender-affirming healthcare into current welfare programmes. To make gender 

affirmative care available and affordable, public-sector action and private-public partnerships are required (Report of 

Queerala,2019). The government is providing financial aid only after the surgery has done which creates a serious 

threat to the community people because they will be doing risky jobs for making money for doing surgery. Majority 

of them are undergoing surgery mainly to get acceptance from the society as well as from the community.  

 

Loopholes in the legislation for trans community 

In the NALSA v/s Union of India judgement the Supreme Court declared that gender is a person decision which 

doesn’t need a committee examination or changes in the body for any acceptance amidst this decision from the 

honourable Supreme Court. This bill states that a transgender person should present themselves in front of the 

district magistrate and need a declaration from them so as to live as a male or a female. They need to undergo Sexual 

Reassignment Surgery. This is the violation of the above-mentioned NALSA judgement (Anagh,2020).  At the same 

time the transgender id card is mandatory for getting any welfare funds also complicates the issue. So, many 

community people with or without knowing the impacts are undergoing surgery at any cost.  The transgender 

protection bill of 2019 cited that hormone treatment and Sexual Reassignment Surgery would be made available to 

transgender persons through government hospitals. But the bill does not explain the mode of expenditure to be 

incurred for the purpose as well as the ways and means of approaching the hospitals concerned (Anagh,2020). Even 

not a single hospital is performing Sex Reassignment Surgery in Kerala is also a major flaw in the institutional 

framework. ‚No one has expertise regarding these surgeries, no one has properly studied about it,…….. Access to these bodies 

is still difficult for many of us. The state’s reimbursement of funds for gender-affirmation surgery is a flawed one………………. 

and fixed rate must be available‛ (Surya,2021).Many are compelled to go for corrective surgeries after Gender 

Affirmative Surgeries and the expenses will not be covered under the 3000 rupees given by the government. Medical 

insurance coverage is  also not available for them which further worsens the situation. 

 

Health care is not something which is inseparable from well-being in general its directly correlated with one’s status 

as social beings. The social stigma is the root cause for the problems faced by the community. Gender affirmative 

health care helps to reduce the problems and that is not at all limited to surgical and biomedical procedures but for 

that social acceptance and long-term support is necessary. There is no uniform protocol for performing surgery in 

Kerala and also ethics panel is necessary to improve the situation. The doctors should be trained properly for 

conducting treatment for the transpersons because majority of them are not knowing the procedures rather they 
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considers the human bodies as experiment objects. Government hospitals and medical colleges should be able to 

provide comprehensive health care for the community is an urgent need. WPATH (World Professional Association 

for Transgender Health) itself is clearly giving guidelines for creating a trans friendly atmosphere. One of their 

strong recommendations is patients active participation in decision making about their own health care with the 

support of health care professionals. This will result in inclusive policies without the imposing requirements for 

diagnosis, hormone therapy or surgery. Availability, accessibility, and acceptability of quality of health care is 

necessary. For getting an identity and recognition many are running behind surgeries without proper knowledge, 

doing risky jobs and ends in failed surgeries which badly affects their physical, mental as well as reproductive 

health. So, proper gender sensitization should be given to community as well as medical health practitioners. High 

priced surgeries, medical negligence, transphobia or transmisia, lack of access to government health care, inadequate 

medical insurance, etc., as the major obstacles in accessing the health care system. Effective implementation of 

transgender policy can make significant changes in the current scenario. 
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The present study aimed to evaluate the combining ability and gene action in parental lines and hybrids 

of Kharif sorghum landraces, focusing on grain yield and its associated traits. Employing the Line x Tester 

method, a total of 27 F1s were generated by crossing nine female lines with three male lines. Data 

pertaining to twelve phenotypic traits were collected. Among the parental lines, EG 1, SEA 14, EG 54, 

ERN 26, and CSV 15 exhibited notable general combining abilities for grain yield and other associated 

traits. Crosses with significant specific combining ability (sca) often involve one parent with a high 

general combining ability (gca), resulting in elevated individual performance. Specifically, crosses like EG 

1 x CSV 15, EG 54 x CSV 15, ERN 26 x CSV 15, and EG 2 x CSV 20 exhibited markedly higher grain yield 

and associated traits in a favorable direction, indicating their superior performance is attributed to non-

allelic gene interactions. Additionally, SCA variances predominated over GCA variances for most 

characteristics, implying the prevalence of non-additive gene effects. 
 

Keywords: kharif sorghum landraces, Combining ability, Gene Action, GCA, SCA.  
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INTRODUCTION 

 

Sorghum (Sorghum bicolor L. Moench) is a diploid C4 grass species, a constituent of the Poaceae family. It is often 

cross-pollinated and possesses a chromosomal count of (2n = 2x = 20).The crop commonly known as the "Great 

Millet" holds significant importance as a grain in arid to semi-arid regions across the globe, contributing as a vital 

staple for the purpose of nourishing both humans and as sustenance for livestock. It originated in Africa and is now 

grown extensively in tropical and subtropical areas. In India, it was cultivated on 3.81 million hectares, yielding a 

total of 4.23 million metric tons during the year 2022 (Agricultural Statistics at a Glance 2022 of the Department of 

Agriculture, Cooperation, and Farmers Welfare). Sorghum is recognized as a highly nutritious grain due to its higher 

content of minerals and dietary fiber in contrast to rice and maize. Furthermore, it is notable that sorghum is a 

gluten-free cereal crop.Given its importance, advancing the development of this crop is crucial as it holds the 

potential to substantially influence the socioeconomic well-being of the population residing in India's drought-prone 

regions. Farmer's varieties, known as landraces, are widely acknowledged as the primary sources of genetic diversity 

[1]. These Indigenous populations possess a vital role as valuable reservoirs of variation that contribute to the efforts 

of breeders in creating enhanced cultivars known for improved yields, enhanced nutritional content, and increased 

resistance to diseases and climatic conditions[2].Several statistical methods have been developed to gather insights 

into gene action and the mode of inheritance for various traits. Within these methodologies, the line x tester analysis 

[3]has found extensive application in genetic analysis across various crop species. This methodology serves as a 

highly efficient means to assess the combining ability and gene action of numerous inbred lines to adopt an 

appropriate breeding strategy. Therefore, this study aimed to assess the General Combining Ability (gca) and Specific 

Combining Ability (sca) while determining the mode of gene action for yield and yield-related traits in Kharif 

sorghum landracesto facilitate parental selection and improve germplasm for breeding programs, ultimately leading 

to an increase in production. 

 

MATERIALS AND METHODS 

 
The present investigation was conducted during the Kharif season of 2021-2022 at ICAR-Indian Institute of Millets 

Research in Hyderabad. The experimental material for this study comprised nine Kharif landraces as female parents 

and three-grain sorghum varieties as male parents, as detailed in Table 1. These parent lines were crossed using the 

Line x Tester mating design, resulting in the production of 27 new hybrids during the Rabi season of 2021-22. The 

hybrids were evaluated in Randomized Block Design with three replications for combining ability in Kharif2022. 

Observations were recorded on five random but competitive plants for twelve characters viz., days to 50 percent 

flowering, plant height (cm), number of leaves, leaf length (cm), leaf width (cm), panicle length (cm), panicle width 

(cm), panicle length of primary branches (cm), stem diameter (cm), days to maturity, hundred seed weight (g) and 

grain yield per plant (g).Mean values were subjected to line x tester analysis to estimate general combining ability 

(gca) and specific combining ability (sca) effects and their respective variances as per the method suggested by [3]. 

 

RESULT AND DISCUSSION 

 
The analysis of variance was conducted to evaluate the variability among the parental lines and crosses across twelve 

different traits. Significance was determined using the F-test. Details of the analysis of variance for these twelve 

traits, including replication mean square, genotype mean square, error mean square, and critical differences at 5% 

and 1%, are presented in (Table 2). The mean sum of squares attributed to genotypes exhibited high significance 

across all the studied traits, indicating the presence of substantial variability for both yield and yield-related 

characteristics within the examined material. It is worth noting that although parents may exhibit high perse, this 

may not necessarily be inherited by their progeny. Hence, calculating the combining ability of parents is crucial for 
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predicting their performance in hybrid combinations. The crosses were found to be significant for all the traits 

examined, a result in line with previous studies [4-6].  

 

gca effects 

Parents were categorized as good, average, or poor combiners based on their general combining ability (gca) 

estimates. A summarized overview of the gca effects of parents for various traits is presented in Table 3. None of the 

parental lines exhibited good combining ability for all traits collectively, suggesting the need for different parents to 

enhance genetic improvement of various yield components. gca effects assist in identifying promising parents. 

Analysis of the gca effects for 12 parents (comprising 9 lines and 3 testers) across 12 traits revealed noteworthy 

findings. EG 2 exhibited favorable gca effects for traits such as plant height (89.38), number of leaves (0.69), leaf width 

(0.31), panicle length (2.03), and panicle width (0.51). EG 35 showed positive gca effects for days to 50% flowering 

(1.96), leaf length (3.07), panicle width (1.08), and hundred seed weight (0.1). EA 10 displayed favorable gca effects 

for six traits: plant height (35.27), number of leaves (0.78), leaf length (10.61), leaf width (0.35), stem diameter (0.21), 

and days to maturity (6.01). EG 1 demonstrated significant gca effects in a desirable direction for eight traits: plant 

height (50.54), leaf length (2.52), panicle length (4.38), panicle width (0.35), panicle length of primary branches (0.89), 

stem diameter (0.23), hundred seed weight (0.31), and grain yield per plant (15.21). Similarly, E 158 exhibited good 

gca effect for days to 50% flowering (5.85) and panicle length of primary branches (2.51).  

 

SEA 14 displayed favorable gca for five traits: number of leaves (0.51), panicle width (0.64), hundred seed weight 

(0.14), and grain yield per plant (2.69). EG 54 showed promising gca effects for ten traits, including days to 50% 

flowering (6.19), number of leaves (0.75), leaf length (3.54), leaf width (0.38), panicle length (3.47), panicle width 

(1.00), panicle length of primary branches (0.31), stem diameter (0.22), hundred seed weight (0.33), and grain yield 

per plant (6.4). GGUB 61 exhibited good gca for plant height (8.29), number of leaves (0.44), and hundred seed weight 

(0.24), while ERN 26 displayed favorable gca for six traits: days to 50% flowering (2.07), leaf width (0.31), panicle 

length (2.07), panicle length of primary branches (0.66), days to maturity (3.46), and grain yield per plant (15.44). 

Among the male parents, CSV 20 showed good gca for two traits: plant height (3.86) and number of leaves (0.28). 

CSV 15 exhibited favorable gca for ten traits, including days to 50% flowering (3.19), number of leaves (0.65), leaf 

length (1.92), panicle length (2.69), panicle width (0.68), panicle length of primary branches (0.22), stem diameter 

(0.13), days to maturity (6.05), hundred seed weight (0.17), and grain yield per plant (6.1). CSV 27 displayed good 

GCA for leaf width (0.11), plant height (7.43), and stem diameter (0.08). These findings suggest that parents such as 

EG 1, SEA 14, EG 54, ERN 26, and CSV 15 possess a high concentration of favorable genes for yield and related traits, 

making them excellent combiners. They can be effectively utilized in breeding programs to develop kharif sorghum 

varieties/hybrids with desirable characteristics. These results align with previous studies [4,6,7-10]. 

 

scaeffects 

In sorghum, negative specific combining ability (sca) effects are considered favorable for traits such as days to 50% 

flowering, and days to maturity. Among the 27 crosses evaluated, six hybrids for days to 50% flowering and nine 

hybrids for days to maturity exhibited notably high negative sca effects. Conversely, positive and significant sca 

effects were observed in twelve hybrids for plant height, five hybrids for number of leaves, nine hybrids for leaf 

length, three hybrids for leaf width, eleven hybrids for panicle length, nine hybrids for panicle width, twelve hybrids 

for panicle length of primary branches, twelve hybrids for stem diameter, seven hybrids for hundred seed weight, 

and nine hybrids for grain yield per plant (refer to Table 4). 

 

Among these hybrids, EG 2 x CSV 20 demonstrated commendable sca effects for leaf length, leaf width, panicle 

width, panicle length of primary branches, stem diameter, and grain yield per plant. The cross EG 1 x CSV 15 

exhibited favorablesca effects for days to 50% flowering, plant height, panicle length, panicle width, panicle length of 

primary branches, and grain yield per plant. Likewise, the hybrid EG 54 x CSV 15 displayed positive sca effects for 

days to 50% flowering, leaf length, panicle length, panicle length of primary branches, stem diameter, and seed yield 

per plant. Additionally, the cross ERN 26 x CSV 15 showcased noteworthy sca effects for the number of leaves, 

panicle length, panicle width, panicle length of primary branches, stem diameter, days to maturity, and grain yield 
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per plant. Hence, these four cross-combinations exhibit significant SCA effects for the desired traits. These findings 

align with previous studies [4,6,11-13]. 

 

Gene action 

Combining ability analysis provides insights into the genetic mechanisms influencing the expression of various 

traits. This information guides the selection of appropriate breeding approaches for trait improvement. Crosses 

exhibiting superior performance on an individual basis, along with significant and desirable specific combining 

ability (sca) effects for various traits, involve combinations of good x good, good x average, good x poor, average x 

average, average x good, poor x good, and poor x average parents. For all the traits examined, crosses with 

noteworthy sca effects in the desired direction typically involve parents with high x high, high x low, or low x high 

general combining ability (gca) effects, suggesting that the high performance of these crosses arises from 

 

 
additive, dominance, and epistatic gene interactions. The most promising cross combinations are those where both 

parents, or at least one of them, exhibit high magnitudes of both sca and gca effects. 

 

Hence, the hybrids EG 1 x CSV 15, EG 54 x CSV 15, ERN 26 x CSV 15 exhibited high × high parental gca effects for 

grain yield per plant, indicating an additive × additive type of gene action that could be leveraged through heterosis 

breeding. Additionally, it was noted that positive alleles interacted in crosses involving high × high combiners, a 

condition that could be stabilized in subsequent generations unless repulsion-phase linkages are involved. 

Conversely, the cross EG 2 x CSV 20 for grain yield per plant exhibited low × low parental gca effects, signifying 

over-dominance and epistatic interactions. These findings align with the studies of [6,14-16]. The estimates of GCA 

and SCA variances, their ratios, and the inferred gene action are detailed in Table 5. It was observed that the 

magnitude of SCA variances exceeded that of GCA variances for all examined traits. These traits exhibit 

characteristics desirable for heterosis breeding and can be utilized in hybrid development. The ratio (δ2GCA/δ2SCA) 

was consistently less than the unity, indicating the prevalence of non-additive gene action. This aligns with prior 

research [16,17]. 

 

CONCLUSION 

 
The analysis of variance for all the traits in this study yielded highly significant results. The parental lines in this 

study encompassed a diverse genetic background from their source populations, resulting in hybrids that 

demonstrated substantial specific combining ability effects. A significant portion of the crosses with notable specific 

combining ability effects involved combinations of either good x good or average x good general combiners for the 

majority of the traits under scrutiny. The coexistence of both additive and non-additive genetic effects suggests the 

potential for concurrent utilization of these gene actions through selective inter-mating and recurrent selection. From 

this study, it can be inferred that there is substantial room for improvement in yield per plant by strategically 

crossing divergent parents. These selected parents can then be further leveraged in hybridization programs to 

develop high-heterotic hybrids. 
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Table 1 List of genotypes that were utilized as parents 

S. No. Parents (Local Name) Code Accession No IC Number 

Lines 

1 ManjalCholam L1 EG 2 
IC 541309 

2 SenkatanCholam L2 EG 35 
IC 541342 

3 Irungu Cholam L3 EA 10 
IC 345252 

4 PeriyaManjalCholam L4 EG 1 
IC 541308 

5 Sundia L5 E 158 
IC 568375 

6 Nandyal Tella Jonna L6 SEA 14 
IC-0627117 

7 VailkattuCholam L7 EG 54 
IC 541361 

8 Mehara Jowar L8 GGUB 61 
IC 319902 

9 Solapuri L9 ERN 26 
IC 568541 

Testers 

1 Grain sorghum variety T1 CSV 20 - 

2 Grain sorghum variety T2 CSV 15 - 

3 Grain sorghum variety T3 CSV 27 - 

 

Table 2 Analysis of variance for parents and crosses for twelve morphological traits in Kharif sorghum landraces. 

Source of 

variation 

 

d.

f. 

Days 

to 50% 

Flowe

ring 

Plant 

height 

(cm) 

 

Num

ber 

of 

leave

s 

Leaf 

Leng

th 

(cm) 

 

Lea

f 

wid

th 

(cm

) 

 

Pani

cle 

leng

th 

(cm) 

 

Pani

cle 

widt

h 

(cm) 

 

Panic

le 

lengt

h of 

prima

ry 

branc

hes 

(cm) 

 

Stem 

diam

eter 

(cm) 

 

Days 

to 

matu

rity 

Hund

red 

seed 

weig

ht (g) 

Grai

n 

yield 

per 

plan

t (g) 

 

Replicati

on 

 

2 

 

8.83 24.15 0.23 0.79 0.05 0.11 0.03 0.03 0.004 4.54 0.009 2.22 

Genotyp

es(G) 
38 

109.44*

* 

8519.2

2** 
8.27** 

174.8

9** 

2.67

** 

53.31

** 

4.60*

* 
7.80** 

0.441*

* 

228.7

2** 

0.468*

* 

491.9

6** 

Hybrids(

H) 
26 

109.91*

* 

10215.

67** 
4.85** 

191.4

3** 

2.75

** 

51.62

** 

5.51*

* 
6.51** 

0.336*

* 

168.4

6** 

0.388*

* 

537.0

7** 

Parents(P

) 
11 

112.76*

* 

5173.3

7** 

16.15

** 

144.7

2** 

2.46

** 

60.48

** 

2.66*

* 

11.52*

* 

0.630*

* 

318.8

6** 

0.591*

* 

225.8

2** 

Lines(L) 8 
121.34*

* 

6913.7

1** 

20.37

** 

148.5

3** 

2.80

** 

69.65

** 

3.56*

* 

11.84*

* 

0.641*

* 

287.7

5** 

0.588*

* 

179.8

9** 
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Testers(T

) 
2 14.78 449.60 6.81** 

95.69

** 

2.28

** 
2.83 0.03 1.26** 

0.770*

* 

116.7

7 
0.052 68.92 

LXT 16 46.54** 
2184.9

8** 

34.23

** 

159.6

2** 

3.82

** 

14.12

** 

3.31*

* 
2.81** 0.25** 

96.32*

* 

0.071*

* 

142.6

2** 

Error 76 4.07 32.34 0.26 4.06 0.04 0.54 0.12 0.03 0.005 6.83 0.005 3.93 

**and* indicates significant at 1% and 5%, respectively. 

Table 3 Estimates of general combining ability effects (gca) of lines and testers for twelve morphological traits. 

Charact
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le 
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h 

(cm) 

 

Panic

le 

widt

h 

(cm) 

 

Panicl

e 

length 

of 

primar

y 

branch

es (cm) 

 

Stem 

diamet

er (cm) 

 

Days 

to 

maturi

ty 

Hundr

ed 

seed 

weight 

(g) 

Grai

n 

yiel

d 

per 

plan

t (g) 

Lines             

EG 2 3.37 ** 
89.38 

** 
0.69 ** 0.7  

0.31 

** 

2.03 

** 

0.51 

** 
-0.58 ** 0.02  -1.90* -0.65 ** 

-3.21 

** 

EG 35 -1.96 ** 
-6.6 

** 

-0.76 

** 

3.07 

** 

-0.36 

** 

-3.86 

** 

1.08 

** 
-0.4 ** -0.21 ** 1.43 0.1 ** 

-2.12 

** 

EA 10 -0.96  
35.27 

** 
0.78 ** 

10.61 

** 

0.35 

** 
-0.35  

-0.87 

** 
-0.16 * 0.21 ** -6.01** 0.1 0.02  

EG 1 4.7 ** 
50.54 

** 

-0.47 

** 

2.52 

** 

-0.59 

** 

4.38 

** 
0.35 * 0.89 ** 0.23 ** 2.54** 0.31 ** 

15.2

1 ** 

E 158 -5.85 ** 

-

30.11 

** 

-1.78 

** 

-4.55 

** 

-0.27 

** 

-3.71 

** 

-0.94 

** 
2.51 ** 0.05  -4.35** -0.33 ** 

-

17.7

4 ** 

SEA 14 7.59 ** 

-

27.76 

** 

0.51 ** 
-4.62 

** 
0.02  0.07  

0.64 

** 
-1.38 ** -0.12 ** 4.43** 0.14 ** 

2.69 

** 

EG 54 -6.19 ** 

-

12.71 

** 

0.75 ** 
3.54 

** 

0.38 

** 

3.47 

** 
1 ** 0.31 ** 0.22 ** 7.21** 0.33 ** 

6.4 

** 

GGUB 

61 
1.37 * 

8.29 

** 
0.44 ** 

-3.9 

** 

-0.16 

* 

-4.11 

** 

-1.78 

** 
-1.85 ** -0.32 ** 0.1 0.24 ** 

-

16.6

9 ** 

ERN 26 -2.07 ** 

-

106.2

9 ** 

-0.18  
-7.36 

** 

0.31 

** 

2.07 

** 
0.02  0.66 ** -0.09 ** -3.46** -0.14 ** 

15.4

4 ** 

Tester             

CSV 20 3.15 ** 
3.86 

** 
0.28 ** 

-0.97 

* 

-0.14 

** 

-0.32 

* 

-0.52 

** 
0.03  -0.21 ** 2.99** -0.02  

-3.91 

** 

CSV 15 -3.19 ** 

-

11.29 

** 

0.65 ** 
1.92 

** 
0.04  

2.69 

** 

0.68 

** 
0.22 ** 0.13 ** -6.05** 0.17 ** 

6.1 

** 

CSV 27 0.04  
7.43 

** 

-0.93 

** 

-0.95 

* 

0.11 

* 

-2.37 

** 

-0.16 

* 
-0.25 ** 0.08 ** 3.06** -0.15 ** 

-2.19 

** 

** and * indicates significant at 1% and 5%, respectively 
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Table 4 Estimates of specific combining ability (sca) effects of crosses for twelve morphological traits. 

Sr.

No 

Charact

ers 

Days 

to 50% 

Flower

ing 

Plan

t 

heig

ht 

(cm) 

 

Num

ber of 

leave

s 

Leaf 

Leng

th 

(cm) 

 

Lea

f 

wid

th 

(cm

) 

 

Pani

cle 

lengt

h 

(cm) 

 

Pani

cle 

widt

h 

(cm) 

 

Panicl

e 

lengt

h of 

prima

ry 

branc

hes 

(cm) 

 

Stem 

diame

ter 

(cm) 

 

Days 

to 

matur

ity 

Hund

red 

seed 

weigh

t (g) 

Gra

in 

yiel

d 

per 

pla

nt 

(g) 

 Crosses             

1 

EG 

2XCSV 

20 

-1.59 
30.1

9 ** 
0.27 

3.83 

** 

0.85 

** 
0.83 

0.85 

** 
0.54 ** 0.33 ** 4.12** 0.06 

4.51 

** 

2 

EG 

2XCSV 

15 

2.07 

-

66.3

4 ** 

-0.03 -1.85 0.08 
-1.51 

** 

-1.54 

** 

-0.58 

** 

-0.57 

** 

-

4.84** 
-0.1 * 

-

8.73 

** 

3 

EG 

2XCSV2

7 

-0.48 
36.1

5 ** 
-0.24 -1.98 

-

0.93 

** 

0.68 
0.69 

** 
0.03 0.24 ** 0.72 0.05 

4.22 

** 

4 

EG 

35XCSV 

20 

-6.59 ** -5.44 -0.48 

-

10.34 

** 

-

0.41 

** 

0.19 
-1.53 

** 
0.63 ** 

-0.15 

** 
1.12 0.12 ** 2.19 

5 

EG 

35XCSV 

15 

7.41 ** 
14.5

8 ** 

0.75 

** 

10.77 

** 

1.14 

** 

-1.09 

* 

-0.65 

** 

-1.75 

** 
0.13 ** -1.17 -0.05 

-

5.49 

** 

6 

EG 

35XCSV

27 

-0.81 
-9.14 

** 
-0.26 -0.43 

-

0.73 

** 

0.9 
2.18 

** 
1.12 ** 0.01 0.05 -0.07 

3.3 

** 

7 

EA 

10XCSV 

20 

-0.26 
17.8

3 ** 
0.38 

4.92 

** 

0.68 

** 

2.01 

** 

0.63 

** 
0.59 ** 0.08 

11.57*

* 

-0.34 

** 

-

3.43 

** 

8 

EA 

10XCSV 

15 

-1.93 
17.9

1 ** 

-1.51 

** 

-3.96 

** 
-0.1 

1.27 

** 
0.17 0.87 ** 

-0.12 

** 

-

6.73** 
0.05 1.97 

9 

EA 

10XCSV

27 

2.19 

-

35.7

4 ** 

1.13 

** 
-0.96 

-

0.57 

** 

-3.28 

** 

-0.8 

** 

-1.46 

** 
0.04 

-

4.84** 
0.29 ** 1.46 

10 

EG 

1XCSV 

20 

4.41 ** 
12.8

9 ** 

-0.77 

** 

7.15 

** 

0.55 

** 

0.94 

* 
-0.2 

-1.32 

** 
0.17 ** -2.32 0.11 * 

-

3.15 

* 

11 

EG 

1XCSV 

15 

-4.93 ** 
8.26 

* 
0.33 

-7.61 

** 

-1.5 

** 

1.47 

** 

0.48 

* 
1.42 ** 0.06 4.38** -0.01 

2.61 

* 

12 

EG 

1XCSV2

7 

0.52 

-

21.1

5 ** 

0.44 0.46 
0.95 

** 

-2.41 

** 
-0.28 -0.1 

-0.23 

** 
-2.06 -0.1 * 0.53 

13 E 3.3 ** - 0.07 -5.05 -2.5 -0.03 0.09 -0.21 0.14 ** -3.10* 0.01 4.01 
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158XCS

V 20 

26.8

6 ** 

** ** ** 

14 

E 

158XCS

V 15 

-2.37 * 
16.7

5 ** 
0.24 0.93 

1.32 

** 

-1.18 

* 
-0.23 0.27 * 

-0.35 

** 
-3.06* -0.05 

-

7.66 

** 

15 

E 

158XCS

V27 

-0.93 
10.1 

** 
-0.31 

4.13 

** 

1.18 

** 

1.21 

** 
0.14 -0.06 0.2 ** 6.16** 0.04 

3.66 

** 

16 

SEA 

14XCSV 

20 

-4.15 ** 

-

14.4

1 ** 

1.25 

** 

4.35 

** 

0.41 

** 

-1.75 

** 
-0.02 0.48 ** 

-0.19 

** 

-

6.21** 
0.12 ** 0.04 

17 

SEA 

14XCSV 

15 

4.19 ** 1.33 -0.59 * 1.46 0.3 * 0.18 
0.52 

* 

-0.78 

** 
0.37 ** 6.49** 0.11 * 0.77 

18 

SEA 

14XCSV

27 

-0.04 
13.0

8 ** 
-0.67 * 

-5.81 

** 

-

0.71 

** 

1.57 

** 

-0.51 

* 
0.3 ** 

-0.18 

** 
-0.28 

-0.23 

** 

-

0.81 

19 

EG 

54XCSV 

20 

1.63 -1.86 -0.39 -0.14 
0.45 

** 

1.85 

** 

0.89 

** 
-0.08 

-0.23 

** 
-0.32 0.05 

-

3.57 

** 

20 

EG 

54XCSV 

15 

-2.37 * 

-

10.7

8 ** 

0.44 
8.97 

** 

-

0.72 

** 

1.11 

* 
0.43 0.4 ** 0.13 ** 3.38* -0.01 

14.1

6 ** 

21 

EG 

54XCSV

27 

0.74 
12.6

4 ** 
-0.04 

-8.83 

** 

0.27 

* 

-2.97 

** 

-1.33 

** 

-0.32 

** 
0.1 * -3.06* -0.04 

-

10.5

9 ** 

22 

GGUB 

61XCSV 

20 

-0.93 -5.72 0.72 * 
-6.63 

** 

0.65 

** 

-1.23 

** 

-0.73 

** 
0.01 0.09 -6.21* -0.07 

4.39 

** 

23 

GGUB 

61XCSV 

15 

-0.26 
13.5

5 ** 
-0.59 * 

-3.38 

** 

-

0.66 

** 

-1.44 

** 
0.15 

-0.51 

** 
0.23 ** 4.83** 0.11 * 

-

5.65 

** 

24 

GGUB 

61XCSV

27 

1.19 
-7.83 

* 
-0.13 

10.02 

** 
0.1 

2.68 

** 

0.58 

* 
0.5 ** 

-0.32 

** 
1.38 -0.04 1.27 

25 

ERN 

26XCSV 

20 

4.19 ** 
-6.61 

* 

-1.06 

** 
1.92 

-

0.68 

** 

-2.81 

** 
0.1 

-0.63 

** 

-0.25 

** 
1.35 -0.05 

-

4.98 

** 

26 

ERN 

26XCSV 

15 

-1.81 4.73 
0.97 

** 

-5.33 

** 
0.14 

1.18 

* 

0.68 

** 
0.65 ** 0.11 * -3.28* -0.04 

8.01 

** 

27 

ERN 

26XCSV

27 

-2.37 * 1.88 0.09 3.4 ** 
0.54 

** 

1.63 

** 

-0.68 

** 
-0.01 0.14 ** 1.94 0.09 * 

-

3.03 

* 

** and * indicates significant at 1% and 5%, respectively. 
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Table 5 Estimation of gene action (GCAand SCA) for twelve morphological traits. 

Characters GCA SCA GCA/ SCA Gene action 

Days to 50% flowering 1.3075 53.141 0.0246 Non-additive 

Plant height 165.712 718.1584 0.2307 Non-additive 

Number of leaves per 

plant 
0.056 2.8698 0.0195 Non-additive 

Leaf length 0.6564 54.7508 0.0119 Non-additive 

Leaf width -0.0224 0.6313 -0.0354 Non-additive 

Panicle length 0.7739 29.8446 0.0259 Non-additive 

Panicle width 0.0452 2.3209 0.0194 Non-additive 

Panicle length of primary 

branches 
0.0762 2.0014 0.0380 Non-additive 

Stem Diameter 0.0017 0.1633 0.0104 Non-additive 

Days to maturity 1.4887 30.14 0.0493 Non-additive 

Hundred seed weight 0.0065 0.1736 0.0374 Non-additive 

Grain yield per plant 8.1393 224.757 0.0362 Non-additive 
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This study presents an in-depth analysis of age-wise ratings for various health indicators in relation to 

the impact of the brick kiln industry on individuals' health status. The data encompasses three distinct 

age groups: 15-25 years, 26-35 years, and above 35 years. The interpreted findings reveal patterns and 

nuances in how different age groups perceive the effects of brick kiln emissions on their health. The data 

indicates that perceptions of health impacts vary across different age groups. Older individuals tend to 

perceive a slightly higher impact of the brick kiln industry on health indicators such as abdominal pain 

and bronchitis symptoms. In contrast, younger individuals report higher perceptions of impacts on 

throat infections and irritation of the nose and throat. Middle-aged individuals exhibit heightened 

perceptions of impacts on skin diseases and loss of appetite. Additionally, the study highlights that 

certain health indicators, like cough and fatigue, show increased impact perceptions with age, while 

others, such as shortness of breath and eye irritation, display more consistent patterns. The overall mean 

ratings across age groups suggest that respondents generally perceive moderate impacts of brick kiln 

emissions on health. These findings underscore the significance of understanding age-related 

vulnerabilities and susceptibilities in assessing the impact of environmental factors on public health. 

Tailored interventions, environmental regulations, and healthcare strategies that consider these age-

specific variations can lead to more effective mitigation measures and improved well-being. This study 

contributes to the broader understanding of the intricate relationship between environmental exposures 

and health outcomes within different age groups. 

ABSTRACT 
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Keywords: Brick kiln industry, health indicators, age-wise ratings, environmental impact, individuals' 

health, perceptions, respiratory symptoms, environmental exposures, vulnerability, public health, age 

groups. 

 

INTRODUCTION 
 

The brick kiln industry plays a crucial role in construction and infrastructure development. However, it is also 

known to emit pollutants that can have adverse effects on human health. The brick kiln industry, characterized by 

the firing of clay bricks at high temperatures, is a widespread practice, particularly prominent in South Asian 

countries. However, it often operates within an informal and unregulated framework, predominantly relying on 

small-scale, traditional kilns. These kilns, typically fuelled by wood, coal, or other sources, emit copious quantities of 

smoke, dust, and various pollutants. The emissions stemming from brick kilns encompass both particulate matter 

and gaseous pollutants, encompassing sulphur dioxide (SO2), nitrogen oxides (NOx), carbon monoxide (CO), 

volatile organic compounds (VOCs), and polycyclic aromatic hydrocarbons (PAHs). These pollutants yield a 

spectrum of impacts on human health, with one of the most widely acknowledged consequences being respiratory 

ailments. The blend of particulate matter and other emissions from brick kilns is associated with respiratory 

disorders such as asthma, chronic bronchitis, and lung cancer. Studies such as Singh et al. (2016) have disclosed 

significantly higher respiratory symptom rates among brick kiln workers compared to control groups, further 

associating these symptoms with exposure to particulate matter and other pollutants.  

 

Similarly, research in Pakistan, exemplified by Siddiqui et al. (2016), has underscored an elevated prevalence of 

respiratory diseases among residents residing in close proximity to brick kilns. As understanding evolves, it has 

become apparent that brick kiln emissions also elevate the risk of cardiovascular afflictions. Research from India, as 

demonstrated by Sahuet al. (2016), has correlated exposure to particulate matter from brick kilns with heightened 

blood pressure and other cardiovascular risk markers. In a similar vein, a study conducted in Pakistan and 

documented by Khan et al. (2019) has identified an association between brick kiln emissions and increased 

hypertension rates. The implications extend to the realm of cancer risk, particularly linked to the presence of 

polycyclic aromatic hydrocarbons (PAHs) resulting from incomplete combustion within kilns. Studies from China 

(Yang et al., 2015) and India (Mishra et al., 2017) have illuminated the heightened presence of PAHs in individuals 

residing or working in proximity to brick kilns, showcasing an augmented risk of lung cancer and other 

malignancies. 

 

The labour conditions in brick kilns typically lean towards the austere, often subjecting workers to intense heat, 

smoke, and dust. Such circumstances readily precipitate heat stress, dehydration, and a range of occupational health 

challenges. Additionally, the reliance on manual labour and outdated technologies in many kilns exposes workers to 

potential physical injuries and accidents, as highlighted in research by Mahmood et al. (2020).Beyond the direct 

health ramifications, brick kiln emissions have been associated with an array of other health issues, spanning from 

eye irritation and skin rashes to neurological impacts (Siddiqui et al., 2016). Furthermore, the pollutants discharged 

from brick kilns can indirectly contribute to broader health implications, such as climate change-related phenomena, 

including heat waves, flooding, and extreme weather events. 

 

MATERIALS AND METHODS 
 

The study was conducted using a survey method, employing a structured questionnaire for data collection. The 

survey was carried out via personal interviews with respondents residing in the vicinity of selected brick kiln 

industries within a 2-kilometer radius. The study area comprised three villages: Panzan, Lalagam, and Gund Sathu, 

located in the Budgam district of Jammu and Kashmir, India. The brick kiln cluster was chosen using a simple 

random sampling technique from a pool of 300 brick kiln clusters within the Budgam district. 
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Upon completion of the survey, the collected data was meticulously documented in a master sheet, subsequently 

compiled, tabulated, and subjected to analysis. To facilitate analysis, the data was processed using Microsoft Excel, 

allowing for comprehensive interpretation and insights. 

 

Survey Process 

A total of 350 individuals were randomly selected from the population of 3500 individuals residing in the vicinity of 

the brick kiln cluster. Various occupations were represented in the sample. The aim was to gather people's 

perceptions and understanding of different health-related issues and the impacts stemming from emissions 

produced by the brick kilns. A structured interview approach was employed to collect pertinent data for the study. 

The interview used a Likert scale with a 5-point rating system. The survey included straightforward questions 

designed to elicit the opinions of the respondents. To align with the study's objectives, an interview schedule was 

initially drafted. Before implementing the survey, a pre-test was conducted with 90 respondents residing near the 

brick kiln cluster within the study area. Based on the results of this pre-test, necessary adjustments, additions, and 

modifications were made to the interview schedule. The refined interview schedule, incorporating changes from the 

pre-test, was then finalized and printed for use in the main survey. 

 

REVIEW OF LITERATURE  
 

Numerous studies have investigated the environmental and health impacts of brick kiln operations in various 

regions, shedding light on the multifaceted challenges posed by this industry. Joshi (2008) conducted a 

comprehensive analysis of the Kathmandu valley, revealing concerns about respiratory discomfort and respiratory 

problems among individuals exposed to brick kiln emissions. Guttikunda and Goel (2013) highlighted severe air 

pollution issues in Delhi, linking high levels of particulate matter to thousands of premature deaths and millions of 

asthma attacks annually. They emphasized the urgency of interventions to mitigate these health impacts. Joshhiet al. 

(2014) explored work-related injuries and musculoskeletal disorders among child workers in Nepal's brick kilns, 

underlining the poor working conditions and lack of safety measures that put these children at risk. 

 

Rumanaet al. (2014) assessed air pollution's threat to human health in India, particularly in urban areas where 

pollutants exceeded safe levels. They underscored the need for preventive measures to mitigate health risks 

associated with pollutants like PM10, PM2.5, NOx, and SO2. Rafiq and Khan (2014) examined the potential benefits 

of reducing ambient air pollution, advocating for governmental actions to address this issue and offering 

recommendations for better practices. Jahanet al. (2016) focused on reproductive health and biochemical status in 

brick kiln workers in Pakistan, highlighting the need for alternative technologies and improved working conditions. 

Sanjelet al. (2017) investigated respiratory symptoms and dust exposure among Nepalese brick kiln workers, 

revealing a connection between high dust exposures and increased respiratory issues. Haqueet al. (2017) analyzed air 

quality in Kolkata and associated health impacts, emphasizing the prevalence of respiratory diseases in high-

pollution areas. Kesarwani and James (2017) pointed out the negative impact of cement industry emissions on 

human health, emphasizing the need for cleaner technologies and pollution control measures. 

 

Tusheret al. (2018) delved into the health effects of brick kiln operations in Bangladesh, finding skin diseases, 

headache, eye irritation, and various respiratory issues prevalent among both workers and inhabitants. They stressed 

the importance of eco-friendly kilns and safety measures for workers and residents. Collectively, these studies 

underscore the urgent need for better regulation, cleaner technologies, and improved working conditions in the brick 

kiln industry to safeguard both the environment and public health. One of the most significant social impacts of the 

brick-making industry on communities is the adverse health effects caused by air pollution from brick kilns. The 

industry is a major source of air pollution, emitting high levels of particulate matter, carbon monoxide, sulfur 

dioxide, and nitrogen oxides into the atmosphere. Exposure to such pollutants has been linked to numerous health 

problems, including respiratory diseases, asthma, and lung cancer (Guttikunda and Jawahar, 2014). A study 

conducted by the Indian Institute of Technology, Delhi, found that brick kilns are responsible for 10-15% of the total 
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particulate matter emissions in the National Capital Region, leading to severe respiratory and cardiovascular 

problems (Sharma et al., 2019). 

 

METHODOLOGY 
 

Data Collection: Participants in three age groups (15-25 years, 26-35 years, above 35 years) were surveyed for their 

health status indicators in relation to exposure to brick kiln emissions. A Likert scale was used to rate the severity of 

each health indicator, ranging from 1 (low impact) to 5 (high impact).  

 

RESULTS 
Age wise rating to the impact of Brick kiln industry on their Health Status. 

VARIABLES 15-25 Years 26-35 Years 
Above  

35 Years 
Mean 

Abdominal pain 2.43 2.54 2.71 2.56 

Skin diseases 2.41 2.64 2.45 2.5 

Bronchitis 1.77 1.88 2.29 1.98 

Throat Infection 2.58 2.39 2.38 2.45 

Cough 2.73 2.89 3.26 2.96 

Shortness of breath 1.78 1.97 2.16 1.97 

Irritation of nose and throat 2.52 2.39 2.29 2.4 

Loss of Appetite 1.61 1.89 2.05 1.85 

Headache 2.4 2.76 2.94 2.7 

Fatigue 2.86 3.09 3.2 3.05 

Eye Irritation 3.2 3.3 3.25 3.25 

Dizziness 2.62 2.98 2.95 2.85 

Vomiting 2.38 2.71 2.86 2.65 

AVERAGE 2.40 2.57 2.67 2.55 

Primary Source (Table-1)  

 

The provided data presents the age-wise ratings for various health indicators in relation to the impact of the brick 

kiln industry on individuals' health status. The age groups considered are 15-25 years, 26-35 years, and above 35 

years.  

The following interpretation breaks down the data in detail: 

The average rating for abdominal pain with age, from 2.43on a 5 point rating scale in the 15-25 years group to 2.71 on 

a 5 point rating scale in the above 35 years group. This suggests that older individuals perceive a slightly higher 

impact of the brick kiln industry on abdominal pain compared to younger individuals. The overall mean rating for 

abdominal pain across all age groups is 2.56. Similar to abdominal pain, the average rating for skin diseases shows a 

slight increase with age, from 2.41 to 2.64 to 2.45 on a 5 point rating scale. This indicates that individuals in the 

middle age group (25-35 years) report the highest impact of skin diseases. The overall mean rating for skin diseases 

across all age groups is 2.5 on 5 point rating scale. The average rating for bronchitis is lowest in the 15-25 years group 

(1.77) on a 5 point rating scale and highest in the above 35 years group (2.29) on a 5 point rating scale. This suggests 

that older individuals perceive a more significant impact of the brick kiln industry on bronchitis symptoms. The 

overall mean rating for bronchitis across all age groups is 1.98 on a 5 point rating scale.  The highest average rating 

for throat infection is in the 15-25 years group (2.58) on a 5 point rating scale, followed by the above 35 years group 

(2.38) and the 25-35 years group (2.39) on a 5 point rating scale. This implies that younger individuals experience a 

slightly higher impact of throat infections due to the brick kiln industry. The overall mean rating for throat infection 

across all age groups is 2.45 on a 5 point rating scale. The impact of cough is highest in the above 35 years group 

(3.26), followed by the 25-35 years group (2.89) and the 15-25 years group (2.73) on a 5 point rating scale. Older 
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individuals report a significantly higher impact of cough symptoms in relation to the brick kiln industry. The overall 

mean rating for cough across all age groups is 2.96 on a 5 point rating scale. Shortness of breath ratings are lowest in 

the 15-25 years group (1.78) and slightly increase with age. The overall mean rating for shortness of breath across all 

age groups is 1.97 on a 5 point rating scale. The highest average rating for irritation of nose and throat is in the 15-25 

years group (2.52), followed by the above 35 years group (2.29) and the 25-35 years group (2.39) on a 5 point rating 

scale. This indicates that younger individuals perceive a more significant impact on irritation of the nose and throat. 

The overall mean rating for irritation of nose and throat across all age groups is 2.4 on a 5 point rating scale. 

 

The impact of loss of appetite slightly increases with age, with the highest average rating in the above 35 years group 

(2.05). The overall mean rating for loss of appetite across all age groups is 1.85 on a 5 point rating scale. Headache 

ratings increase with age, with the highest average rating in the above 35 years group (2.94). The overall mean rating 

for headache across all age groups is 2.7 on a 5 point rating scale. The impact of fatigue is highest in the above 35 

years group (3.2), followed by the 25-35 years group (3.09) and the 15-25 years group (2.86) on a 5 point rating scale. 

Older individuals report a significantly higher impact of fatigue symptoms due to the brick kiln industry. The overall 

mean rating for fatigue across all age groups is 3.05 on a 5 point rating scale. Eye irritation ratings are fairly 

consistent across age groups, with the highest average rating in the 25-35 years group (3.3). The overall mean rating 

for eye irritation across all age groups is 3.25 on a 5 point rating scale. Dizziness ratings are highest in the 25-35 years 

group (2.98), followed by the above 35 years group (2.95) and the 15-25 years group (2.62).The overall mean rating 

for dizziness across all age groups is 2.85 on a 5 point rating scale . The impact of vomiting symptoms slightly 

increases with age, with the highest average rating in the above 35 years group (2.86). The overall mean rating for 

vomiting across all age groups is 2.65 on a 5 point rating scale. 

 

DISCUSSION 
 

The provided data offers an insightful breakdown of age-wise ratings for various health indicators concerning the 

impact of the brick kiln industry on individuals' health. The interpretation highlights distinct trends in how different 

age groups perceive the effects of brick kiln emissions on their health. Let's delve into a discussion of these findings: 

The data shows a slight increase in the average rating for abdominal pain with age, indicating that older individuals 

(above 35 years) perceive a slightly higher impact of the brick kiln industry on this health issue compared to younger 

individuals (15-25 years). This could be attributed to the fact that older people might have a higher sensitivity to 

environmental factors due to age-related health changes. The overall mean rating for abdominal pain across all age 

groups is 2.56, suggesting that, on average, respondents believe the brick kiln emissions contribute to moderate 

abdominal pain. The ratings for skin diseases show a nuanced pattern, with the middle age group (26-35 years) 

reporting the highest impact. This could be due to a combination of factors, including increased exposure to 

pollutants for people in this age range who might be working near the brick kilns. The overall mean rating for skin 

diseases is 2.5, indicating a moderate perception of the impact of brick kiln emissions on skin health across all age 

groups. The data highlights that older individuals perceive a more significant impact of the brick kiln industry on 

bronchitis symptoms. This aligns with common medical knowledge that older individuals are generally more 

susceptible to respiratory issues. The overall mean rating for bronchitis across all age groups is 1.98, indicating a 

relatively lower perception of the impact on bronchitis symptoms. Interestingly, younger individuals (15-25 years) 

report a slightly higher impact of throat infections due to the brick kiln industry compared to other age groups. This 

could be because younger people might spend more time outdoors or have different lifestyle patterns. The overall 

mean rating for throat infection is 2.45, suggesting a moderate impact across all age groups. Older individuals 

perceive a significantly higher impact of cough symptoms related to the brick kiln industry. This could be attributed 

to the fact that respiratory symptoms tend to worsen with age and that older individuals might have reduced 

respiratory resilience. The overall mean rating for cough is 2.96, indicating a moderate perception of the impact on 

cough symptoms. 
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Shortness of breath ratings slightly increase with age, which could be due to the cumulative effects of exposure to 

pollutants over time. The overall mean rating for shortness of breath is 1.97, suggesting a relatively low perception of 

the impact on this symptom. Younger individuals (15-25 years) perceive a more significant impact on irritation of the 

nose and throat, possibly due to their greater outdoor activities and potentially higher exposure. The overall mean 

rating for irritation of nose and throat is 2.4, indicating a moderate impact across all age groups. Other symptoms 

like loss of appetite, headache, fatigue, eye irritation, dizziness, and vomiting exhibit various patterns with age, 

indicating that the impact of these symptoms could be influenced by individual susceptibility, lifestyle, and exposure 

levels. 

 

CONCLUSION 
 

In conclusion, the comprehensive analysis of age-wise health indicator ratings sheds light on the nuanced and 

multifaceted nature of the impact of the brick kiln industry on individuals' health. The study revealed distinct trends 

in how different age groups perceive and experience health issues associated with brick kiln emissions. This 

exploration offers valuable insights into the complex interplay between age, environmental exposure, and health 

outcomes. 

 

The findings of this study highlight several key observations: 

Age-Dependent Variations: The perceptions of health impacts exhibited significant variations across different age 

groups. Older individuals consistently reported higher perceptions of impacts on respiratory symptoms like 

bronchitis, cough, and shortness of breath. This aligns with established medical knowledge that older age often 

comes with increased vulnerability to respiratory ailments due to physiological changes and cumulative exposure. 

Youth and Respiratory Sensitivity: Surprisingly, the younger age group (15-25 years) reported higher perceptions of 

impacts on throat infections and irritation of the nose and throat. This suggests that despite potentially having 

healthier respiratory systems, younger individuals might be particularly sensitive to certain pollutants emitted by 

brick kilns. Their higher outdoor activity levels or prolonged exposure might contribute to these findings. 

Middle Age Group Dynamics: The middle age group (26-35 years) exhibited higher perceptions of impacts on skin 

diseases and loss of appetite. This age bracket, often actively engaged in work and outdoor activities, might 

experience more direct exposure to environmental pollutants, leading to a greater perceived impact on these health 

aspects. 

Symptom-Specific Considerations: Some health indicators, such as headache, fatigue, eye irritation, dizziness, and 

vomiting, displayed varying patterns with age. These discrepancies underline the multifaceted nature of health 

impacts and highlight the interplay of individual susceptibility, lifestyle, and environmental exposure. 

Overall Perception: The overall mean ratings for most health indicators fell within the moderate range on the 5-point 

rating scale. This suggests that while individuals perceive impacts, they may not universally categorize them as 

severe. These findings might reflect a balance between individual health experiences and external influences. 

The findings of this study have implications for both public health interventions and policy decisions: 

Tailored Interventions: The variation in age-wise perceptions of health impacts emphasizes the need for tailored 

interventions. Different age groups might benefit from specific awareness campaigns, preventive measures, and 

health education initiatives addressing their unique susceptibilities. 

Environmental Regulations: Policymakers and regulatory bodies should consider the susceptibility of different age 

groups when designing and enforcing environmental regulations. Stricter regulations around emissions from brick 

kilns could significantly alleviate health concerns, especially among vulnerable populations. 

Healthcare Strategies: Healthcare providers should be attuned to the varying health concerns of different age 

groups. This understanding can aid in accurate diagnosis, targeted treatment, and management of symptoms related 

to environmental exposures. 

Continued Research: The study provides a foundation for further research exploring the underlying mechanisms 

driving age-dependent variations in health impacts. Longitudinal studies could offer insights into how these 

perceptions evolve over time and contribute to more robust public health strategies. 
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In essence, the age-wise analysis of health indicator ratings in relation to the impact of the brick kiln industry on 

health underscores the intricate relationship between environmental factors and public well-being. Acknowledging 

these variations can lead to more effective mitigation strategies, improved health outcomes, and a greater 

understanding of the interconnections between human health and the environment. 
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Urease is a nickel-containing metalloenzyme that is mostly found in plants, microbes, and in some 

invertebrates. An exploratory study was conducted to detect urease in seeds of eleven indigenous 

leguminous plants viz. Peas, chickpea, horse-gram, pigeon-pea, green-gram, lentil, cowpea, green gram, 

lentil, cowpea, soybean, black-gram and two species of Dhaincha (Sesbania aculeata and S.rostrata), 

Besides, attempts were also made to detect urease, if any, in oilcake of groundnut and green matter of 

Dhaincha and gliricidia. Urease was extracted from each of these plant materials using distilled water as 

the extractant because urease is soluble in water. These aqueous extracts of urease were then used in 

hydrolysis of a measured quantity of chemically pure urea in the presence and absence of potassium 

phosphate buffer (pH 8.0). On hydrolysis, urea was converted into ammonia. The resultant ammoniacal-

N was quantitatively determined by the semi-microkjeldahal steam distillation method. The results 

obtained from the experiment revealed that the aqueous extracts obtained from seeds of only three 

leguminous plant sources viz. horse-gram (Dolichus biflorus), pigeon-pea (Cajanus cajan) and soybean 

(Glycine max) hydrolyzed the entire amount of urea in two hours. But the extracts of the other plant 

sources such as green gram, lentil, cowpea, peas, chick-pea, black gram, Dhaincha and gliricidia partly or 

negligibly hydrolyzed the urea. Three indigenous leguminous plant sources viz. Seeds of horse-gram, 

pigeon-pea, and soybean are suggested to be utilized for the isolation of urease, their crystallization and 
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characterization of crystalline urease in future research and product development strategies to meet the 

increasing demand for urease crystals in healthcare and other sectors.  

 

Keywords: Urease, urea hydrolysis, leguminous plant sources, Dolichus biflorus, Cajanus cajan and Glycine 

max 

 

INTRODUCTION 

 
Urease is a nickel-containing amidohydrolase. It catalyses the hydrolysis of urea resulting in the formation of 

ammonium carbonate. Urea, on the other hand, is a carbamide and it is commonly used as a major N-fertilizer in 

agriculture for enhancing crop production. But it is highly soluble in water and its molecules are practically neutral. 

Hence urea fertilizer is prone to runoff and leaching losses in wetland rice fields and light-textured soils, 

respectively, In minimizing these losses, urease plays an important role by converting urea into ammonium form 

through the process of hydrolysis. Ammonium being a cation can enter into the base exchange activity of soil in crop 

fields. As a result, N availability to rice and other crops is enhanced and N use efficiency is increased. Urease is also 

used in the accurate determination of N content in urea fertilizer. [1] Roles, regulations and structure of plant urease 

have been reviewed by many researchers, Urease has wide applications not only in agriculture but also in medical, 

industrial and environmental sectors [2]. It is mostly used in hemodialysis which is essentially required for the 

treatment of patients suffering from renal failure [3]. It is also used in medical diagnostics such as determination of 

urea in blood serum. Besides, urease is used as a biosensor [4,5]. Urease is also used in the industry of alcoholic 

beverages and in the preparation of bioconcrete [6, 7]. In the environmental sector, urease is required for wastewater 

treatment [8].  

 

The primary sources of urease are few selected plant sources including legumes [9, 10]. The other sources of urease 

are soil microbes, algae, fungi, yeast bacteria and some invertebrates. James B. Summer first discovered urease in jack 

bean (Canavalia ensiformis) in 1924 and crystallized the urease enzyme in [11,12]. The urease crystals thus prepared 

were then characterized. Use of either urease crystals or freshly prepared urease solution as extracted from jack bean 

seeds has been prescribed in the AOAC method for hydrolysis of urea and determination of N content in urea 

fertilizer, However jack-bean is not grown in most of the states of India including Odisha. Moreover, the solid 

crystallized urease is expensive and it needs to be stored at a temperature of 2-80 C. Attempts were, therefore, made 

in the present study to detect the presence of urease enzyme in locally available leguminous plant sources.  

 

MATERIALS AND METHODS 
 

Seeds of eleven locally available legumes viz. peas (Pisum sativum), Chickpea (Cicer arietinum), horse gram (Dolichus 

biflorus), pigeon pea (cajanus cajan), green gram (Vigna radiata), Lentil (Lens esculanta), cowpea (Vigna sinensis), 

soybean (Glycine max), black gram (Vigna mungo), Dhaincha species (sesbania rostrata) amd another species (sesbania 

aculeata) were collected and evaluated for presence of urease enzyme in them. The urease extraction and enzymatic 

hydrolysis process was conducted at the National Rice Research Institute, Cuttack, Odisha.  

 

Extraction of Urease From the Plant Sources 

The legume seeds, oil cakes and green manure plant samples were crushed separately. Five grams each of the 

crushed material was suspended in 50 ml of distilled water contained in the required number of 100 ml volumetric 

flasks. The contents in each flask were vigorously shaken to bring the urease, if any, into solution. The volume of the 

suspension in each flask was made up to the mark with water. The contents were again shaken and the suspended 

particles were allowed to settle at the bottom of the flask. The clear supernatant liquid was used as natural urease 

solution.  
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Enzymatic Hydrolysis of Urea with the Natural Urease Solution and Determination of Ammonium -N by Steam 

Distillation 

A total of 10 ml of 100 ppm pure urea -N solution (1mg N) taken in another set of 100 ml volumetric flasks was 

added 2 ml of the freshly prepared aqueous extract of urease. The contents in each flask were thoroughly shaken 

with and without potassium phosphate buffer of pH 8.0 and allowed to stand for 2 hours to achieve hydrolysis of 

urea in stoppered volumetric flasks. After the lapse of 2 hours, the contents in each volumetric flask were transferred 

into a Kjieldah1 flask with two to three rinsing followed by the addition of MgO. MgO used as a base in all the 

determinations was previously heated at 600 - 700oC for 2 hours in a muffle furnace and cooled in a desiccator. Ten 

grams of the ignited MgO was suspended in 100 ml of water and 10 ml of the suspension was used in each 

determination.  The ammonium -N resulting from enzymatic hydrolysis of urea was estimated by the semi-

microkjeldahl steam distillation method. The ammonia gas liberated due to the reaction of ammonium carbonate 

with MgO base was steam distilled into a receiver flask containing 2 % boric acid solution with a mixed indicator. 

About 10-15 ml of distillate was collected within 3-4 minutes. Ammonium borate complex formed due to the reaction 

of boric acid with ammonia was titrated against standard (0.01N) H2SO4 solution. From the titration value, the 

ammonium-N was quantitatively determined and the percentage of urea hydrolyzed was calculated.  

 

Statistical Analysis 

All the determinations were made in duplicate to ensure the reproducibility of the results. Average data presented. 

T-test was applied for significant differences between the estimation method with and/or without potassium 

phosphate buffer.  

 

RESULTS  
 

The results obtained from the experiment revealed that out of the eleven legumes, aqueous extracts of crushed seeds 

of only three legumes, viz: horse gram (Dolichus biflorus), pigeon pea (Cajanus cajon) and soybean (Glycine max) 

completely hydrolyzed urea into ammonium form of nitrogen. (Table 1) Urease activity is 99.2 -100% in these three 

plant species. Water extracts of seeds of green manure plants viz. Sesbania aculeate and Sesbania rostrata partly 

hydrolyzed urea, the fractions of urea hydrolyzed being in the range of 41.5-87.4 percent. Seeds of the rest of the 

legumes viz. green-gram, black-gram, peas, chickpea, cowpea and lentil hydrolyzed only 5.5-11.9 % of the urea taken 

in the experiment. The groundnut oil cake and green matter of all three green manure plant species were also found 

to be poor sources of urease as they hydrolyzed only 9.1-18.9% of urea. Based on these observations the leguminous 

plant sources were categorized into three groups, high (90-100%), medium (30-90%) and low (0-30%) urease activity ( 

Table 2) (Figure 1) 

 

DISCUSSION 
 

It is evident from the result that three species had a cent percent conversion of urea into ammonium -N due to 

enzymatic hydrolysis during two hours in the presence and absence of potassium phosphate buffer (pH 8.0). Water 

extract of any one of the three leguminous plant sources belonging to group 1 can be used in the determination of N 

content in urea fertilizer. This method is inexpensive and easily adoptable in laboratories situated even in remote 

areas. Hence it can ensure quality control of urea fertilizers. In this regard, pigeon peas used as the source of urease 

for hydrolysis of urea followed by steam distillation of ammonia in determination of N content of urea [13].  Urea 

was hydrolyzed by using jack bean urease crystals and subsequently determined the N content of urea by steam 

distillation of ammonia [14].  As per the AOAC official method, one can use either jack bean urease crystals or freshly 

prepared aqueous extract of jack bean seeds for hydrolysis of urea and subsequent determination of N content of 

urea fertilizer. The present study provided additional information that besides jack bean and pigeon pea, two other 

locally available legumes viz. horse-gram and soybeans were also found to be rich sources of urease.  In the present 

experiment pea (Pisum sativum) was found to be a poor source of urease. However, El-Hefnawy et al. detected 

adequate urease in germinating pea seeds [15]. The difference in the experimental findings could be because 
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commercial dry pea seeds were used in the former study, whereas the germinating pea seeds were used for the 

extraction of urease in the latter. It is therefore suggested to use germinating pea seeds for extraction of urease 

enzyme. The results of this investigation, have a lot of relevance and utility not only in agriculture but also in 

healthcare, industrial and environmental sectors [2,16]. The global demand for chrystalline urease produced from 

plant sources is increasing because its use especially in the medical sector has less toxicity and no side effects. Urease 

is mostly used in hemodialysis, which is essentially required for the treatment of patients suffering from renal 

failure. Considering the multi-sector uses of urease and prospects of its consumption inside India and abroad, 

research activities in this regard may be intensified. Follow-up product development activities may also be 

undertaken to isolate urease on a large scale from the selected plant sources viz. seeds of horse gram (Kulthi), Pegion 

pea (Arhar), and soybean (Soya). Further, the isolated urease may be crystallized and urease crystals be 

characterized. The efficacy of the urease crystals produced from indigenous plant sources may be compared with 

that of jack bean urease crystals, especially for their use in the medical sector.  

 

CONCLUSIONS 
 

Three legumes, viz: horse gram (Dolichus biflorus), pigeon pea (Cajanus cajon), and soybean (Glycine max) completely 

hydrolyzed urea into ammonium form of nitrogen whereas,  Sesbania aculeate and Sesbania rostrata partly hydrolyzed 

urea and the groundnut oil cake and green matter of all the three green manure plant species were found to be poor 

sources of urease as they hydrolyzed only 9.1-18.9% of urea. Water extract of any one of the three leguminous plant 

sources viz: horse gram (Dolichus biflorus), pigeon pea (Cajanus cajon)and soybean (Glycine max) belonging to group-1 

can be used in the determination of N content in urea fertilizer.  
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Table 1: Evaluation of legume seeds, oil cake and green manures as  sources of urease enzyme 

Common 

name of the 

legume/ oil 

cakes/ green 

manures  

Scientific 

name 

Amount 

of urea-

N taken 

(mg) 

Estimations made with 

potassium phosphate 

buffer  (pH 8.0) 

Estimations made without 

potassium phosphate 

buffer (pH 8.0) 

P-value  

p-value <0.005 

Significant (S) 

Non 

significant(NS) 

Amount of 

urea -N 

hydrolysed 

(mg) 

% of urea -

N 

hydrolysed  

Amount of 

urea -N 

hydrolysed 

(mg) 

%  of urea -

N 

hydrolysed 

 

Peas Pisum 

sativum 

Linn. 

1 0.090 9.00 0.055 5.5 0.6521 (NS) 

Chick Pea Cicer 

arietinum 

Linn. 

1 0.080 8.00 0.118 11.8 

Horse gram Dolichus 

biflorus 

Millsp. 

1 1.010 100.00 1.001 100.1 

Pigeon pea Cajanus 

cajan 

Millsp. 

1 0.992 99.20 0.974 97.4 

Green gram Vigna 

radiata 

(L.) 

Wilczek 

1 0.109 10.9 0.119 11.9 

Lentil Lens 

esculenta 

1 0.070 7.00 0.064 6.4 
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Moench 

Cowpea Vigna 

sinensis 

(L.) Savi 

1 0.090 9.00 0.085 8.5 

Soyabean Glycine 

max 

(L.)Merr. 

1 1.001 100.00 0.983 98.3 

Blackgram Vigna 

mungo (L) 

Hepper 

1 0.071 7.10 0.100 10.0 

Dhanicha 

seed  

Sesbania 

rostrata 

1 0.505 50.50 0.860 86.0 

Dhanicha 

seed 

Sesbania 

aculeata 

Poir. 

1 0.415 41.50 0.874 87.4 

Goundnut 

Oilcake 

Arachis 

hypogaea 

1 0.123 12.30 0.127 12.7 

Green 

Manures 

Dhanicha 

species 1 

Sesbania 

rostrata 

1 0.091 9.10 0.129 12.9 

Green 

Manures 

Dhanicha 

species 2 

Sesbania 

aculeata  

1 0.135 13.50 0.118 11.8 

Gliricida Gliricidia 

maculata 

1 0.133 13.3 0.189 18.9 

 

Table 2: Grouping of locally available leguminous plant sources in respect of their urease activity 

Group I 

Sources with high urease 

activity (90-100%) 

Group 2 

Sources with medium urease 

activity (30-90%) 

Group 3 

Sources with low and very low urease activity 

(0-30%) 

Horse-gram seeds 

Pigeon-pea seeds  

Soybean seeds  

Dhaincha (S. aculeats) seeds  

Dhaincha (S. rostrata) seeds 

Dhaincha green matter Gliricidia green matter 

Groundnut oil cake  

Pea seeds  

Cheak-pea seeds  

Green-gram seeds  

Lentil seeds  

Cowpea seeds  

Black gram seeds 
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Figure 1: Urease activity of all plant species as estimated from the hydrolysis of urea-N 
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Phytoremediation is the process to clean up the polluted water naturally with the help of aquatic 

macrophytes. In the present study, the effectiveness of Pistia stratiotes and Azolla pinnata  are the plants 

acts as a phytoremediator to remediate the heavy metals Pd, Cr and Ni from the contaminated water 

bodies in Kanyakumari District was tested. During the winter season of 2022, the heavy metal 

concentrations were analyzed during the treatment. Heavy metals accumulation in Pistia stratiotes and 

Azolla pinnata  was in the order of Pb> Ni> Cr. This shows that the two aquatic macrophytes were able to 

accumulated the heavy metals and improve the quality of water. Pistia stratiotes is the most effective 

species to remove the heavy metals compared with Azolla pinnata  for all the three heavy metals. 

 

Keywords:  Phytoremediation, remediate, contaminated, heavy metals, concentration. 

 

INTRODUCTION 
 

Water pollution is one of the biggest Global problems in the modern days. Most of our water bodies are gradually 

losing their purity as a result of the entrance of outside elements from the neighborhood especially sewage 

discharges, industrial activities, agricultural activities and urban runoff including storm water. Heavy metal ions are 
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among the most released contaminants and are toxic even at very low concrentration. In several places around the 

world, the average concentrations of Cr, Mn, Fe, Co, Ni, As, Pb and Cd found in surface water bodies are well above 

the maximum allowed values for drinking water (1). This water pollution can lead the degradation of aquatic 

ecosystems or water-borne diseases when people use polluted water for drinking or irrigation.  

 

There are conventional and non-conventional techniques available to remove the heavy metals from polluted water. 

Among these techniques, Phytoremediation is one of the best and an emerging technology to remediate the heavy 

metals. This technique combines advantages such as low cost of implementation and operation, little or no energy 

expenditure, possibility of biomass generation does not produce toxic secondary product, landscape harmony in 

addition to having application in large  volumes of water(2). Aquatic plants have a significant role to play in 

pollution prevention, particularly the usage of aquatic macrophytes in the remediation of heavy metal ions from 

polluted water. The mechanism by which the plants absorb metals from the water is, the heavy metal ions have 

positive charges and the plant’s roots are negative charges. This can be able to attract the ions and roots and thus the 

ions are absorbed into the plant.  

 

Pistia stratiotes is a free floating plant and its ability to to use neutrients from the sewage to elaborate an important 

phyto mass added to exacerbate any imbalance in neutrient supply that arose during the experiment and make it one 

of the most suitable plant to be used in wastewater phytoremediation (3). Azolla pinnata  is a free floating, fast 

growing and nitrogen fixing pteridophyte seems to be an excellent candidate for removal and disposal of heavy 

metals from the polluted aquatic ecosystems (4). 

 

MATERIALS AND METHODS 
 

Collection of Plants 

The Pistia stratiotes and Azolla pinnata  used in research was collected from a natural river near Mylaudy in 

Kanyakumari District. These plants are very common in Kanyakumari District, propagating by stolons and 

multiplying very rapidly. The collected plants were washed several times with tap water and finally in distilled 

water to remove the impurities. 

 

Collection of Water Samples 

The water samples were collected and labeled in clean plastic containers from Chunkankadai (Station-1) and 

Aralvoimozhi (Station-2) pond water in Kanyakumari District. These ponds were polluted by the surrounding urban 

area sewages and agricultural fertilizers. Especially, Station-1water was contaminated from nearby hospital wastes. 

 

Experimental Setup          

The aquatic plants of uniform size and equal weight were treated with the polluted water. The setup was left 

undisturbed in shaded area for 60 days. Water samples were collected, added a few drops of HNO3 and labeled in a 

sample bottles for each 10 days interval during the treatment period. After 60 days of treatment with polluted water, 

the plants were harvested. Plants were then washed using distilled water for removing any excess salts. The surplus 

water on the plant was evacuated with tissue paper. After that, the treated plants were examined. 

 

Analysis 

The concentration of Heavy metals in treated water samples were analyzed by using Atomic Absorption 

Spectrometer.  The treated plants were dried, powdered and digested by Acid digestion method. The digested plant 

samples were analyzed by using AAS. 
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RESULTS AND DISCUSSION  
 

Phytoaccumulation of Heavy Metals 

After 60 days of treatment the plants showed a substantial amount of accumulation of heavy metals in tissues. The 

result shows that the concentrations were decreased highly during the initial period of treatment. The concentration 

of the heavy metals Pb, Cr & Ni reduced by Pistia stratiotes in station-1 & 2 is mentioned in figure-1&2. Reduction in 

concentration of the heavy metals Pb,Cr & Ni  using Azolla pinnata  in station-1 & 2 mentioned in Figure-3&4.  

Removal of heavy metal ions increased with increasing contact time. At initial time, the removal was high but 

increased slightly (5). The accumulation of heavy metals within the plant body is the fact that these hazardous 

elements are linked to the walls of the cells in roots or leaves, preventing them from moving through the wringer 

plant or expel gently, particularly to the sensitive sites in the cell where they are stored in the gaps (6). 

 

Removal Percentage Of Heavy Metals        

The removal percentage of metal ions by aquatic plants was determined by using initial metal concentrations of the 

treatment and the final concentrations at the end of the experiment (4). 

Removal percentage (%) = 
Ci−Cf

Ci
×100 

Where, Ci = initial concentration 

Cf = final concentration  

The removal percentage of Cr has highest reduction takes place under the treatment with Pistia stratiotes and Ni has 

the lowest removal percentage. Treatment with Azolla pinnata , Pb has the highest removal percentage and Cr has the 

lowest removal percentage in station-1 (Table-1).Treatment with Pistia stratiotes & Azolla pinnata  has the highest 

removal percentage for Pb and lowest removal percentage for Cr in station-2 (Table-1). Every plant has a certain level 

of metal tolerance, which is primarily controlled by genes; crossing the level that may limit the ability and functions 

of the plant to remove a respective metal. This may explain the low Cr uptake (7). Pistia stratiotes has high removal 

efficiency for all the three heavy metals in station-1&2 (Figure-1&2). The difference in the accumulation of the metal 

between the different plants may results from the difference in the physiological activities of the plants such as 

photosynthesis (8). 

 

Bioconcentration Factor (BCF):       

Bioconcentration factor is a useful parameter for assessing the potential of heavy metal accumulation (9). It was 

calculated by dividing the heavy metal concentration in plant tissues at harvest by the initial concentration of the 

element in the external solution (10). 

BCF=
𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛𝑜𝑓𝑚𝑒𝑡𝑎𝑙𝑖𝑛𝑝𝑙𝑎𝑛𝑡𝑡𝑖𝑠𝑠𝑢𝑒𝑠

𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛𝑜𝑓𝑚𝑒𝑡𝑎𝑙𝑖𝑛𝑊𝑎𝑡𝑒𝑟
 

For Pistia stratiotes, metals accumulation was in the order of Cr > Pb > Ni & Pb > Ni > Cr in Station-1 & 2 respectively 

(Tablie-3).  By using Azolla pinnata , metals accumulation was in the order of Pb > Ni > Cr for station-1&2 (Table-3). 

This result shows that Pistia stratiotes & Azolla pinnata  were able to accumulate heavy metals Pb, Cr & Ni from the 

polluted water. This result also shows that the BCF values were confirmed that the two species were a good 

accumulator. Pistia stratiotes was a good hyper accumulator compared with Azolla pinnata  (Table-2).Pistia stratiotes 

has been identified as a good hyper accumulator due to its versatility to a wide range of PH and temperature as its 

high production capacity both sexually and asexually via stolons (11). 

 

Translocation Factor (TF) 

The efficiency of phytoremediation can be quantified by calculating translocation factor (12). The Translocation 

Factor, which gives the root or leaf metal concentration and depicts the ability of the plant to translocate the metal 

species from roots to shoot or leaf (13). Translocation Factor may be used to asses a plant potential for phytore 

mediation purpose (14). This results shows that the Translocation Factor is greater than 1 for all the three heavy 

metals in two plant species (Table-3). This study shows that the two plant species were efficient in translocation of 

the heavy metals from root to leaf. This is due to efficient metal transporter system and probably sequestration of 

metals in leaf vacuoles and apoplast (9) 
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CONCLUSION 
 

Phytoremediation as a green technology for pollution control and can resolve the problem of heavy metal 

contamination. The present investigation, the potential of Pistia stratiotes & Azolla pinnata  in the remediation of heavy 

metals Pb, Cr & Ni contaminated water has been demonstrated. The greater Translocation of heavy metals from root 

to shoot in phytoremediation confirms the phytoaccumulation of plant species. The plant growth was inhibited at 

high concentrations due to metal toxicity in plant. The harvested plant could then be incineration or ashing process 

where subsequent recovery of the heavy metals from the ash might be possible. 
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Table-1: Removal Percentage (%) 

H
ea

v
y

 

M
et

al
s Station-1 Station-2 

Removal Percentage (%) Removal Percentage (%) 

Pistia stratiotes Azolla pinnata  Pistia stratiotes Azolla pinnata  

Pb 86.97 86.96 86.36 76.28 

Cr 91.42 69.84 84.28 74.94 

Ni 85.62 73.55 85.35 75.55 

 

Table-2: Bioconcentration Factor (BCF) 

H
ea

v
y

 

M
et

al
 Station-1 Station-2 

BCF BCF 

Pistia stratiotes Azolla pinnata  Pistia stratiotes Azolla pinnata  

Pb 1228 1220 1103 970 

Cr 1484 911 1002 917 

Ni 1188 979 1050 933 

 

Table-3: Translocation Factor (TF) 

H
ea

v
y

 

M
et

al
 Station-1 Station-2 

TF TF 

Pistia stratiotes Azolla pinnata  Pistia stratiotes Azolla pinnata  

Pb 1.66 1.44 1.18 1.72 

Cr 1.23 1.48 1.33 1.19 

Ni 1.19 1.37 1.01 1.05 

 

  
Figure 1: Concentration variation in station-1 Figure 2: Concentration variation in station-2 

Phytoaccumulation by Pistia stratiotes Concentration (ppm) Vs Time (Days) 
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Figure 3: Concentration variation in station-1 Figure 4: Concentration variation in station-2 

Phytoaccumulation by Azolla pinnat Concentration (ppm) Vs Time (Days) 

  
Figure 5: Removal percentage in station-1 Figure 6: Removal percentage in station-2 

Comparision of Removal Percentage (%): Removal percentage (%) Vs Heavy metals 
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If a consumer is going to buy a new product or a repeated product, they may be aware of some brands or 

have an aspiration to buy a few brands unknowingly with some internal or external influence, and they 

tend to buy that product. That unknowing element may be influenced by emotions. Emotions are key 

elements in the marketing field. Based on emotion, his purchase may vary continuously. Emotions are 

part of every human being's life. According to Oxford Learners Dictionary, it is a part of a person's 

character based on feelings. People may make decisions based on these feelings. There are around 34,000 

types of emotions in the world. In those 7 basic emotions, there are happiness, surprise, contempt, 

sadness, fear, disgust, and anger. According to psychology, in an emotional situation, one may lose 

control over his mind. He or she may make a decision based on the emotions they undergo in a particular 

decisions making process. This paper, even though conceptual, makes a sincere effort to understand how 

exactly the overall process is controlled by emotion during the purchasing process in digital marketing. 

Defines the elements that undergo this process, analyse the factors affecting in purchasing decisions. 

Digital marketing is a colourful platform. Emotions are key elements. With the help of various situations 

and models, this is an attempt to clarify the x-factor of emotion during the process of buying behaviour. 

 

Keywords: Consumer, Emotion, Purchasing Decision, Brand, Digital Marketing, behaviour, Internal and 

External Influence. 
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INTRODUCTION 

 
Emotion is a psychological change happening towards a particular subjective aspect due to this physiological change 

happening as a reflective reaction (essence from AMA). The word emotion has existed in English since the 17th 

century. It originated in French, meaning as physical disturbance. Some of the authors explained that emotions are 

needed to take action or survive any dangerous circumstances. Emotions are making us react in a situation with a 

small reaction from the brain. 

 

Emotion – how it is created? 

How exactly emotion is created, it is a mental status or a physical status. Every time a question is raised in the brain, 

some time we think it is a psychological status; some time we think it is a physiological state. Afterwards, it comes to 

the conclusion that a small reaction is happening in the brain; it is a stimulus for the body to respond, based on the 

situation as experienced. Emotions happen due to confusion or fear. Science says ‘yes’ for both things. Emotions are 

also stored data (past experiences) that are expressed in a conflict or decision-making situation.  According to 

neuroscience research - Emotion is also a brain prediction; it stimulates the outside world. As per our earlier 

experience with may we already undergone with the situation. Again, with the same things happening in front of us, 

our brain starts predicting. For example: when someone says ‘apple’, the brain predicts that ‘apple’ is a red colour 

with a smooth texture and crispiness’, or someone may think about an ‘Apple Phone’ or tablet. Both the way 

emotions are expressed with the spark of the brain and how they respond to the environment. Barrett challenges the 

"basic emotions"—they have their origins in Darwin. In the 1970s, Paul Ekman, UC Berkeley clinical psychologist, 

From his view, emotions emerge through facial expression; the basic emotions are fear, anger, sadness, joy or 

happiness, and surprise. (Elliot Jurist, 2019) 

 

Objectives 

1. To find out the difference between emotions and feelings in the consumer decision-making process. 

2. The importance of emotions in digital marketing 

3. To find out the effect of the emotion process on digital marketing. 

 

Research Question  

1. In what ways are emotions created and play a vital role in decision-making processes? 

2. In digital marketing, do emotions really make a difference or what? 

 

METHODOLOGY 
 

It is a conceptual study. To analyze various faces of emotion in the decision-making process. We used secondary data 

to get the outcome. Emotion is dynamic in nature; it continuously changes with trends, economic balance, or any 

other external or internal factors. Due to this purview, emotional condensed collection and impartment may not be 

able to get the essence of what we want. The time perspective is also a constraint.  Psychological point of view of 

emotion and how it is going to react in the natural world. With the help of sources and models, we came to the 

conclusion: 

 

Emotion – It is created in our brain. 

According to behavioural Psychology emotions usually created based on past experience. Usually emotions are come 

across with below cyclical process. 

1. Prediction: The brain always recollects data based on past experience. It is going to be predicted that this may 

happen in this situation also. 

2. Simulation: The brain thinks the same situation is happening like that. 

3. Compare: It is going to compare past experience to the present situation. 

4. Resolve errors: try to rectify the past mistakes in the current situation. 
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Feelings and Emotions 

From the normal eye, if you are going to see two words like feeling and emotions, they look the same, but when you 

are going to analyze the aspects, you will find the greater differences. Basically, feelings are mental status readouts; 

one can create his or her perception. It is based on internal beliefs. Feelings are experienced consciously.  In the other 

hand emotions expressed in physical body, due the psychological forces created on the brain. It is both inner and 

outer experience. Emotions are both conscious and subconscious. In some cases person may take whole life to 

understand the emotion (clinical mental health counselling).  

 

Emotions Impact On Buying Behaviour 

As we discussed above, emotions are created due to past experiences. To rectify past errors, one wants to be 

conscious. This situation also involves emotion. The buyer's experience with several products in the world may be 

directly or indirectly related to emotions related to the buying process. Pre-Purchase decision-making process: 

Usually customers have two kinds of needs: functional and emotional. Functional needs with product satisfaction 

and its desired feature. Emotional functions are the satisfaction levels of consumers with their own perspectives. 

Domenico consoli (2009). Before purchasing the product, he/she may select the kind of need that itself creates lots of 

changes. If anyone decided the product based on past experience at that time, only level of emotion made and impact 

on decision-making. During the purchase decision-making process: According to the Goleman model (1996), 

Emotional intelligence is constructed on four levels: self-awareness, self-management, social awareness, and 

relationship management. During the purchase process, one experiences mixed emotions. The final choice of the 

product may be using complete cognitive, emotional, or mixed methods.  Post-purchase decision-making process: 

customer experience is more important. Other than price and product development, the customer experience now 

matters a lot. Every customer wants a better experience (post-purchase), which will create future customers. (Loop 

returns.com) 

 

Digital impact on marketing: It is a set of activities, in order to grab the new customers company using internet, from 

this one can create brand identity.(Philip kotler) Nowadays, consumers rely more on the internet. As a result of this 

increased consumer dependency on digital services, it will help to create extended brands and attract a larger 

number of customers. Yueh-Shian Lee(2023). Almost double the number of customers are depending on 

digitalization rather than traditional purchasing decisions. (especially in urban areas) 

 

Emotion – Impact on Digital Marketing 

Emotional appeal in digital marketing creates customer space. Emotional appeal applies to various charities and 

donations, or empathy and sympathy create an impact on purchasing decisions (Murooj Yousef, Baek & Yoon, 2022; 

Kemp et al., 2017; Small & Verrochi, 2009,).It is showing continuously using digital platforms. Continuous emotional 

attachment created by the person towards a product customer-extended marketing and wide area improvement For 

example, in Instagram, a concise post of empathic advertisement may create a positive opinion about the product. It 

establishes product loyalty among the customers. One can remember the product continuously due to the emotional 

attachment. 

 

Various Types of Emotions 

Basic emotions are seeking, rage, fear, care, lust, Panic/grief and Play/joy.jark panksepp (2011),  in general way, the 

basic emotions are fear, anger, sadness, joy or happiness, and surprise. (Elliot Jurist, 2019) 

 

Emotion Affecting Decision Making in Digital Marketing 

The digital quotient is affected by the emotional quotient. While visiting any online platform, they are attracted by 

some attractive taglines. It made one want to play that content. Different levels of emotions are expressed, and 

consumers are more familiar with connecting with this kind of data. Attitudes towards the platforms are not as 

simple as what we feel. Every consumer minute matters a lot. Digital literacy and consumer awareness are also 

affected by emotions. For example, if the you tuber  provides a positive review of any product, the regular follower 

of that you tuber  may fall into purchasing that product. Celebrity advertisements also had an emotional impact on 
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consumer mindsets. The above model explains digital development and its effects through various transformations. 

Humans, emotions, and technology may simulate each other. It observes and tests the consumer. 

 

Observations 

1. During post purchase experience, Customer experience is more around 46% than the price and product 

development , 21% and 34% respectively(Source: loop returns) 

2. 55% of advertisements are in digital. 93% of people read online review before making purchase.(Source: 

Wordstream). 

3. In 2023, there are estimated to be 4.89 billion total social media users worldwide.(Source: Sproutsocial). 

4. Internet users spends – social media - user spends 151mintutes per day.    (Source: Sproutsocial) 

5. Retargeting advertisements are the most widely used by advertisers, with 77% of B2B and B2C marketers 

claiming to utilize them in their Facebook and Instagram ad campaigns. (Source: Sproutsocial) 

 

CONCLUSION 
 

Taking emotional advantage through digital marketing is something every company is doing today. It improved 

sales performance. Emotion has a strong impact on digital marketing; it creates competition because it is human 

nature to be emotional. From these factors, so many decisions are made in the purchasing process. Gaining new 

clients, customers, and consumers to extend the market is a process of psychological tenderness. Because of this, 

physical changes are happening. The emotional impact of digital marketing also helps in cost reduction. In future 

research, we may concentrate on the impact of emotions on digital marketing in the process of cost reduction. 
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Conservation Reinforced concrete structural components are observed to indicate distress, even before 

their service term is over because of many factors. To restore such unserviceable structures to their 

functional usage once again, quick attention, an investigation into the source of distress, and appropriate 

remedial actions are required. Retrofitting is the process of reinforcing and improving the performance of 

these inadequate structural parts within a structure or a structure as a whole. Life safety is the most 

crucial problem that must be addressed during retrofitting. What could be done to stop the structure 

from collapsing and stop injuries or deaths to the occupants? Significant retrofit regulations may attempt 

to merely address the problem of life safety while still accepting the possibility of some structural 

damage. Ferrocement could be a beneficial retrofitting material because it could be applied rapidly to the 

affected element's surface without the need for any specific bonding agents and because it needs less 

specialized labour than other retrofitting methods currently in use. Ferro cement construction offers an 

advantage over traditional reinforced concrete material due to its reduced weight, construction 

simplicity, low thinner section, self-weight than RCC, and high TS (Tensile Strength), which makes it a 

good choice for prefabrication. In the current work, the wire mesh is positioned to raise the strength of 

the shear-deficient RC beams, which were first strained to a specific safe load %, at an angle of 450 to the 

beam’s longitudinal axis. According to the analysis, wire mesh with a 450-degree orientation greatly 

increases the safe load-bearing capability of rectangular RC components retrofitted with ferrocement 

laminates. 

 

ABSTRACT 

 

 RESEARCH ARTICLE 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69497 

 

   

 

 

Keywords: Retrofitted Beams, Shear Deficient RC Beams, Ferrocement Laminates, Wire mesh, Control 

Beam, Load Deflection Curve. 

 

INTRODUCTION 

 
Retrofitting is the process of strengthening and improving the deficient structural components' performance within a 

structure or a structure as a whole. Repair is the partial restoration of a building's lost structural integrity following 

an earthquake. It essentially amounts to a cosmetic improvement. The goal of rehabilitation, a functional 

improvement, is to restore a building's pre-earthquake strength. Retrofitting, whether or not an earthquake has 

occurred, is the structural reinforcement of a structure to a pre-defined level of performance. A retrofitted building is 

designed to perform more seismically than the original structure. According to an assessment of current buildings 

many residential buildings are not appropriately prepared to withstand earthquakes. Numerous areas of the nation 

were assigned to higher seismic zones in the latest edition of the Indian earthquake code of IS 1893:2002. Therefore, 

various buildings made before the code modification may not function properly under the new code. Therefore, it is 

suggested that current buildings be upgraded to enhance their performance during an earthquake and prevent 

significant loss of life and property. doing it. For a new structure or site, the goal of the designer is to do it correctly 

the first time. However, it is frequently essential to enhance or maintain an existing building's seismic resilience for a 

variety of reasons. The UBC can be used as an example to illustrate the problem regarding code requirements for 

wind and earthquakes. Recently, every three years, a new version of this model code has been published. The 1997 

edition came after publications in 1973,1976,1979,1982,1985,1991,1994, 1998 etc. That implies that a building 

completed in 1972, for instance, was likely constructed in accordance with the standards of the 1971 UBC, assuming 

that was the applicable code at the time. The building could not be expected to contain all of the characteristics that 

were mandated by nine code changes between 1971 in 1999, as a result. It is possible to foresee what could be needed 

for a code retrofit by placing a building in the right location with respect to code revisions. For instance, if a 

renovation project necessitates a retrofit, the structure must be brought up to code. But if an upgrade is wanted just 

for its own sake, the requirements could be more precisely recognized by looking at the design and construction at 

the time the work was done. It is possible to identify the crucial changes for a given structure relatively quickly 

because codes are well-documented. Nevertheless, Code modifications are not the whole picture; additional factors 

could have just as strong or even more significant effects. 

 

Ferrocement 

A composite material called ferrocement is made of a rich cement mortar matrix that has been evenly reinforced with 

more than one layer of extremely fine wire mesh, either with or without supporting skeletal steel. As per ‚the 

American Concrete Institute Committee‛ of 549, ferrocement is a sort of thin wall-reinforced concrete that is 

frequently made of hydraulic cement mortar and reinforced with continuous mesh layers that are placed near apart 

and have relatively small diameters. The mesh may well be composed of metal or any appropriate material. In 

comparison to other types of concrete construction, ferrocement exhibits much higher levels of crack resistance, 

strength, durability, ductility, and toughness. These properties are attained in constructions with a thickness of 

typically less than 25mm, a measurement that is both a definite advancement over traditional reinforced concrete 

and practically unimaginable in other kinds of construction. The creation of Ferro cement came out of the basic tenet 

of reinforced concrete, which is that concrete could withstand considerable stresses close to the reinforcement and 

that the amount of the strains relies on how the reinforcement is split and distributed throughout the concrete mass. 

Ferrocement acts as a composite because the ductile wire mesh reinforcement improves the characteristics of the 

brittle mortar matrix. The material is given ductility and a superior crack arrest system due to the tighter spacing of 

the wire meshes (distribution) and the smaller spacing of the wires inside the mesh (subdivision) in the rich cement 

sand mortar. The ferrocement element's self-weight per unit area is much lower than that of reinforced concrete 

elements due to their comparatively thin thickness. The ferrocement elements thickness typically ranges between 10 

to 40 mm, while the minimum thickness of a plate or shell element in reinforced concrete is 75 mm. For 
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manufacturing, Ferro cement is a good choice due to its low self-weight and strong TS. Very high resistance to 

cracking and other qualities like fatigue resistance, impermeability, and toughness also grow better with the 

application of small-diameter wire mesh reinforcement across the whole surface. 

 

MATERIALS 
 

In the designing and casting of beams, reinforcing bars, coarse aggregates, fine aggregates, and cement are utilized. 

For the retrofitting of these beams, MS welded wire mesh as well as cement slurry are employed. The following are 

these materials' specifications and properties: 

 

Cement 

Pozzolana from Portland Cement of grade 43, obtained from a single lot, is employed in the experiment.The cement’s 

physical parameters as acquired from different tests are presented ‚in Table 3.1. All testing is performed in 

compliance with the standards specified in IS: 8112-1989. 

 

Coarse Aggregates 

The entire experimental investigation makes use of crushed stone aggregate with sizes of 20mm and 10mm, which is 

readily available in the area. Tables 3.2, 3.3, and 3.4 detail the physical characteristics of the coarse aggregates, 

whereas tables 3.2, 3.3,& 3.4 exhibit the results of sieving the aggregates. 

 

Fineaggregates 

Sand that is readily accessible locally serves as the fine aggregate in the concrete mixture and cement mortar. Tables 

3.5 and 3.6 display the physical characteristics of the sand as well as the findings of the sieve examination. 

 

Water 

The specimens are cast in fresh water and then cured in clean water. As per the standards of Indian standards, the 

water is comparatively free of chloride, sugar, oil, silt, organic materials, and acidic material. 

 

Reinforcing Steel 

As longitudinal steel, HYSD steel of grade Fe-415 with diameters of 10, 8, & 6mm was employed. Tension 

reinforcement is provided by 10mm-diameter bars, while compression steel is provided by 8mm-diameter bars. 

Shear stirrups are made of 6mm-diameter bars. Table 3.7 displays the characteristics of these steel bars. 

 

Steel Mesh 

In the ferrocement jacket, MS welded steel wire mesh‛ with square grids of 2.4mm in diameter has been employed. 

Mesh has a 40x40 mm grid size. The key characteristics of the mesh wire in use are listed in Table3.7. 

 

Concrete Mix 

A concrete mix of M20 grade is created according to standard design technique utilizing the materials attributes as 

stated and supplied in Tables 3.1-3.6 The design uses a water-to-cement ratio of 0.5. Cement, sand, and aggregate are 

mixed at a ratio of 1:1.45:3.123, and the materials' compressive strengths at 7 &28 days are 21.5 and 29MPa, 

respectively. 

 

Mortar Mix 

The suggested mix ratio for typical ferro cement applications is ‚between 1:1.5 and 1:2.5 (cement:sand by weight), 

but not more than 1:3, and the ratio of water cement is between 0.35 and 0.5. The amount of water needed to retain 

the same degree of workability increases as sand content climbs. The sand fineness modulus, sand-cement ratio, and 

water-cement ratio must be derived from test batches to guarantee a mix that could penetrate the mesh and build a 
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strong &dense matrix. In the current investigation, the mortar employed to create the ferrocement sheets has a 

cement-to-sand ratio‛ of 1:2 (for cement-to-sand and 0.40 for the water-cement ratio in the mortar). 

  

RCC Beam Design 

Fe 415 steel and M20 grade concrete are utilized to design the RCC beam in the current study. The limit state 

approach is used to design the RCC beam with the assumption that it is an under-reinforced section. Two 8mm steel 

bars and two 10mm steel bars are used in the design of the beam's compression and tension faces, respectively. The 

utilized stirrups have a diameter of 6 mm and a spacing of 300mm, which is larger than the minimum spaceneeded; 

therefore, the beam must exhibit shear-deficient behavior. Overall, the beam's dimensions are set at 127 x 227 mm. 

 

Composite Beam Casting  

Beam casting is completed in a single step. A 127x227x4100 mm mould is used to cast the beams. To make it simple 

to extract the beam from the mould once the required time has passed, the entire beam mould is first well-greased. 

To give the reinforcement with consistent cover, spacers of size 25 mm are employed. Concrete mix is poured into 

the mould once the bars have been positioned in accordance with the design, and a needle vibrator is used to create 

vibrations. The vibration continues until there is no gap left in the mould and it is filled. After 48 hours, the beams 

are then taken out of the mould. After being taken out of the mould, the beams are dried for anoverall 28 days inside 

jute bags. 

 

Beams Retrofitting  

Once the beams are stretched to a preset limit, they are retrofitted with steel wire mesh at 450 degrees as shown in 

Fig. 3.4, and plastered with cement mortar up to 20 mm for all 6 beams. Thus, the ultimate cross-section of the 

laminated ferrocement beam will be 167x247x4100 mm. Three distinct stress levels—60%, 75%, and 90%—have been 

examined to determine how they affect the retrofitted beam strength with steel wiremesh, which is positioned over 

the three surfaces of the beam at a 45° angle. The location of the joint between the wire mesh is given a 3-inch 

overlap. 

 

RESULTS 
 

In the current work, it is examined how stress level affects a retrofitted shear-deficient beam's strength. To do this, 

the beams are initially strained to levels of 60, 75, &90 percent of the safe load. The beams are then refitted with 

20mm-thick ferrocement laminate that has one layer of welded wire mesh positioned at an angle of 450 to the 

longitudinal beam axis. With the aforementioned parameters, a comparison of the strength difference between 

retrofitting beams and control beams is made, and the results are reported in the next section. 

 

Experimental Ultimate Loads Comparison after Retrofitting 

The data below show that the work done so far on the thesis has been justified by the proportion rise in the 

retrofitted beams' ultimate loads. This is due to the fact that the findings are in favour of the economic consequences 

and all of the beams were able to function extremely effectively, raising the ultimate loads to proportions as high as 

63.97, 53.6, and 46.75 for stress levels of 60, 75, &90%, respectively. 

 

CONCLUSIONS 
 

The conclusions  mentioned below might be made on the basis of experiment findings: - 

 Shear and flexural fractures across the stress zone are a defining feature of composite failure. At retrofitted 

beams along with wire mesh at 450 for various stress levels, the fracture spacing is less, showing improved stress 

distribution. 

 When loaded to failure, the beams with wire mesh retrofits for various levels of stress don’t de bond. 
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 The retrofitted beam with the maximum load-carrying capacity relative to other specimens is the one that 

corresponds to a stress level of 60%, demonstrating that rising stress levels lead to decreasing strengthening in order. 

 The maximum strength/cost ratio for retrofitted beams at a stress level of 60 percent indicated that the specimens 

R1 & R2 are the most effective since they have the greatest strength/cost ratios of 0.69 and 0.74, respectively. 

 All of the samples after retrofitting displayed decreased crack width, substantial changes in the ductility ratio, 

substantial increases in energy absorption, and large deflections at the ultimate loads, which made the various 

specimens suitable for use in components subjected to dynamic loads. 

 

REFERENCES 
 

1. ACI Committee 549,‛ Guide for the Design, Construction and Repair of Ferrocement ‚.ACI Structural 

Journal, May - June 1988. 

2. Ahmed Khalifa and Antonio Nanni,‛Improving Shear Capacity of Existing RC T – T-Section Beams Using 

CFRP Composites‛, Cement and Concrete Composite. Vol 22, No 2, July 2000.  

3. Ahmed Khalifa; Antonio Nanni; Abdel Aziz .M.I; William.J.Gold.,‛Contribution of Externally Bonded FRP 

to Shear Capacity of RC Flexural Members‛. Journal of Composites for Construction / Nov 1998.  

4. AL- Sulaimani , G.J . andBasinbol ,F.A., ‚ Behaviour of ferrocement material under direct shear ‚ ,  Journal 

of ferrocement , vol 21,no 2 , April 1991. BIS: 10262-2009:Recommendedguidelines for concrete mix design, 

Bureau of IndianStandard, NewDelhi-2004. 

5. Alexander , D., ‚ What is ferrocement ‚, Journal of ferrocement ,vol 22 , no 1,January 1992 .  

6. Al- Sulaimani, G.J., Brundel R. and Mousselhy, E., ‚Shear behaviour of ferrocement box beams‛, J. Cement 

and Concrete,1977. 

7. ACI Committee 549 (1982), ‚ State of the art report on ferrocement ‚, Concrete International 4.  

8. American Society for Testing and Material (1980 ), ‚Annual book of ASTM standards‛,1980, part 14. 

9. American Concrete Institute (1979 ),‛Ferrocement Materials and Applications ‚, pub SP-61. 

10. Application of ferrocement in Developing countries (1973),‛ National Academy of Sciences, 90.  

11. Chemboi.A. and Nimityongskol.P.(1969),‛A bamboo reinforced cement water tank ‚, Journal of 

Ferrocement,19 (1). 

12. Choeypint.C.;Nimityongskol.P.   and Robles-Austriaco.L. (1988) ‚Rice Husk ash cement for Ferrocement‛. 

Proceedings of Third International Symposium on Ferrocement, University of Roorkee. 

13. Collen, Kirwan,L.D.G. (1960), ‚Some Experiments in Design and Construction with Ferrocement‛, 

Transactions Institute of Civil Engineering, Ireland,86,40. 

14. Desai Prakash;Nandkumar N .and El- Kholy, A..Sayyed, ‚Shear strength of ferrocement trough section 

elements ‚, Journal of ferrocement, vol .24, no 4 Oct 1984. 

15. Desai .P; and Nandkumar.N;‛A quasi–empirical approach to the shear strength of ferrocement trough 

section elements ‚, Journal of ferrocement, vol 25, no 4, Oct 1995. 

16. Raj.V. ‚Utilisation of lime for improving the durability of Ferrocement ‚ Proceedings of Third International 

Symposium on Ferrocement,University of Roorkee,Roorkee,1988. 

17. Rafeeqi.S.F.A;Lodi.S.H;Wadalawala.Z.R. ‚Behaviour of Reinforced Concrete Beams Strengthened in Shear 

‚   Prof and Co Chairman,Dept Civil,NED Univ of Engg and Tech, Karachi(Pakistan).  

18. Kaushik.S.K and Gupta.V.K ‚Proceedings of Second Asia Pacific Symposium on Ferrocement , Roorkee, 

India,25-27 February 1994‛. 

19. Kaushik .S.K ;Gupta.V.K. andRahman .M.k. ‚ Efficiency of mesh overlays of ferrocement elements 

‚,Journal of ferrocement 17(4). 1987 

20. Kaushik .S.K and Garg.V.K ‚Rehabilitation of RC Beams Using Precast Ferrocement Bonded Plates‛ 

Department of Civil Engineering ,University of Roorkee. 

21. Mansur.M.A. and Ong.K.C.G .,‛Shear strength of ferrocement beams ‚, ACI Journal 84 (1) ,1987  

22. M.A.Al-Kubaisy and P.J. Nedwell,‛Behaviour and Strength of Ferrocement Rectangular Beams in Shear‛ , 

Journal of ferrocement Vol .29 . No 1 Jan 1999 

Rex and Indraja Gandarla 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69501 

 

   

 

 

23. Paul ..B.K; and Pama .R.P . ,‛Ferrocement Bangkok‛, Ferrocement Information Centre ,Bangkok, Thailand 

,1978. 

24. Venkatesvarlu .B., ‚ Design of ferrocement components‛, I.C.J., Vol (2) No 3 Nov 1989.  

25. Venkatakrishna.D and Raj.V.(1989),‛Development of Bamboo based Ferrocement roofing elements for low 

cost housing‛,Journal of Ferrocement.,19(4). 

26. VicenzoColloti and GiusseppeSpadea,‛ Shear Strength of RC Beams Strengthened with Bonded Steel or 

FRP Plates ‚. Journal of structural engineering , April 2001. 

 
Table 3.1: Physical Properties of Cement used 

Sr. 

Number 

Characteristics Value attained 

Experimentally 

Specified value 

according to IS: 8112-

1989 

1. Compressive strength(N/mm2) 

1.  7 days 

2.  28 days 

 

33.5 

43.5 

 

33 

43 

2. Specific gravity 3.07 - 

3. Cement fineness as Retained on 90micron sieve 0.5 <10% 

4. Standard consistency 34 - 

5. Setting time 

Initial 

Final 

 

35mins 

5hours 

 

>30mins 

<10hours 

 

Table 3.2:Coarse Aggregate’s Sieve Analysis (20mm) Total weight taken=3kg 

Sr. 

Numb

er 

Size of Sieve 
Mass 

Retained(kg) 
% Retained 

Cumulative% 

Retained 
% Passing 

1. 4.75mm 0.1300 4.33 99.69 0.31 

2. 10mm 0.6745 22.483 95.366 4.634 

3. 12.5mm 2.1865 72.883 72.883 22.117 

4. 20mm 0 0 0 100 

5. Pan 0.009 0.3  0 

    Σ=267.93 Fineness modulus = 7.68 

 

Table 3.3:Coarse Aggregate’s Sieve Analysis (10mm) Total weight taken=3kg 

Sr. 

Number 
Size of Sieve 

Mass Retained 

(kg) 
% Retained % Passing Cumulative% Retained 

1. 4.75mm 0.9565 31.88 19.94 80.06 

2. 10mm 0.8905 29.68 51.82 48.18 

3. 12.5mm 0.555 18.5 81.5 18.5 

4. Pan 0.5970 19.90   

     
Σ=146.74 

Fineness modulus=6.47 

 

Table 3.4:Coarse Aggregates’ Physical Properties  

Sr. 

No. 
Characteristics 

Value 

20mm 10mm 

1. Fineness modulus 7.68 6.47 

2. Water absorption 3.645 1.643 
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3. Specific gravity 2.655 2.704 

4. Type Crushed Crushed 

 

Table 3.5: Fine Aggregates’ Physical Properties  

Sr. No. Characteristics Value 

1. Grading Zone Zone III 

2. Water Absorption 2.06% 

3. Fineness modulus 2.51 

4. Bulk density loose (kg/lt) 1.48 

5. Specific gravity 2.56 

 

Table 3.6:Fine Aggregate’s Sieve Analysis  Total weight taken=1000gm 

Sr. 

Number 
Size of Sieve 

Mass Retained 

(gm) 
%Retained 

Cumulative % 

Retained 
% Passing 

1. 1.18mm 110.5 11.05 24.8 75.2 

2. 2.36mm 42.5 4.25 13.75 86.25 

3. 4.75mm 95.0 9.5 9.5 90.5 

4. 150µm 281.0 28.1 96.55 3.45 

5. 300µm 308.0 30.8 68.45 31.55 

6 600µm 128.5 12.85 37.65 62.35 

7. Pan 34.5 3.45   

    Σ = 250.70 Fineness modulus = 2.507 

 

Table 3.7:Steel Bars’ physical properties  

Sr. 

Number 

Diameter of 

mesh/bars wire 

Yield-strength 

(N/mm2) 
Ultimate strength %Elongation 

1. 2.4mm 400 511.36 2.52 

2. 6mm 442.42 612.7 32.9 

3. 8mm 559.5 634.13 20.3 

4. 10mm 445.55 509.2 15.5 

 

  
Fig.3.1:Beam Cross-Section Fig.3.2: Orientation of Wire Mesh at 45 degrees 
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Fig.7.1:Load Deflection Curve for Specimen (R1) Fig.7.2:Load Deflection Curve for Specimen (R2) 

  
Fig.7.3:Load Deflection Curve for Specimen (R3) Fig.7.4:Load Deflection Curve for Specimen (R4) 

  
Fig.7.5:Load Deflection Curve for Specimen (R5) Fig.7.6:Load Deflection Curve for Specimen (R6) 
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Fig.7.7:Comparison with the control beam at various stresses 
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Active research field in today's modern world is healthcare technology uses contemporary technology 

in the medical field. The patient-generated data is communicated or detected by wearable sensor 

electronic devices. This makes it possible for medical professionals to view the patient's activities in 

real-time. Furthermore, every day a significant amount of new medical information was created 

continuously. To anticipate these individuals' health, there is an innate need to collect, preserve, and 

benefit from medical information. Machine Learning (ML) is proposed for predicting the presence of 

diabetics within an hour. Additionally, it is used to predict the diabetic's level in the future based on 

Gastric Contractility Modulation (GCM) it is taken into account to execute the forecasting methods 

using integration with cloud technology & Internet of Things (IoT) methods. Numerous ML techniques 

have superior features in terms of increased prediction accuracy. Medical researchers are deeply 

concerned about an alarming increase in the number of diabetes patients. It includes detectors in 

intelligent wearables as a group of interconnected IoT devices for regular inspection and collecting of 

blood glucose data that was transmitted of retention in cloud architecture an ensemble classifier was 

employed to forecast diabetes in individuals. The forms of insulin were discussed in this research 

together with data acquired using IoT methods of insulin forecasting. 

 

Keywords: Healthcare Research; Diabetes; Iot; ML Technique; Cloud Computing 
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INTRODUCTION 

 
A global pandemic of insulin resistance, sometimes known as diabetes, has emerged. Insulin was a T2D metabolic 

ailment in which the blood sugar level fluctuated. Type 1 Diabetes (T1D) was brought on by inadequate 

insulin sensitivity, whereas Type 2 Diabetes (T2D) was brought on by the body's incapacity to employ the 

medication that was generated [1-3]. T1D and T2D diagnoses are increasing but T2D has increased rapidly. T2D 

makes up 90–95% of insulin and was an epidemic that is putting a tremendous strain on medical methods, 

particularly in improved nations. A new viewpoint on insulin care was provided by the recent development of 

information and communication systems and new biosensors that could allow actual-time assessment of a 

patient's status [4]. Glucose monitoring detectors are mobile self-monitoring blood glucose gadgets, diabetic 

patients could make adjustments to blood sugar levels and take the necessary actions on time. The findings 

demonstrate that individual glucose level measurement enhances the effectiveness of diabetes care and helps 

patients achieve greater control over their disease [4]. The ideal contender to enhance insulin care would be a 

glucose measurement system made up of detectors, a portal, and a network system.  

 

A cellphone serves as a gateway for the collection of sensor information from a sensor node affixed to the body [6]. 

Recent research has used ML algorithms as decision-making tools for insulin and hypertension at an early stage 

that people could be preventative measures [7-8]. This would increase insulin and hypertension. In people's 

existing conditions, ML algorithms have demonstrated great results in forecasting insulin and hypertension. 

Additionally, it was shown that the ML systems Random Forest (RF) were improved at forecasting insulin and 

hypertension with the greatest prediction performance matched to classification techniques [9]. However, the ML 

algorithms face difficult issues with asymmetric datasets and outlier data might lower accuracy [10]. Several 

studies are undertaken, and they have shown that ML algorithms could be predicting hypertension early on and 

treat it [11]. On a sizable patient population, they employed ML techniques to identify factors that contribute to the 

success of hypertension medicine management. An ensemble prediction method called RF gathers the results of 

individual Decision Trees (DT). The bagging method is commonly used by RF to create subgroups of training data 

[12]. An approach called a DT is used to train samples. The final step should be to obtain the predicted outcomes 

method of the DT in the forest [13]. A study on the use of RF in the early diagnosis of insulin and hypertension 

produced noteworthy findings [14]. Instead of emphasizing the value of data pre- processing, the majority of 

current research concentrates on creating more useful predictions. A good classification could be produced for 

better decision-making by using the outlier identification approach in the pre-processing stage to find discrepancies 

in the data and outliers [15]. The classification performance would be improved by removing the outliers of the 

training sample. For several study fields, such as healthcare, records management, social networks, and sensor 

technologies, outlier detection would be a significant problem.  

 

Outlier detection was discovered to greatly enhance classifier performance in a variety of studies [16–17]. Outlier 

identification could be accomplished using the clustering methods. The primary premise of the classification model 

was that normal cases correlate to large, dense clusters, whereas outliers form smaller groups or clusters [18]. In 

addition to the aforementioned advantages, using many wearable devices involves regular maintenance, which 

complicates the lifestyle of insulin and could result in a drop in perceived quality of life [19]. Wearable detectors' 

wireless and private nature exposes them to several distinctive security flaws that have an immediate impact on the 

confidentiality of individual information [20]. As a result, it's critical to comprehend the advantages of building big 

data sets, the increased computational effort needed to interpret the data, the costs to consumers of gathering the 

data, and the consequences of using the information improperly. The association between past and future blood 

glucose levels was learned using ANN in a different class of estimation methods for data sources [21]. For instance, 

a system that integrates insulin dosages, meals, some lifestyle factors, and emotions was created to assess blood 

glucose levels using the fingerstick system. However, it is difficult to duplicate the methods used to create the 

forecasting method of the several pre-processing signal processing procedures. To accurately compute the system 

parameters of the systems and prevent overfitting, Neural Network (NN) based algorithms need a lot of data [22]. 
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Nevertheless, the bulk of research either used a generated dataset or brief actual-world information-gathering 

efforts to evaluate the efficacy of the systems [23]. Consequently, it was crucial to ensure that the information 

utilized to train modeling techniques by design, long-term, and comprised of actual people. To the greatest of my 

knowledge, there has never been a thorough assessment of the various diabetes forecasting models [24]. It is 

impossible to draw general conclusions from investigations that examined a few strategies employing diabetes to a 

few other variables [25]. Since the sources of the data varied from investigation to research, it is impossible to 

objectively compare the techniques investigated in various publications. 

 

T1D: Preprocessing; Feature selection and Classifications 

The performance of surgical treatments, diagnostic procedures, and drugs may be predicted using data mining 

techniques in the healthcare field, and correlations between clinical and pathological information could be found 

[26]. The application of Deep Learning (DL) to clinical decision-making resulted in thorough literature analysis of 

several ML systems that might aid networking opportunities in adopting ML techniques to improve the efficiency 

and standard of health decision- making processes [27].To enhance medical decision-making, data mining 

approaches have been applied to a variety of healthcare areas. A contrast of the several learning methods used in 

health information gathering, along with helpful instruction to choose the method best suited for certain clinical 

applications [28]. Since many years ago, analytical recognition systems, ML, data gathering, and informatics have 

been actively researching and developing variable selection [29]. It was shown to promote prediction performance, 

improve learning efficiency, and minimize the complexity of learned discoveries in both theory and models. 

Researchers have commonly found that there are insufficient qualities since they are usually redundant or 

superfluous about the category idea that there are hundreds or thousands of factors involved [30]. Numerous 

applications, including document classification, picture retrieval, genetic microarray research, customer relationship 

management, and intrusion prevention, have found success with feature extraction.  

 

They evaluate the significance of individual features or feature subsets, filter approaches could be divided into two 

types, namely characteristic assessment techniques and subgroup assessment methods [31]. The importance is 

information to the target concept was taken into account by characteristic assessment methods to rank and weight 

the characteristics. Since attribute evaluation approaches for the connection across characteristics are likely to 

generate selections of redundant features [32]. Contrarily, subgroup evaluation algorithms choose feature subsets 

and score them by specific assessment criteria; as a result, they are more effective in removing duplicate 

characteristics [33]. Experimental investigations have demonstrated that redundant and irrelevant characteristics 

could significantly lower the predicted performance of data- driven models [34]. Information-theoretic, statistical 

interdependence and probabilistic estimation methods are a few examples of evaluation functions in the 

classification method [35]. These measurements are frequently regarded as inherent characteristics of the information 

because they are computed using the raw data without the need for a learning method that smoothes ranges or 

lowers noise. One efficient way to eliminate pointless characteristics is through feature extraction.  

 

DL frequently uses the association for significance assessment. To identify pertinent traits, researchers frequently use 

various estimates [36]. However, it relates to the category, a particular trait could be deemed useless, but integrated 

of characteristics; it becomes especially pertinent [37]. A wide range of healthcare fields, including rheumatology, 

thyroid ailment diagnostics, breast cancer prognostics, and localization of primary tumors, have satisfactorily used 

supervised teaching methods like categorization. For Binay classification issues, the Support Vector Machine (SVM) 

was initially created [38]. An extremely used visited ML technique is SVM. SVM of the classifications that the DL 

community has been actively developing has been satisfactorily used to solve a range of medical issues [39]. Develop 

an appropriate feature selection method for better classifier choice to address the shortcomings and drawbacks of the 

existing techniques. Algorithms have been used by several investigators to improve the categorization performance 

of medical information [40]. When contrasted to other methods, the classification performance should be at its 

highest, and since enough data were used to classify the patients, the diagnosis accuracy has increased [41–43]. 

Alternately, the artificial flora method has been developed of resolving challenging, nonlinear, and discontinuous 

optimization issues. It is the movement and reproduction of flora. Plants could be disseminating seeds to a limited 
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extent to choose the proper environment [44]. Artificial Neural Network (ANN) could be used in smart optimization 

techniques since the stochastic process is simple to replicate and has a wide region of distribution. There are various 

designs for diagnosing diabetes, but none of them can divide patient diagnoses into the various forms of diabetes 

mellitus [45]. Prediction performance was widely acknowledged and utilized as the main metric by practitioners and 

researchers since it serves as the fundamental objective of categorization for supervised learning [46]. A Receiver 

Operating Characteristic (ROC) curve could be used to illustrate well a classification was performed. In the region of 

the Area Under Curve (AUC), the ROC curve is utilized to compare the performance of the classifier before and after 

feature extraction. There is a need for an autonomous estimation method that alerts individuals to their propensity to 

acquire insulin in the future and provides them with the information they need to take preventive action. Based on a 

participant's actual health, machine learning techniques could be used to categorize insulin [47,48]. 

 

 Supervised learning classification methods are well-known ML techniques that build a classification method 

from a training dataset to determine the classes for the input data by building databases with DB tuples and 

associated class tags [49]. Multiple types of research on insulin categorization have been carried out using medical 

databases like the PIMA Indian datasets. The sample includes 768 patients, of whom 268 are insulin-dependent and 

500 are not [50]. Three kernels—linear, polynomial, and radial basis—are used in the researchers' suggested 

Gaussian process-based classification method [51]. The proposed framework was contrasted with already-used 

methods such as NB, linear discriminate evaluation, and quadratic differentiate assessment. The outcome determines 

that a GP-based framework performed the alternatives. The SM-RuleMiner of insulin categorization was suggested 

by the researchers [52]. The report's findings demonstrated that in terms of median categorization outcomes and 

median sensitivity, the recommended SM-RuleMiner performed the methods. Additionally, offer a brand- new data 

mining-based approach for forecasting T2DSeveral people might be assisted in detecting an increment in insulin at a 

preliminary phase by the provision of an insulin detection technique employing input data comprising medical 

information and cutting-edge medical devices [53]. Multiple studies have shown that such a program has the 

potential to significantly improve the lives of many individuals.  

 

To predict Mellitus or pre-insulin using common risk factors the scientists assessed the effectiveness of logistic 

regression, ANN, and decision tree methods [54]. To gather data on demographic traits, family history of diabetes, 

anthropometric measurements, and lifestyle issue indicators, the researchers used a standardized questionnaire [55]. 

Twelve input parameters and an outcome variable of the survey results were used in the classification procedure. 

Significant risk indicators such as vital signs, diagnoses, and demographics that were utilized to forecast insulin were 

among the elements of the report [56]. The Adaboost ensemble model outperformed bagging and the standalone J48 

decision tree, according to their experiment results. Insulin hazard classification techniques such as Random Forest, 

Decision Tree, ANN, Logistic Regression, and NB are compared [57–58]. Medical data including BMI, age, weight, 

height, blood pressure, gender, family history of diabetes or hypertension, and drinking and smoking habits were 

used as input features while the class was either at risk for insulin or regular. The report's findings demonstrate that, 

when contrasted to the other techniques, Random Forest delivered the best outcome. Since T1D would be a T2D 

condition, individuals must be aware of their blood sugar levels to make sure they are as near to the normal limits 

as achievable [59]. According to various research, BG forecasting could assist patients in obtaining future estimates of 

their BG level so that proactive notifications could be sent out before serious hypo/hyperglycemic events take place. 

 

T2D: Preprocessing; Feature selection and Classifications 

The most prevalent kind of Mellitus, type-2, often appears at the age of 40 and represents about 85– 95 percent of 

the cases in prosperous countries and an even greater percentage in poorer nations [60]. Diabetes arises the body is 

unable to create enough glucose or respond in a way that controls sugar. Mellitus raises the risk of heart disease but 

also of renal aliment, blood vessel damage & nerve damage [61]. A diagnosis is frequently made by looking at a 

participant's most recent test findings or by consulting past decisions regarding patients who had the same disease. 

The first technique heavily relies on the surgeon's knowledge, but the second method relies on the doctor's 

experience to contrast his person with his prior sufferers. Given the variety of elements that must weigh, this is an 

easy task. Selecting the feature subset that increases predictive performance is known as feature subset selection. 

Reena Ivanglin and Pragaladan 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69509 

 

   

 

 

The similarity concept serves as the foundation for the choice of feature subsets methodology. This means that 

would favor models with the fewest characteristics feasible that accurately reflect the information [62]. The 

difficulty of choosing the most pertinent features that enhance predictive performance was given special 

consideration because the health data contains an excessive number of characteristics. Numerous attributes of 

pattern recognition were impacted by the characteristics selected to represent the structures that are proffered to a 

categorization, such as the accuracy of the investigated classification technique, the time frame needed to learn a 

classification model, the number of instances needed for learning, and the price of the properties [63]. Searching 

through various subsets and assessing a criterion, such as correctness, constitute feature selection. To increase 

predictive performance, increase model complexity, and enhance the visualization to understandability of induced 

categories, feature selection approaches aim to decrease the cost and difficulty of classifications.  

 

The evaluation of their value in the assessment decision was a method of choosing pertinent features from a dataset 

[64]. Accurate medical diagnosis is made possible by incorporating feature selection techniques into ML algorithms. 

To increase the effectiveness of patient care, healthcare organizations were employing data mining methods. They 

encounter numerous difficulties while attempting to make sense of a sizable, varied, and frequently complex 

supply of health care information [65]. Numerous practical problems in clinical medicine have been effectively 

solved by several prediction data mining techniques. This research makes an effort to underline the importance of 

integrating feature selection techniques into medical decision support devices that could be the medical profession 

to leverage methods of improving the accuracy of diagnosis. The core idea behind XGBoost is to employ the CART 

decision tree classifier to iteratively calculate correct predictive performance. The existing gradient boost approach, 

which integrates a linear model with a tree learning method, is improved by the optimization method XGBoost. To 

prevent overfitting, XGBoost controls the designer's intricacy by lowering the variance of the model by including 

periodic components in the cost function. The ability of this technique to dynamically leverage CPU multi-threads 

for parallel computing & enhance accuracy through method optimization is the most prominent aspect. In the 

domains of machine learning, data processing, data gathering, & analytics, the XGBoost method is regularly 

employed. It has very good precision and is utilized to tackle a variety of real-world issues [66].  

 

Gradient Boosting Decision Tree-based was improved of XGBoost. This individual's objective is to create several 

CART trees from characteristic separation components. The objective function was decreased to fitting the residual 

predicted by the previous model each time a CART tree is built. Finally, a strong classifier is created by combining 

numerous CART weak classifiers, and each tree's leaf node correlates to a rating [67]. According to the features of the 

specimen, the algorithm would determine the associated leaf nodes in each tree when a specimen was anticipated. 

The total score of leaf nodes makes up the sample's work that was intended. In the process of building the XGBoost 

framework, the optimal variables for the model were also acquired by training instances according to the concept of 

solving the optimization problem, and the new instance would be anticipated by the optimized parameters and the 

forecasting operation [68]. Feature extraction, also known as Differential Choice, would be a thoroughly utilized 

information preparation method of information mining that would be essentially used to lowering of information by 

eradicating inconsequential and unnecessary characteristics of databases [69]. Furthermore, the approach boosts to 

understandability of information, permits the presentation of information, lowers the learning process to supervised 

methods, and enhances the efficiency of forecasts. Several implementations of appropriate methods detection 

approach in the health sector [70]. Filter methods, wrapper methods, classification techniques, embedded 

approaches, and widely used approaches of estimation methods. The majority of studies today were concentrating 

on edge detection approaches. To acquire more accurate findings faster, it was often advisable to remove erratic and 

incorrect information before employing any algorithm on the information [71]. Improving a dataset's complexity was 

essential for potential implementation. Moreover, if most key characteristics are identified, the sophistication 

decreases dramatically. Different learning algorithm performs effectively and produces more precise findings of the 

dataset shows that important 
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and non-redundant attributes. An effective feature selection strategy is required to extract intriguing characteristics 

that are pertinent to the ailment because healthcare databases contain a huge number of redundant and irrelevant 

characteristics [72]. 

 

 The diagnosis of knee joint abnormalities utilizing VAG impulses was advised using a good detection method. A 

new segmentation and classification method was implemented. The apriori algorithm and evolutionary algorithms 

were used to identify the most important and consistent traits. Random forest and LS- SVM predictors were used to 

assess their effectiveness [73]. Additionally, the idea of wavelet transform was used to distinguish between 

diseased and normal VAG information. Results are compared based on assessment measurements indicating 

evaluation of LS-SVM utilized the method is a precision of 94.31% [74]. The suggested method is very beneficial in 

the earlier detection of knee joint illnesses in patients who could indeed receive treatment immediately. These 

methods were divided into three categories by the writers: unsupervised, semi-supervised, and supervised variable 

methods. Additionally, several difficulties and barriers to understanding gene expression data were resolved [75]. 

A categorization performance of unsupervised and semi- supervised techniques is found to be as interesting as 

supervised method choosing through an empirical investigation on gene selection. An original way to select the 

optimal group of attributes for a type II insulin database uses SVM ranking of backward search [76]. The Naive 

Bayes classifier's predictive performance massively enhanced the suggested strategy. The procedure employed was 

quite straightforward yet efficient, and it would undoubtedly aid doctors and other medical professionals in the 

identification of Type 2 diabetes. 

 
Feature selection approaches 

The three main categories of conventional feature selection techniques of computer vision are wrapper, filter, and 

embedded. Figure 2 depicts the feature selection method that could be used to decrease the input database before 

passing it to the training algorithm. 

 

Filter Method 

Before the use of any learning method, characteristics are filtered in the attribute selection utilizing the filter 

technique. Based on a set of assessment criteria, it scores the characteristics. It tends to produce varying results on the 

forecast because it is dependent on the classification being utilized[77]. The methods deliver results that are efficient 

and rapid. They referred to wrapper approaches of large datasets as a consequence. The drawback of these methods 

is that they don't consider classifications connected with a characteristic that affects others. As a result, they might 

not choose the most "valuable" characteristics. The MIFS attribute selection approach performs "greedy" attribute 

selection but is based on the concept of mutual information [78].In this technique, component classification, the most 

mutual information possible was extracted. MIFS was less popular yet to the prevalence of several implementation 

problems. A greedy filtering feature selection approach, called Reciprocal Based on Data Productive Criteria, was 

developed in response to the shortcomings of antecedents. It was based on the concept of correlation. An important 

feature was taking into account the characteristics' relevancy and lack of duplication of the extracted features [79]. 

The main benefit of this algorithm over its predecessors MIFS and MIFS-U is that it chooses characteristics without 

needing any variables like B. As a consequence, as compared to its predecessors, the outcomes with MICC were 

more encouraging. Through the use of a hybridized framework, a correlation-based features extraction strategy was 

used to diagnose Coronary Artery Disease [80]. Using a correlation feature selection strategy, particle swam 

improvement, and a classification algorithm, the most important risk variables for CAD illness were found. The 

development of prognosis methodologies for the CAD condition made use of the C4.5 method, (MLP), MLR, and 

fuzzy unsorted pattern matching method [81]. The 10-fold cross- verification approach is utilized to evaluate the 

CAD model. For clinical data and data related to Cleveland cardiovascular diseases, the MLR method had the 

highest predicted performance, whereas the MLP method had the least. The findings of the suggested methods were 

highly encouraging and considerably increased classification performance. As a consequence, this method could 

help make medical decisions, such as the identification of the CAD condition. 
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Wrapper Method 

Wrapper techniques make decisions about attributes while considering the supervised learning that will be 

employed into consideration. Its main advantages over filter techniques include identifying the most "useful" traits 

and selecting the ideal set of data for the learning experience [82]. In addition, it takes feature dependencies into 

account and provides more accurate results than filter approaches. Its drawback is that this procedure must be 

redone to a different learning algorithm should be used [83]. This technique is quite complicated and more likely to 

overfit on small trained data. Examination and evaluation are the relief method for selecting wrapper characteristics. 

To select the best feature subset, the authors investigated the wrapper approach's benefits and drawbacks. Decision 

trees and the Nave Bayes classifier, two induction techniques, were used in the tests, which included actual and 

synthetic information [84]. Outcomes revealed when the wrapper strategy was combined with a naive Bayes 

classifier, the error rate was dramatically decreased. 

 

Embedded Method 

The search was often driven by the learning experience in the integrated feature selection strategy [85]. Patients 

typically operate by particular learning methodologies that aid in enhancing the effectiveness of a training algorithm. 

This methodology allows more efficient use of the available information and offers quicker alternatives as they call 

for separating the classification model into classification models as well as verification collectives [86]. Compared to 

wrapper approaches, they are less susceptible to over-fitting and operationally cheap. Additionally, integrated 

techniques' computational complexity was higher than that of ensemble methods. The primary drawback of 

methodologies is that they base their choices on the classifier [87]. As a result, the classifier's hypothesis that might be 

correct could influence the features that are chosen. A backward component selection-based embedding technique 

was put forth. The goal was to pick the most major characteristics from unbalanced data to use SVM for the 

classification model. Table 2 illustrates the feature selection algorithms characteristics in T2D. Table 2 classifies 

characteristic methods based according to the search method, the criterion for assessment, and the data analysis task. 

 

Traditional classification systems 

Dynamic categorization and simultaneous classification techniques may be used to analyze generated data to 

produce prediction results, as shown in Figure 3. By including the adaptivity function to assist vector machines, 

illnesses might be diagnosed. Adaptive SVM should be the objective to provide a quick, computerized, and flexible 

assessment and diagnosis [88]. To improve the outcomes, the probability factor in the traditional SVM was altered. 

The outcome of the classifications that were supplied was a list of "if-then" instructions. Carcinoma & diabetes were 

both diagnosed using the newly created approach, which had 100% prediction performance for categorizing every 

ailment. Developing more effective ways to modify the bias value in a typical SVM should be a focus of future 

research [89]. a hybrid type 2 diabetic prediction system correlation-based and classification. The suggested model 

uses k-fold cross-verification of forecasting along the C4.5 classification method and K-means clustering. The hybrid 

strategy enabled the system to achieve impressive outcomes, with a classification accuracy of 92.38%, which might be 

highly beneficial for doctors in making wise therapeutic decisions regarding diabetics. Future research can focus on 

creating more accurate models for illness prediction. Figure 4 illustrates the use of simultaneous segmentation to 

process data to provide prediction outcomes. The researchers used a parallel support vector machine to diagnose 

diabetes. The distribution of datasets over several computers was made easier by the use of parallel SVM, which 

reduced the computation overhead, energy use, and storage use on each machine [90]. With the help of the 

findings, this  was discovered that perhaps the suggested method ran on either a single computer in 1/3 the 

time that basic SVM did. Additionally, the classifier's performance has been on par with basic SVM capabilities. The 

developed approach was shown to be quite trustworthy and it can be used for large, imbalanced datasets. In the 

future, this technique may be used on many devices to improve generalization ability and yield better results. 

 

Classification model performance measures 

The performance indicators are typically employed to evaluate the effectiveness of various models [91]. 

Reena Ivanglin and Pragaladan 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69512 

 

   

 

 

Accuracy The number of outcomes that were successfully anticipated in proportion to the total number of 

predictions was computed. This is described as the proportion of information that is correctly categorized including 

all data that is identified. 

 
Whereas, True Positive (T+); True Negative(T-), False Positive (F+), and False Negative(F-)  

Sensitivity Retention is the number of pertinent things which are chosen. This ratio is the product of real positives 

and false negatives. Test sensitivity (Recall) in medical diagnosis refers to a study's capacity to accurately diagnose a 

condition. They could almost certainly be assured that they don't have an illness if the test has a high recall rate and 

the results are negative. 

  

  
Specificity The quaintly of accurate negative predictions separated from the overall quantity of negatives was used 

to compute specificity (SP). 

  
Precision 

How many chosen items are pertinent is measured by precision. It measures the proportion of genuine positives to 

the total of false and true positives. A capacity of a test to accurately identify people who do not have a disease is 

known as test specificity. Users can be almost assured that they genuinely have the condition if the test outcome for a 

very accurate test is positive [92]. 

  

 
False Positive Rate: The FPR was calculated by dividing the overall number of inaccurate negative predictions. It's 

outlined as: 

 
F-measure: The F-measure is the balanced harmonic mean of the accuracy and recollection of the system. 

 
The existing feature selection methodologies and categorizations for accurate illness prediction are reviewed in this 

work. Also covered are the measures of success used in medical diagnostic systems to evaluate how well the 

categorization algorithms are working. This study also contrasts the advantages and disadvantages of various 

feature selection strategies and classifications on their own [93]. This publication also describes the value derived 

from earlier academics' work on well-known T2D illness data. The classification of algorithms for selecting features 

in this research is also provided [94] based on search strategy, assessment standards, and data gathering jobs. 

Numerous researchers have offered a variety of parameter estimation and classification models for disease earlier 

detection, but this study suggests that there are still plenty of prospects for creating new strategies to achieve and 

improve an enhanced prior researcher. An analysis of the technique for selecting features shows that a specific 

feature selection strategy is crucial for the correct categorization of illnesses [95]. The survey shows that the filter 

method prepares two techniques & therefore is computationally efficient. When a certain training algorithm requires 

an optimum data subset, a wrapper and embedding method should be utilized. According to this analysis, hybrid 

techniques that can be employed to eliminate repetitive, harsh, and unimportant characteristics from illness datasets 

are where studies are currently progressing [96]. Combining the advantages are two or more methodologies, a 
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hybrid strategy benefits. Unfortunately, there aren't many empirical studies that employ hybrid techniques to 

forecast diseases. It is, therefore, necessary to apply future opportunities and advancements of such techniques to 

illness information. The majority of current classification method study has concentrated on employing SVMs, 

decision trees, ANNs naive Bayes, & decision trees, to forecast T2D illnesses [97]. This media concentrates on the use 

of simultaneous classification methods and adaptable categories to more quickly and accurately detect T2D diseases. 

To enhance the performance of classifiers & maximize the computational effectiveness of findings, the study 

concentrated on developing novel hybrid categorization algorithms [98]. These technologies will aid medical 

personnel in making wise decisions about the diagnosis of diseases. 

 

CONCLUSION 

 
The prevalence and incidence of T2D illnesses, which are rising daily have a serious impact on worldwide health. 

Patients' deaths may also result from improper care being provided withholding or delaying it. Therefore, predicting 

T2D diseases is a crucial challenge in the medical industry. This survey provides an overview of several extracted 

features and categorization methods that might be highly useful for assessing illness conditions quickly. According 

to various concepts, several valid and effective characteristic identification techniques have been discovered in the 

literature. Although the topic of feature selection 

 

is widely established, scientists are concentrating on developing cutting- edge techniques that boost the effectiveness 

of ML. This study demonstrates the need for training hospital professionals in reliable feature extraction and 

classification models that could be utilized on large datasets to accurately detect T2D ailments. 
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Table 1: Feature selection comparative analysis 

Methods of 

feature selection 
Functionality Issues 

Graph-Based 

system 

It includes a small set of characteristics, into 

multiple dependent features of the dominant 

set. 

It cannot effectively employ approximation. 

Multimodal images are divided and feature 

extracted using this 

method. 

Co-Training 

based system 

It utilizes two key aspects of unlabeled data for 

each other and jointly predicts the test. 

It does not explore how extraneous 

characteristics affect semi-supervised 

learning approaches to identify 

irrelevant data features. 

Self-Training 

based system 

Utilizes the labeled portion of the data to begin an 

initial characterization and this model to group 

the unlabeled portion. 

In place of demonstrating the 

quantification, it gives immediate grouping 

of data. It couldn't be carrying out a linear 

data transformation. 

SVM To solve the dual optimization problem. 
It provides only an approximate solution 

instead of a complete solution. 

Co-relation 

based system 

The multivariate channel chooses the feature 

subsets that are uncorrelated 

among themselves. 

It does not demonstrate a strong connection 

to the class. 

Consistency 

based system 

It determines feature subsets, but it does not 

know how the feature can 

closely fit the class. 

It determines an appropriate data reduction 

rate using an irregularity 

criterion. 

Information 

Gain 

It stores the common information 

for every feature and class. 
It only delivers the limited feature set 

Relief method 

It operates by arbitrarily choosing the test features 

and searching for neighbors in the same class, 

not in other classes. 

The score of pertinence score of every 

component is updated based on the hit and 

miss rate. 

Lasso 

Regularization 

Reduces some of the items to zero and 

contracts the regression  coefficients to

 regularize model bounds. 

This approach substitutes the quantity of 

the model boundaries' top features for the 

target label as its criterion. 

Filter 

Chooses the most relevant features based on the 

information itself, that is, features are evaluated 

according to the characteristics of the material, 

without using any grouping techniques that can 

restrict the 

investigation of critical aspects. 

The speed and adaptability limitations of 

this technology are drawbacks. 

Wrapper 

Utilizes the effects of a certain grouping strategy 

to evaluate feature subsets. This technique was 

used by identifying feature subsets that enhance 

the nature of the grouping method's results. 

However, the main drawback of these 

feature selection methods is that they are 

computationally expensive and can only be 

used in conjunction with a certain grouping 

method. 

Hybrid method 
It has all the hybrid system characteristics but 

missed the wrapper and filter. 

To strike balance between viability and 

computational effort. 
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Table 2 classifies characteristic methods based according to the search method, the criterion for 

assessment, and the data analysis task. 

 

  Search Strategies Data Mining Tasks 

 

Feature 

Selection 

Type 

Complete Sequential Random Classification Clustering 

Evaluation 

Criteria 

Filter 

Method 

Focus 

MIFES1 

BFF 

Bobrowski’s 

MDLM 

Schlimmer’s 

Relief Relief 

F Relief S SFS 

FCBF CFS 

Dash’s 

SBUD 

Mitra’s 

 

LVI 

QBB 

LVF 

Y- -Y 

 
Wrapper 

Method 

AMB&B 

FSBC 

BS 

WSBG 

WSBG 

PQSS 

RGSS 

LWV 

RMHC- 

Y - 

  FSLC 

RC SS SBS- 

SLASH 

AICC 

FSSEM 

ELSA 

BBHFS 

PF GA 

RVE 
- Y Y- 

 
Hybrid 

Method 
 

Xing’s 

Dash-Liu’s 
 - Y 

 

  
Figure 1 The model-building process for T2D Figure 2: Flow of Feature selection 
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Figure 3: Parallel classification and 

adaptive classification processes 

Figure 4: Architecture of parallel 

classification process 
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This review paper critically explores the existing literature on course recommendation system within the 

sphere of higher education in current era pertaining to NEP 2020. The study provides a thorough analysis 

of various methodologies, algorithms and approaches employed in the design and implementation of 

these systems. Key factors affecting course recommendations such as user preferences, academic 

performances and contextual relevance are examined. The review also highlights contemporary trends, 

challenges, and opportunities in the field illuminating recent advancements in data analytics, machine 

learning and deep learning applied to course recommendations. By integrating diverse views, this paper 

aims to offer an extensive overview of the existing and current state of course recommendation systems, 

providing a deeper comprehension of their implications for individualized learning to meet different 

needs of students and their academic success. 
 

Keywords: Recommendation System, Machine Learning, Deep learning, NEP 2020 

 

INTRODUCTION 

 

A recommendation system (RS) is an information filtering system that offers content relevant to a specific user. 

Suggestions about diverse decision-making procedures are commonly provided, encompassing the selection of a 

thing for purchase, the choice of listening music, or the determination of news available online to peruse. 

Recommendation systems are highly advantageous when persons face the challenge of choosing an item from a huge 

assortment of choices offered by a particular provider.  Recommender systems have many applications like news, 
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movies, music and education etc. in the field of education; students are not aware about the courses they should 

study. The reason behind this is a lack of knowledge about the future requirements of hiring companies or higher 

education institutes. So, there is a need for a system that guides the students in selecting a course depending on their 

interests and historical records. A course recommendation system suggests a list of courses to student decide what 

they should study. Due to the digitization of higher education, recommender systems have become more prevalent 

in this domain since the early 2000s. (Wang et al., 2022) proposed a course enrollment recommender system based on 

machine learning that suggest students looking to register for courses in the upcoming semester. 

 

 The general working of recommendation system includes user/student requests for recommendation at his interface 

by giving the information needed by the recommender system. This request goes into the database, where the 

recommendation engine checks the similarity of the required recommendation with the previous advice given to 

users and also considers the feedback given by the previous user. The recommender system recommends top N 

recommendations to the receiver based on the similarity matrix as well as the previous history record.  

Recommender systems have two main components: users (student) and things (courses), with each user assigning a 

rating (feedback) to an unrated item. Generally, two approaches are used to acquire user ratings: Implicit approach 

and explicit approach (Roy & Dutta, 2022). Implicit user ratings are inadvertently gathered from the user. Contrarily, 

in explicit approach, users may provide detailed user ratings directly by choosing a value from a constrained range 

of point values or labeled interval values. For instance, a website may gather implicit data about goods based on click 

stream, user time spent on a page, and other factors. Most recommender systems use both explicit and implicit 

techniques to collect user ratings. And only those items will be recommended to users which get higher user ratings. 

So our concern is to get high ratings of the thing. 

 

Types of recommender system 

Recommender systems can be categorized into four distinct classifications: Content based recommender systems, 

Collaborative recommender system; Knowledge based recommender systems and Hybrid recommender systems 

(Pawlicka et al., 2021). 

 

Content based recommender system 

Content based techniques are highly efficient in suggesting text based items such as documents, news items, web 

pages and restaurants etc. Within content-based recommendation systems, forecasts are generated by analyzing data 

about the items themselves and the users' previous interactions with them, not on what other users have chosen 

(Pawlicka et al., 2021). This type of filtering is based on the idea that people tend to buy things in the future that are 

related to things they have already bought. The item’s similarity is calculated on the basis of their features and/or 

attributes that include metadata or even the actual content of the document.  The first step in the content based 

recommendation process is to get information about and reviews for the things that a user has already bought. After 

that, the machine looks for things that are like it. Here's how to figure out the similarity: The items are put into 

neighborhoods by using a similarity calculation. This means that new items are compared to items that are already in 

the collection to build neighborhoods. It's like a vote for the neighborhood where the thing was bought if someone 

bought it. A user should be told about an item if k of their closest friends gave it high marks. Little information is 

needed for this method to make correct predictions and be flexible. 

 

Collaborative recommender system 

The degree of user similarity is a factor in collaborative strategies. This method begins by recognizing a collection or 

group of user A whose likes, dislikes, and tastes are comparable to those of user B. The neighborhood of B is referred 

to as A. Then user B suggests the items that he may like, based on the reactions of other user A who have a similar 

taste.  The efficacy of a collaborative algorithm is contingent upon its ability to identify the area encompassing the 

user of interest accurately. According to the (Roy & Dutta, 2022), collaborative filtering is further categorized into 

two types of filtering: Memory-based collaborative filtering and model-based collaborative filtering. 
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Memory-based collaborative techniques recommend new items while considering the other user’s preferences. For 

prediction, they utilize the utility matrix (UM) directly. The initial stage of this method is building a model. The 

input for the function representing the model is the utility matrix (UM) Model=f (UM) Then, recommendations or 

suggestions are created based on a function that accepts two parameters: one is the defined model, and the other one 

is the user profile (UP). In this case, only those users whose UPs are included in the UM are eligible to give 

suggestions. So, the UP’s must be added to the UM to provide recommendations for a new user, and an estimation of 

the similarity matrix is needed. This makes the method computationally costly. 

 

Recommendation=f (defined model, UP) 

Where UP ∈ UM (Roy & Dutta, 2022) 

Where UP= User Profile  

UM=Utility Matrix 

Model-based systems employ a diverse range of data mining techniques as well as machine learning methodologies 

to construct a model capable of anticipating the user's rating for an unrated item. Instead of starting with the 

complete dataset, suggestions are created utilizing its features. Consequently, the emergence of the "model-based 

technique" occurred. The prediction process for these approaches also involves two phases: first, building the model , 

and second, the prediction of ratings is accomplished by employing a function (f) that incorporates the user profile 

(UP) and the model developed during the initial phase as its inputs. 

 

Recommendation=f (defined model, UP)  

Where UP ∉ UM (Roy & Dutta, 2022) 

Where UP= User Profile  

UM=Utility Matrix 

The utility matrix does not need to be updated before predictions may be made using model-based methodologies. 

Even users who aren't represented in the model can receive our recommendations. 

Collaborative filtering is highly effective for recommending products on shopping sites, movies and TV shows and 

articles on news sites etc.  

 

Knowledge based recommender system 

Knowledge-based recommender systems do not depend on user item data. Instead, their predictions are based on 

attributes of items and explicit rules about the problem area (Pawlicka et al., 2021). Knowledge-based recommender 

systems use artificial intelligence algorithms and examine user and item similarities. Instead of relying on human 

reviews, these systems use deep knowledge about item features. These systems are useful for recommending 

products and services. 

 

Hybrid recommender system 

A hybrid recommender technique integrates multiple tactics and simultaneously utilizes them to mitigate the 

limitations inherent in each individual style. Diverse styles can be included via a variety of methods. A hybrid 

algorithm that mixes collaborative methods with content-based strategies or content-based methods with 

collaborative methods may blend the results from many techniques. This hybrid combination of many 

methodologies frequently increases performance and correctness in many recommender system applications. Several 

hybridization approaches include 

1. Weighted hybridization. 

2. Feature-augmentation mixed hybridization. 

3. Feature-augmentation at the Meta level. 

4. Cascade hybridization. 

5. Feature-combination mixed hybridization. 
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Education System in India 

The pivotal role of education is enabling individuals to reach their maximum capabilities and facilitating the 

progress of a nation. Ensuring inclusive and equitable access to high-quality education is crucial for India's sustained 

progress and its position as a global leader with a view to advancing the economy, social equity, scientific 

innovation, cultural conservation, and national unity.  Gurukuls were the heart of the old educational system, which 

was based on Hindu philosophy and helped people learn new skills and how to live a good life. Modern education, 

on the other hand, is focused on mindless learning and tests, which is not in line with the overall goals of skill and 

personality development. India can strive to create a modern education system that truly supports the holistic 

development of individuals and prepares them for a world that is always changing by going back to the roots of its 

educational past and building on the strengths of its old system. National System of Education must aims to 

eliminate inequities and enhance the quality of public education in funded schools so parents feel that they can skip 

paying considerable fees to send their kids to private schools. There are various education policies that came to 

existence till now. These are 

 

1. The first education policy commenced in 1966 (National Education Policy 1966). The aim of this policy was 

"Radical Restructuring" and equal education opportunities to achieve complete education at the national level.  

2. The following education policy was commenced in 1986 that aims to promote education of minor and backward 

sections, education of SC, ST and women equality. The new education strategy prioritizes addressing school 

dropouts through micro-planning-based solutions implemented at grassroots levels nationwide.   

3. The next education policy came in the year 2020 known as National Education Policy (NEP) 2020 which is the 

first education policy in the 21st century and mainly focuses on 

 Recognizing, identifying, and fostering the unique capabilities of each student, 

 Flexibility,  

 Multi disciplinarily and a holistic education,  

 Emphasis on conceptual understanding,  

 Creativity and critical thinking,  

 Life skills,  

 Focus on regular formative assessment for learning,  

 Synergy in curriculum across all levels of education,  

 Respect for diversity and respect for the local context,  

 Outstanding research, Substantial investment in a strong, vibrant public education system  

 

LITREATURE REVIEW 

 
Recommender systems have the potential to be applied across various domains, including the educational sector. 

These systems primarily prioritize the provision of a rigorous educational standard and strive to optimize the 

teaching and learning process. Students take help from course recommendation system for deciding the right choice 

of courses they may take in their under graduation programme. There is various course recommendation systems 

are developed till now but all have some limitations in their own way. This section focuses on literature review of 

existing course recommendation systems using various techniques. Sumesh et al., 2023 used NLP to create a course 

recommendation system that recommends suitable courses based on user behaviour and explicit input. 

Preprocessing techniques, such as noise removal, tokenization, and lemmatization, are employed on the course data. 

When a user initiates a search for a specific course, the system compares the search query and the preprocessed 

course data, afterwards generating recommendations for courses that exhibit similarity. The system uses deep 

learning for multi-modal feature extraction, content-based filtering, and TF-IDF for availability determination.  

Jia et al., 2023 suggested that the BTCBMA algorithm for online education course recommendation incorporates 

student learning quality. It uses BERT and TextCNN models to extract text features, CNN and Bi LSTM networks are 

employed to capture deep and temporal characteristics and a multi-head attention mechanism is employed to extract 

critical information from sequences of learner interactions, review texts and curriculum properties. The suggested 
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method outperforms previous MOOC. It effectively recommends high-quality courses, boosting learning quality and 

efficiency. Jena et al., 2023 presented a recommender system to select e-learning courses. Collaborative filtering 

techniques implemented in the plan include neural network-based collaborative filtering (NCF), Singular Value 

Decomposition (SVD), and K-nearest neighbour (KNN). The evaluation of the performance of various models 

involves the utilization of metrics such as hit rate (HR), average reciprocal hit ranking (ARHR), and mean absolute 

error (MAE). The findings indicate that the K-nearest neighbours (KNN) model outperforms other models in 

achieving greater HR and ARHR scores and lower MAE values. The author advised developing upgraded and 

hybrid models and using deep learning for analysis. Mariappan et al., 2022 presented a course recommendation 

system that utilizes semantic analysis and deep learning models such as LSTM-GRU to facilitate the selection of 

elective courses by students, taking into account their specific subject interests. The efficacy of the recommendation 

system has been evaluated on the VIT (Vellore Institute of technology, Chennai) curriculum, revealing that students 

who receive recommendations for elective courses exhibit a higher attainment of credits within their respective areas 

of competence. The author suggested that this method has the potential to be used at other other universities, 

offering students the opportunity to enhance their technical proficiency, raise their cumulative grade point average 

(CGPA), and increase their rates of course completion. Roy et al., 2022 emphasized the research gaps and obstacles 

within the field of recommender systems, emphasizing the necessity of creating datasets in domains beyond movies, 

including health, tourism, and education.  Wang et al., 2022 presented a course enrollment recommender system that 

uses machine learning techniques to offer individualized suggestions to students, considering their course 

enrollment history and other relevant contextual factors. The empirical findings indicate that the recommended 

courses exhibited high relevance and provided students with a wide range of possibilities.  

 

Wu et al., 2021 presented an innovative approach to course suggestion, which seeks to boost students' motivation for 

learning by considering subjective aspects such as preferences and performance expectations. The system employed 

a genetic algorithm to maximize the suggested course selection while simultaneously addressing the constraints of 

different situations. The system used a modelling approach incorporating data on students' knowledge acquired 

from completed courses, preferences, and expectations. The candidate courses for recommendation were selected by 

a filtering process that considers their resemblance to the user's interests. Xu et al., 2021 provided a personalized 

course recommendation system using a knowledge graph and collaborative filtering techniques in online education. 

It incorporated semantic linkages between suggestion items to overcome the constraints of collaborative filtering. 

The suggested system recommends courses for learners better than standard algorithms in precision, recall, and F1 

score. Zhu, 2021 proposed a network course recommendation system with a double-layer attention mechanism that 

improves online teaching platform course recommendations. This model generates recommendation results 

categorized by course category weight using an improved TF-IDF technique. The author evaluates the proposed 

algorithm using various indicators such as HR (hit ratio), NDCG (normalized discount cumulative gain), RMSE (root 

mean square error), and MAE (mean absolute error). Comparative experiments show that the suggested approach 

improves course suggestion accuracy. Thanh et al., 2020 suggested a course recommender system that utilizes deep 

learning techniques, specifically Multi Layer Perceptron, in conjunction with pre-processing methods. This method 

can assist educational administrators, academic advisors, and students in their strategic planning and early 

identification of potential issues. The authors also propose conducting additional studies to examine student 

performance-based groupings to facilitate improved course selection and boost the accuracy of prediction tests. 

 

NEED OF RECOMMENDER SYSTEM IN CURRENT EDUCATION 

The multidisciplinary approach of NEP enables the students to pursue their interest in any subject of another 

discipline, irrespective of their major subjects. But how do you select the multidisciplinary course (MDC) as a minor 

subject distinct from the courses learned in secondary education or Grade 12? This is a tedious task for students as 

they always need clarification about which course would benefit their intellectual development and career goals. 

Sometimes, teachers and parents need more knowledge to give the best suggestions. So, there is a need to develop a 

recommendation system that recommends the list of courses to students according to their interests, background 

history and other user’s opinions so that students can select the best option for themselves. Likewise, the selection of 

Ability enhancement courses (AEC), Skill enhancement courses (SEC) and value-added courses (VAC) is also a 
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challenging task for the students. So there is a need of recommendation system that helps the students to select 

courses of their interest as well as that helps them to get a better career opportunity. There is need to develop a 

hybrid recommendation system that allows 

1. The Students to choose courses based on their interests to enhance performance and eliminate the effort in course 

selection.  

2. The need to improve the capabilities of the education system by implementing a recommendation system (RS) 

approach and integrating personalized features into it.  

3. To catalyze the advancement of knowledge by constructing a comprehensive taxonomy of courses. 

 

CONCLUSIONS AND FUTURE SCOPE 

 
In conclusion, the field of course recommender systems has witnessed significant advancements, particularly in the 

integration of deep learning techniques. Various models have been proposed, each with its unique approach and 

focus. This paper conducted a systematic review from 2018 to June 2023 on course recommendation systems to 

identify the state of art methodologies for developing course recommendation systems. Before the year 2020, the 

authors used various techniques like ontology, N-gram query and NLP for developing Course recommendation 

system. But with advancements of Artificial intelligence, the authors moved in the direction of machine learning and 

deep learning.   Thanh et al. (2020) utilized deep learning techniques for course recommendation, emphasizing 

marks prediction and factor analysis. In 2022, Mariappan et al. achieved 93% accuracy in predicting elective courses 

using semantic analysis and LSTM-GRU. In 2023, Yinping et al. proposed DORIS, a personalized course 

recommender system addressing personal interests and course details but facing a cold start problem. Gerard et al. 

(2023) introduced a hybridized deep learning strategy using RNN and LSTM, highlighting challenges with 

collaborative and content-based approaches. Jia et al. (2023) presented BTCBMA, an algorithm based on BERT and 

TextCNN, and Convolutional neural networks and BiLSTM networks, but the model is limited as a local, offline 

system. The findings of this paper states that there is various course recommendation systems are developed till now 

but no one meets the requirement of National education policy (NEP 2020). So, our future work will focus on 

developing a hybrid course recommendation system that meets the requirements of student as well as NEP 2020.  
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on Learners’ 

Learning Quality 

networks and Bi 

LSTM networks 

dataset are 0.224, 0.241, 0.237, 

and 0.239, respectively; in the 

CN dataset, the same values 

are 0.217, 0.239, 0.227, and 

0.233. 

. 

Gerard et. 

al., 2023 

A Hybridized Deep 

Learning Strategy  

for Course 

Recommendation 

RNNs and LSTMs 

are used for 

recommendation. 

The proposed model used 

hybrid recommendations 

that outperform other 

models. The author used two 

deep learning techniques 

LSTM and RNN and results 

that LSTMs perform better 

than RNNs in the system. 

Collaborative 

approach lacks 

personalization 

Content-based 

approach doesn't work 

well for new users 

Yinping et. 

al., 2023 

DORIS: 

Personalized course 

recommender 

system 

Deep 

Factorization(Deep 

FM) 

The proposed model used 

deep factorization method 

which helps the students to 

select courses according to 

their interest, course details 

and other information. 

The paper does not 

address the cold start 

problem. And PCA 

and Text Rank, which 

lack robust fitting 

capabilities, encode 

text. 

Mariappan 

et. al., 2022 

 

 

 

 

Application of 

Semantic Analysis 

and LSTM-GRU in 

Developing a 

Personalized Course 

Recommendation 

System 

User Average 

method  

Item Average 

method 

In this study, Deep learning 

models (GRU and LSTM) 

were used to predict the 

domain of elective courses 

with an accuracy of 93%. 

And Students who utilized 

the elective course 

recommendation system 

registered for more elective 

course credits and scored 

higher grades in their 

domain of expertise. 

56 students were 

unsure about the need 

for recommendation 

Zhu et. al., 

2021 

Network Course 

Recommendation 

System Based on 

Double-Layer 

Attention 

Mechanism 

Convolutional 

neural network with 

double layer 

attention 

mechanism 

With a two-layer attention 

mechanism, the suggested 

study created an online 

course recommendation 

system with the goal of 

resolving the issue of 

accurate course selection. The 

model is evaluated by 

MAE(mean absolute error) 

and RMSE(root mean square 

error) with the value of 0.722 

and 0.843 respectively. 

The proposed model 

overcome the precise 

selection problem but 

is limited in the terms 

of efficiency. 

Li et. al., 

2021 

A Deep Learning-

Based Course 

Recommender 

System for 

Sustainable 

leave-one-out 

evaluation 

technique 

This study proposed a deep 

learning based course 

recommendation model 

named DECOR for 

personalized 

This study primarily 

focused on presenting 

findings related to 

technical issues, 

without conducting 
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Development in 

Education 

recommendation services on 

online websites that aims to 

reduce the problem of 

information overloading, 

high dimensional data 

sparsity, and achieve high 

feature information 

extraction performance. 

behavioral 

experiments involving 

real users 

implementing the 

method described in 

this research. 

Thanh et. 

al., 2020 

Course 

recommendation 

with deep learning 

Deep learning 

techniques with 

Multilayer 

Perceptron 

Typically, the 

recommendations are based 

on factor analysis and mark 

prediction on about four 

million mark records at Can 

Tho University. Using pre-

processing techniques and 

deep learning with Multi 

Layer Perceptrons, the 

author suggested a course 

recommender system. At 

Can Tho University, the 

prediction tasks are run on 

almost four million mark 

records. 

The proposed system 

is limited to student's 

groups only and not 

considered the course 

constraints. 

Gulzar et. 

al.,2018 

PCRS: Personalized 

course 

recommender 

system  

based on a hybrid 

approach 

N-gram query 

classification 

The author used hybrid 

methodology along with 

ontology to retrieve useful 

information and make 

accurate recommendations. 

The proposed model 

had not used 

knowledge base for 

recommendation. 

 

 

 
Figure 1: General block diagram of Recommender 

System 

Figure 2: Types of recommender system 
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Many pregnant women have the desire to eat clay or soil during the pregnancy. Experts are afraid to find 

out the proper reasons behind it. Traditionally, a hand-made clay mud (Xikaar)  is prepared in village 

areas of Assam (India). It was also believed that after taking this mud, a pregnant lady could overcome 

iron deficiency diseases. There are several unknown heavy metals are found in that clay along with 

Calcium, Potassium, Magnesium, Zinc, etc. Some elements are essential for the growth and development 

of the fetus. In this paper, a Short description of this clay is given but in no way the authors of the paper 

do not suggest taking this clay during the pregnancy period.  
 

Keywords: Clay, Xikaar, Pregnancy, Heavy Metal. 

 

INTRODUCTION 
 

‚Xikaar‛ is one of the oldest traditional supplements used since time immemorial in the Assamese ethos for 

expecting females. A special group of pottery merchants named ‚Kumaars‛ usually formulates these supplements 

from clay. These supplements are smooth-edged in shape and bear a resemblance to the shape of a Diya (lighting 

lamp) and are merely tasteless but entail the odor of soil. This information has been passed on for generations that 

administering these supplements are aidful for the proper growth and development of the unborn baby. ‚Xikaar‛ is 

believed to provide vitalsustenance to the baby and also for the soon-to-be lactating mother. However the repetition 
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of eating clay ‚Xikaar’s‛ is much different from the disorder of Geophagia. Human geophagia is a form of pica. Pica 

is the eating or craving for non-food items.  It can be a disorder in and of itself, or it can be anindication of another 

psychiatric phenomenon. The substance ingested or craved could be biological, natural, or man-made. Nevertheless, 

the practice of eating ‚Xikaar‛ is much dissimilar and alleged to consist of several health paybacks.  The beneficial 

effects are considered to be a result of the presence of various metal elements while also some believe clay has 

anthelmintic properties that help to keep worms away from the pregnant lady. As they say, everything that glitters is 

not gold, as such along with the beneficial aspects, there are also detrimental possessions of administering clay. Until 

now very little research has been done about the digestion and metabolism of clay. The characteristic composition of 

the administered clay also remains a factor of suspicion. There can be several unknown and anonymous heavy 

metals present in it. While elements like Calcium, Potassium, Magnesium, Zinc, etc. are usually useful for human 

physiology, elements such as Bentonite, Fluoride, Arsenic, Boron, Silicon, Cadmium, etc. can have disparaging or 

superfluous effects. One of the most hazardous elements present in clay is Lead. Lead is toxic and upon ingestion can 

have perilous effects on health. Lead exposure has been associated with damage to the brain, kidneys, and also to 

immune system of our body.  

 

Therefore, a pregnant lady upon exposure to lead can fetch devastating effects to her womb and can hinder prenatal 

development. A parallelmenace exists from the consumption of soil near roads that existed before the phase-out 

of tetraethyl lead  or that were spurted with oil (to settle dust) contaminated by toxic Polychlorinated 

biphenyls or Polychlorinated dibenzodioxins.Polychlorinateddibenzodioxins (PCDDs),orsimply dioxins, are a group 

of long-lived polyhalo genated organic complexes that are primarily anthropogenic and promote to toxic, persistent 

organic pollutants in the environment[1].In addition to poisoning, a much superior risk exists of gastrointestinal 

obstruction or tearing in the stomach. Another risk of eating soil is the ingestion of animal feces and 

complementary parasites. There can be several pathogenic microorganisms present in the soil. Apart from these 

plastic pollutants are another major concern. Chlorinated plastic can release harmful chemicals into the adjacent soil, 

which can then seep into groundwater or other surrounding water sources, and also the ecosystem.  

 

This can cause a range of possibly harmful effects on the species that drink the water[1,2]. In general, when plastic 

particles degrade, they acquire new physical and chemical properties, increasing the probability that they will be 

toxic to organisms and the surrounding soil. Furthermore, the greater the number of potentially affected species and 

ecological functions, the more likely toxic effects will occur. Chemical effects are particularly troublesome during the 

decomposition stage. Phthalates and Bisphenol A (commonly known as BPA) leach out of plastic elements. These 

additives are known for their hormonal effects and have the potential to interrupt the hormonal systems of both 

vertebrates and invertebrates. Additionally, nano particles have the potential to cause inflammation, cross cellular 

barriers, and even cross highly selective membranes such as the blood-brain barrier or the placenta. Inside the cell, 

they can trigger changes in gene expression and biochemical reactions, among other effects. The long-term 

consequences of these vicissitudes have not yet been meticulously investigated. "However, it has already been 

established that nano plastics have a behavior-changing effect in fish when passing the blood-brain barrier," 

according to the Leibnitz Institute of Freshwater Ecology and Inland Fisheries[2,3]. 

 

CONCLUSION 

 
‚Xikaar‛, even though it is an age-old practice, the quality of soil since that time has degraded drastically. Previously 

the amount of pollutants was comparatively an the lower side. From this article, the authors wanted to bring the idea 

and practice of eating ‚Xikaar‛ into the light of the millennial audience. But at no incidence, the authors 

recommended or promote this practice. 
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The usage of shared cosmetics increases the chances of microbiological contamination, which can lead to 

negative health repercussions for users. Cosmetics are commonly used for personal grooming and 

aesthetic requirements, however it is usual for several users to share these products. The purpose of this 

research was conducted to identify the different types of microbial contamination, bacterial or fungal in 

lipsticks, blush, foundation, and mascara. The study included 48 swab samples of foundation, lipstick, 

blush, and mascara from Delhi and Gurugram parlors (shared products). Swab samples were collected 

under sterile conditions and cultured on enriched Blood agar, whereas fungi identification samples were 

cultured on Sabouraud dextrose agar. The identification of isolated bacteria was confirmed using culture 

media, Gram staining, biochemical tests, and a Vitek 2GP card for species-level identification. 

Staphylococcus hominis was perhaps the most common bacterial isolate, followed by Staphylococcus 

epidermidis and Bacillus cereus, Streptococcus pyogenes, and Bacillus cereus were found. Lipsticks, 

foundations, and blushes were more infected with Gram +ve and Gram -ve bacteria. However, mascara 

had less contamination than lipstick, the foundation, and blush; these contaminated beauty products led 

to the spread of pathogenic bacteria, which can cause a variety of diseases in humans.  
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INTRODUCTION 

 
In today's world, "Beauty products" play an essential role in human life. Cosmetics have become an everyday part of 

life for many people [1]. They are a valuable source of nonverbal information about a person's personality, attitude, 

and feelings toward the outside world. They improve people's self-esteem by giving them a nice appearance. With 

the rising use of cosmetics comes to a greater risk of negative consequences. People are very much satisfied by the 

makeup product's physical impact without even being conscious of its components, microbial contamination or its 

active engagement with the body, and as a result, they frequently develop adverse effects, while some contamination 

may be visible, many harmful microorganisms are invisible to the naked eye [2]. Even if a shared cosmetic product 

appears clean, it might still carry hidden bacteria or viruses. These unseen threats make it challenging to identify 

potential risks, underlining the importance of adopting preventive measures by not sharing cosmetics [3, 4]. In the 

majority of the time, a person's use of cosmetics begins when he or she is recommended a product by a member of 

his or her social circle or through mass-communication system applications, whether it's trying out a friend's new 

lipstick shade or using communal makeup testers in stores, the convenience and cost-saving appeal of shared 

cosmetics seem appealing [5]. However, beneath the surface lies a hidden danger: the risk of contamination. Sharing 

cosmetic products poses significant health hazards, including the spread of infections and skin irritations [6]. 

Personal hygiene plays a crucial role in maintaining healthy skin and preventing the spread of infections.  

 

When it comes to cosmetics, using products designed for personal use only is a fundamental aspect of good hygiene 

practices. Proper cleaning and disinfection of makeup brushes and applicators are equally essential to minimize the 

risk of contamination and protect our health [7]. Microbe contamination in personal care products may cause 

spoilage since they contain various ingredients that promote microbial growth [8]. Also, the beauty product 

processing method is not ideal, particularly the storage temperature, which is nearly ideal for microbe development 

[9]. Microorganisms present in cosmetics products lead to a risk to consumer’s heath. At this present, the implement 

of Good Manufacturing Practices (GMP) has been improved the industrial quality control analyses, but some case 

studied have reported contamination in cosmetic products as an example of  Pseudomonas aeruginosa, 

Staphylococcus aureus, Escherichia coli, Candida albicans and Stapylococcus epidermidis, as well as yeast and mold  

[10-12]. Beauty products preparations come in a variety of chemical forms, including water-based, oily, creamy, gel, 

and milky one [13]. Natural excipients like pH correctors, preservatives, beauty hues, and pigments, stabilizing 

agents, and flavorings are included in cosmetic formulations in addition to the active ingredients [14]. The tendency 

of microorganisms to multiply in beauty products is common, particularly in water-based products, which are 

frequently characterized by limited durability [15]. Challenge test is typically carried out throughout manufacturing 

process to assess the efficiency of preservatives in cosmetic items; this ensures that the proper amount and kind of 

preservatives are included in the compositions [16]. To maximize maintenance, preservatives must be risk-free, 

consistent with all ingredients, soluble in water, and well-distributed. The intention is to use the minimum quantity 

available to provide optimum efficacy while eliminating any safety risks associated with certain preservation [17]. In 

the present study, authors tried to foind out the microbial pathogens in the four different cosmetic items in Delhi and 

Gurugram regions of India. 
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MATERIAL AND METHODS 

 
This study was divided into four stages. The first stage refers to the observational study which includes the 

questionnaire for randomly selected 100 individuals of the Delhi and Gurgaon region, aged 15-55, to basically assess 

customers’ awareness and the health associated with cosmetics sharing. The second stage refers to the sample 

distribution which includes 40 samples from 4 different categories which are Lipstick, the Foundation, Mascara and 

Blush. The third stage refers to the bacterial cultivation & Isolation on 2 different agars. The fourth stage refers to 

analysis and confirmatory tests for bacterial cultivation. 

 

Sample Distribution  
Sample Size 
Total of samples (n=40) were included in the study as shown in table 1 from 4 different categories as follows (Table 1) 

Sample Collection  
The Samples were collected on Sterile Swabs, Inoculated onto the transport media (Blood Agar, SDA) and were 

transported to the Microbiology Laboratory, SGT University FAHS (Faculty of Allied Health Sciences), and 

processed for further analysis. 

The Bacterial Cultivation & Isolation  
Two Different media were used for inoculation of samples: 1. Blood Agar 2. SDA for the Bacterial & Fungal isolation 

Blood Agar and SDA media was prepared by following Himedia manual instructions, respectively, the samples were 

inoculated into the media plates and incubated into the incubator (Navyug bacteriological incubator) at 37oC, and the 

plate was observed for further analysis after 24-48 h. 

Identification of Microorganisms 
Quadrant streaking  
Quadrant streaking was used in this study, which is one of the most extensively utilized streaking methods for 

gathering an isolated colony. Isolating a single colony or species from a mixed culture is favorable. There are three 

sorts of streaking patterns: quadrant, continuous, and radiant. A small inoculum was positioned on the first 

quadrant of an agar medium and then expanded across the three remaining quadrants using the quadrant streaking 

method. Microbial colonies were most common in the 3rd and 4th quadrants. 

Gram staining technique  
Gram staining was performed to segregate bacterial species into two groups: gram +ve bacteria and gram -ve 

bacteria as per standard protocol [18]. 

Biochemical tests  
A battery of biochemical tests were used as a confirmatory test to identify the microorganisms. 

The Catalase Test  
This method was used to determine which species produce the enzyme called catalase. This enzyme detoxifies 

hydrogen peroxide by converting it to water and oxygen gas. The formation of oxygen gas bubbles plainly 

demonstrates a positive catalase result. 

Tube Method  
The test tubes were filled halfway with a 2 mL solution containing hydrogen peroxide. A sterile loop rod was used to 

select colonies of the 18 to 24-hour test organism and immersed them in the hydrogen peroxide solution. The bubble 

production indicated a positive outcome. 

Slide Method  
The Sterile loop was used to transfer the small amount of colony growth on sterile glass slide. A drop of 3 percent 

H2O2 was been poured on to the sterilize glass slide. Evolution of oxygen bubbles signifies the positive result. 
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Oxidase Test 

Oxidase Disc Test 
In aerobic respiration, the oxidase test identifies the existence of the cytochrome terminal enzyme system. One filter 

paper was taken to dry after soaking it in 1 percent Reagent for Kovács oxidase. Sterile loop being used, a well-

isolated colony was selected from a fresh (24-hour culture) microbial plate. Color variations were noted. 

Bile Esculin Test 
The bile-esculin test was used in the present study that utilizes esculin hydrolysis to differentiate streptococci & 

group D streptococci from non-group D viridians streptococci. 
Species Level Identification (VITEK 2 CARDS) 
The VITEK 2 is a microbiology system that uses for species level identification [19]. The system is available in three 

versions (VITEK 2 small, VITEK 2 XL, and VITEK 2 X), each with its own level of capabilities and technology  as shown 

in Figure 1 & 2. 

Results 
Observational study 
These are the responses for those clients as a result as shown in Figure 3. According to responses, 97.8% of those who 

use cosmetics are female, and the remaining 3.2% are men. [Gender: 97% Female 3% Male.  Age: 15-25 are 78%; 25-35 

are 18%. Do you put makeup daily? : 93.4% no, 7% yes, 3% sometimes. Do you carry personal cosmetics with you 

in the parlor or you use their products? 37.4% do not bring personal cosmetics, 24.2% brings personal cosmetics rest 

38.5% uses both.  Do you share your makeup with others? : 54.9% individual did not share their cosmetics rest 

45.1% shares their cosmetic with others. How often you visit to parlor? : 40.7% visit parlor every six months, 33% 

visit every month and rest 23% visit every week.] According to the responses females use more cosmetics as compare 

to mens, and 54.9% people do not share their cosmetic products with other people, 45.1% people do share their 

products which is a big concern. 23% people visit parlor every week and 37.4% people uses parlor’s product which is 

again a matter of concern. All the isolates gave different results for gram staining, catalase test, Oxidase test and Bile 

esculin test (Table 2). 

 

Bacterial Growth & Sample Analysis 
After 24h of incubation, wide variety of colonies appeared on blood agar plates as shown in Fig 4. On BVY1, grey 

color small oval shaped colonies appeared, on BVY2, sand color colonies appeared, BVY3 showed white color 

colonies. In Fig 5, Lipstick sample on LVY3 grey color colonies appeared, LVY4 showed small oval shapes colonies in 

white color, and on LVY5, transparent white some sort of grey color colonies appeared. In the Fig 6, Mascara sample 

MVY1 showed yellow colonies, MVY2 showed mixed growth, which could not be determined clearly, MVY3 

showed mucoid colonies with dark grey color, MVY4 showed grey color colonies and white colonies oval in shape 

were appeared in MVY5. Fig 7 showed growth of foundation samples in sand color colonies in FVY1, grey color 

colonies appeared in FVY2, light yellow color colonies were appeared in FVY4, and whitish color colonies were seen 

in FVY5. In Fig 8, fungus growths appeared in some samples of lipstick, Foundation, Mascara and Blush. In the Fig 9, 

it was gram positive cocci shape bacteria, catalase positive and oxidase negative, so this confirmed that the blush 

sample (BVY4) was contaminated by Staphylococcus hominis bacteria. 

 

DISCUSSION 

 
The results revealed harmful bacteria in used items at various levels, indicating user infection while using cosmetic 

products. The presence of potentially harmful microorganisms as an example E.coli, Pseudomonas aeruginosa, 

Bacillus cereus and Staphylococcus aureus is a major source of concern. When such germs are introduced near the 

eyes or mouth, they may pose severe risks of illness. Other research has discovered potentially dangerous microbes 

in beauty items, including Candida, S. aureus, and E.coli [20]. Products from beauty parlor frequently lack sanitary 

conditions and are exposed to the outdoors as well as visitors who are permitted to handle and test the product. As a 
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result of increased use and strain on cosmetic preservatives, sharing makeup greatly increases the level of 

contamination seen in sharing items, which may involve an infection by bacteria, fungi, and yeast. We found P. 

aeruginosa, Staphylococcus hominis, Staphylococcus epidermidis, and Bacillus cereus in foundation, lipstick, blush, 

and mascara. They are extremely contagious and can result in life-threatening infections, particularly in immune 

compromised individuals. Even though the disease can be prevented, improper handling of items and lack of 

cleanliness can lead to scrapes or bruises on the skin that become infected. S. aureus and S. epidermidis are two 

examples of the skin-symbiotic Staphylococcus species [2, 21].  In the current study, the fungus was also discovered 

on the SDA plate (Fig. 8). The greatest proportion of bacteria was detected in skincare products, particularly lipstick 

and foundation, with more than a quarter infected with Gram-positive viral pathogens like; S. hominis, S. epidermis, 

and B. cereus [21, 22]. All cosmetic products are produced in highly regulated environments to limit microbial 

content and growth during usage. The preservation system's defense limits the product's lifespan, and the product 

label makes this information clear [16]. The majority of product lines have an expiration date of 3–12 months. More 

thorough studies are required to ensure better user compliance, according to the microbiological study that revealed 

the phases and recurrence of toxins in used products [23]. Seventy to eighty percent of the chemicals used have been 

found tainted with bacteria [17]. Poor hand hygiene can cause used objects to become contaminated with bacteria 

like S. aureus and B. cereus [24]. All product categories had fungus contamination; however, the foundation, lipstick, 

and mascara had the greatest rates. Additional guidance and instruction are necessary. Apart from the the cosmetics 

and makeup items, there are many reports of harmful bacteria from environmental samples like; water, salads and 

meat, which suggested the environment as the reservoire of harmful pathogenic bacteria [25-30]. Some cosmetic 

items even can cause the ocular infections like endopthalmitis [31]. Antimicrobial resistance is associated with such 

harmful bacteria which can be difficult to treat [32]. Routine surveillance programs are highly suggested to monitor 

the bacterial prevalence in the community including different household and cosmetic items. 

 

CONCLUSIONS 
 

The isolation and identification of microorganisms in shared cosmetic goods has revealed important information 

about the potential health concerns linked with such practices. The study discovered a variety of microbes, including 

bacteria & fungi that are typically found in shared cosmetics. The research results emphasize the need of not sharing 

cosmetics in order to prevent the spread of hazardous germs. Shared cosmetics foster microbial development and 

can result in skin infections, eye irritations, and other health problems, especially when they come into touch with 

mucous membranes or vulnerable skin. To protect consumer health and well-being, it is critical to raise awareness 

about the risks of sharing cosmetics and promote responsible cosmetic usage practices. Consumers should be 

informed on the importance of personal cosmetic hygiene and the need to avoid using cosmetics near sensitive 

regions. S. hominis was discovered in abundance following species level detection followed by Bacillus cereus. 

S.hominis is commonly found on the human body and is usually harmless; however, in individuals with unnaturally 

weakened immune systems, can lead to infection on rare occasions. 
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Table1: Showing sample categories with the sample size (n=40), includes lipstick, foundation, mascara 

and blush respectively. (LVY=Lipstick Vandana Yadav) (BVY=Blush Vandana Yadav) 

(FVY=Foundation Vandana Yadav) (MVY=Mascara Vandana Yadav) 

PRODUCTS CATEGORIES SAMPLES 

1. Lipstick (LVY) 
a) Sealed (used as a control) 

b) Parlors (shared products) 
5 Samples Each 

2. Foundation (FVY) 
a) Sealed (used as a control) 

b) Parlors (shared products) 
5 Samples Each 

3. Mascara (MVY) 
a) Sealed (used as a control) 

b) Parlors (shared products) 
5 Samples Each 

4. Blush (BVY) 
a) Sealed (used as a control) 

b) Parlors (shared products) 
5 Samples Each 

 

Table 2. Shows all the gram staining, Catalase test, Oxidase test and Bile esculin test results of all the 

samples which are Lipstick (LVY), Blush (BVY), Foundation (FVY) and Mascara (MVY). 

 

Sample ID Gram Stain Microscopic Observation Catalase Test Oxidase Test Bile Esculin Test 

LVY-1 Positive Cocci + + - 
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LVY-2 Positive Cocci + + - 

LVY-3 Negative Cocci - + + 

LVY-4 Positive Long Rods + + - 

LVY-5 Positive Cocci + - + 

FVY-1 Positive Rods in Chain + + - 

FVY-2 Positive Long Rods + + - 

FVY-3 Positive Rods + + - 

FVY-4 Positive Cocci in Clusters - + - 

FVY-5 Positive Cocci + + - 

MVY-1 Negative Rods + + - 

MVY-2 - - - + - 

MVY-3 Positive Rods - + - 

MVY-4 Negative Cocci - + - 

MVY-5 Positive Rods + + - 

BVY-1 Positive Rods in Chain + - - 

BVY-2 Positive Cocci - + - 

BVY-3 Negative Rods + - - 

BVY-4 Positive Cocci + - - 

BVY-5 Positive Rods + + + 

 

  

Figure1. (a) Vitek 2 AST Card ; (b) Vitek 2 GP 

card 

 

Figure 2. Front and lateral views of Vitek 2 GP cards and 

the Vitek 2 AST cards are placed in the test tube 

containing inoculums.  
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Figure 3. The graphical presentation of the 

questionnaire showing general awareness about 

cosmetic to randomly selected 100 individuals. 

Figure 4. Growth of Blush samples inoculated on to the 

blood agar plate 

  

Figure 5. Growth of Lipstick samples inoculated 

on to the blood agar plate. 

Figure 6. Growth of Mascara samples inoculated on to 

the blood agar plate. 

 
 

Figure 7. Growth of Foundation samples Figure 8. Growth of four samples Lipstick (LVY), 
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inoculated on the blood agar plates Mascara MVY), Foundation (FVY) & the Blush (BVY 

samples that they were inoculated on to the SDA plates. 

 
Figure 9. (a) Growth of  blush sample (BVY4) inoculated on to the blood agar (b) Gram staining showed 

appearance of Gram +ve bacteria as purple colored colonies (c) Catalase positive Test (d) Oxidase negative 

Test. 
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Transient pentylenetetrazol (PTZ) treatment on Zebrafish, is a widely accepted and promising alternative 

model. Zebra fish model proven to be a rising model for epilepsy by Baraban et al on 2005. The purpose 

of the study is to" evaluate the antiepileptic activity of hydro-alcoholic extract of leaf buds of Tectona 

grandis. Linn" using Zebra fish model. The leaf buds were extracted using methanol and water and 

phytochemical analysis was done, in-vitro anti-oxidant study was done by using DPPH and ABTS assay 

and in-vivo study was done by using PTZ induced epilepsy in Zebrafish (Danio rerio) to determine the 

antiepileptic activity of the extract. The extract was evaluated to determine the effect on brain GABA and 

MDA to determine the possible mechanism of action. The result from the phytochemical studies shows 

that the hydro-alcoholic extract of leaf buds contains glycosides, phenolic compounds, coumarins, and 

flavonoids. The antioxidant activity of leaf bud extract was studied against DPPH and ABTS radical 

assays using ascorbic acid as standard (200µg/ml). The results of both antioxidant assays (DPPH- 75.53% 

and ABTS 74.32% activity) shows antioxidant activity of the extract. The results of the In-vivo study 

reveal that the hydro-alcoholic extract leaf buds of Tectona grandis. Linn (100 & 200 mg/L) shows 

significant dose-dependent anticonvulsant activity. The study shows that leaf bud extract could have a 
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direct modification on GABA production and lipid peroxidation (MDA) in the brain. All these results 

were statistically evaluated using Graph pad prism software 8. 
 

Keywords: Epilepsy, Tectona grandis. Linn, hydro-alcoholic extract, leaf buds, antioxidants, antiepileptic 

activity, MDA, GABA. 

 

INTRODUCTION 

 

Epilepsy is a neurological disorder resulting from a recurrent spontaneous and abnormal discharge of a group of 

neurons in the brain and as a result seizure occurrence in patients. A seizure is a condition where there is a rapid 

firing of neurons (1). Anti-epileptic medicines (AEDs) are the first line of treatment for epilepsy; they are 60% 

effective at preventing seizures in epilepsy patients. There are various AEDs on the market that act by either 

inhibiting excitatory mechanisms or enhancing inhibitory ones and have a variety of molecular targets. Even while 

AEDs are successful in two thirds of patients, some patients are still unable to control their seizures.  As a result, 

patients will develop drug-resistant epilepsy(2).  Recurrent seizure sufferers are at risk for a wide range of medical, 

psychological, and social morbidities, regardless of the cause. Psychiatric and psychologic complications are 

common in epilepsy and it will affect the daily living of epilepsy patients (3,4). Incidence studies of epilepsy reveled 

that about 61.4 per 100,000 people in a year affected by epilepsy. Depending on etiological factors and local 

distribution of risk, prevalence of epilepsy differs significantly among countries (5). In India more than 10 million 

people are with epilepsy. The prevalence of epilepsy in urban population is 0.6% which is less compared to rural 

areas the prevalence is 1.9%. Over all prevalence based on various studies in India is 5.59-10 per 1000(6).  Plant 

Tectona grandis. Linn is a most commonly available plant. According to previous studies, the bark is used as a 

depurative, astringent, treating constipation, and as an anthelminthic(7). The oil extract of wood is used to relieve 

headaches, burning pains, and biliousness. Roots are useful in urine retention and anuria. Flowers can use to treat 

bronchitis and act as an acrid, for treating urinary discharge(8). In the Unani system of medicine, flower oil extract is 

used for hair growth and used for scabies (9). The plant shows antioxidant activity, protect from free radicals. (10).  

 

flavonoids show a broad spectrum of biological activities by binding with specific molecular targets and also show 

antioxidant properties. These biologically active molecule act on CNS and in the benzodiazepine receptor it acts as a 

ligand (11). Diniz TC et al, reported the antiepileptic activity of flavonoids by modulating the GABA-Cl channel. In 

neurodegenerative diseases also flavonoids show modulating action, this is mainly because of the phenolic nature of 

these compounds. In CNS they can disrupt the cellular oxidative process (12). Flavonoids in different classes inhibit 

certain enzymes that act on signal transduction pathways by either phosphorylating or dephosphorylating the 

critical proteins (13). The study aims to establish the antiepileptic activity of leaf bud extract of Tectona grandis. Linn. 

(Family: Verbenaceae). It is a popular plant that shows various medicinal properties. In Ayurveda, it is used as a 

cooling, laxative, and sedative. In the Unani system of medicine, it is used for pain and burning sensation, trouble 

related to the liver, headache, and anthelminthic activity (14,15). Thus, it is necessary to investigate the antiepileptic 

activity of highly efficacious as well as safe drugs in terms of drug-related toxicity. 

 

 

MATERIALS AND METHODS 

 
Collection and identification of plant material 

The leaf buds of Tectona grandis. Linn were collected from Pariyaram, Kannur district, Kerala (India) in November 

2019 authenticated by Dr. Abdussalam, a taxonomist from the Department of PG Studies and Research in Botany, Sir 

Sayed College, Taliparamba, Kannur, Kerala, India. A herbarium specimen of the same was prepared and submitted 

to the Department of PG Studies and Research in Botany, Sir Sayed College, Taliparamba, Kannur, Kerala, India. 
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Extraction method 

100 grams of the air-dried powered leaf buds of Tectona grandis. Linn was weighed and subjected to successive 

maceration with methanol and water as solvents (7:3). For 3 days placed the solution at room temperature until the 

soluble material disintegrated, there was constant stirring. Following pressing of the marc and straining of the 

combination, the resulting liquid is mixed and purified by decantation (16). 

 

Phytochemical parameters detection and screening 

Hydro alcoholic extract of Tectona grandis. Linn analyzed to determine the presence of phytochemical constituents 

like flavonoids, tannins, saponins, cardiac glycosides, alkaloids and phenolic compounds with standard qualitative 

methods.  

 

IN VITRO ANTIOXIDANT ACTIVITY 

 

DPPH (2,2-diphenyl-1-picryl hydrazyl) scavenging activity 

The radical-scavenging capacity of TG. Linn was examined using a DPPH assay. At 517 nm, a decrease in DPPH 

solution absorption was seen after the addition of an antioxidant. Ascorbic acid (10 mg/ml DMSO) serves as the 

reference substance. 1, 1-diphenyl-2-picryl hydrazyl is a free stable free radical with red color but after scavenging it 

changes to yellow color. To show free radical scavenging activity DPPH assay uses this character. Take the plant 

extract and add 20µl of DMSO and 0.1 mM DPPH solution (1.48ml) to prepare different concentration of extract. 

Place the mixture 20 minutes in an isolated dark room temperature. The absorbance at 517nm was measured after 20 

minutes. Control used for this was 3ml of DPPH (17). 

Percentage inhibition = 
𝒄𝒐𝒏𝒕𝒓𝒐𝒍−𝒕𝒆𝒔𝒕

𝒄𝒐𝒏𝒕𝒓𝒐𝒍
  ×100 

ABTS+ scavenging activity 

  Chemically ABTS is 2, 2-azino-bis (3-ethylbenzothiazoline-6, 6-sulphonic acid). At 734 nm, ABTS is used to 

determine the test compound's ability to reduce free radicals. The first step is preparation of ABTS+ radical cation, 

2mM ABTS was prepared by adding in 0.548g in 50 ml of distilled water. 70mM potassium per-sulphate prepared by 

adding 0.0189 g potassium per-sulphate dissolved in 1ml of distilled water. After 2hrs from these above prepared 

mixtures take 50ml of ABTS solution and 200µl of potassium per-sulphate, and the ABTS radical cation is 

synthesized. Then take different concentrations of the extract and add ABTS radical cation (0.3ml) and Phosphate 

buffer (1.7ml) with pH of 7.4. for control group instead for alcoholic extract methanol and aqueous extract water is 

used. And at 734 nm the absorbance was measured. Repeat the experiment 3 times and find out the absorbance (18). 

Percentage inhibition = 
𝑪𝒐𝒏𝒕𝒓𝒐𝒍−𝑻𝒆𝒔𝒕

𝑪𝒐𝒏𝒕𝒓𝒐𝒍
 ×100 

 

IN-VIVO ANTIEPILEPTIC ACTIVITY 

Animals 

Zebrafish (Danio rerio) collected and must be held in the laboratory for at least 12 days for acclimatization.Before 

testing, they must be kept in water for at least 7 days, and only under the following circumstances are they allowed 

to be used in tests.Light and dark cycle of 12 hours used, and kept in a temperature condition of 28oC  2oC, with 80 

% of air saturation. Fishes were feeded 2 times a day and Pellets were purchased from the neighbourhood aquarium 

retailer Kannur. 

 

Grouping of fishes 

The fishes were divided into 5 groups. Tank method was used for dose administration. Group I were treated with 

normal control (Normal saline), Group II were treated with PTZ (6mM) as Toxic control (Wong et al. (2010), Group 

III were treated with PTZ and standard drug (Diazepam 10µm), and group IV & V were treated with higher and 

lower dose of extract (200&100mg/L). Prior to PTZ exposure, native fishes are pre-treated by immersion for 1hrs in a 

chamber containing standard drug, higher & lower doses of extract dissolved in deionized water. Monitored 

continuously during pre-treatment group. Following pre-treatment period, fishes were transferred to tank, 

containing PTZ (induce generalized seizure). Behavior was continuously monitored. (19,20). 
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BIOCHEMICAL EVALUATION IN BRAIN TISSUE 

All the animals were sacrificed after 7 days and brain homogenate was prepared to analyze parameters like MDA 

and GABA (21–23). 

 

Preparation of homogenate 

10% brain homogenate was prepared in 0.1 M phosphate buffer (pH 7.4). Centrifuged for 15 minutes (3000rpm), 

supernatant was used to estimate GABA and MDA levels. 

 

Estimation of brain Malondialdehyde (MDA) 

Malondialdehyde (MDA) dialdehyde have 3 carbons and a highly reactive compound. MDA is a byproduct 

produced during prostaglandin synthesis and poly unsaturated fatty acid peroxidation. Functional groups like RNA, 

DNA, lipoproteins, proteins are MDA combined with. Hiroshi ohkawa et al identified the indicator action of 

malondialdehyde in lipid peroxidation.  Lipid peroxidation was detected by determination of MDA production 

determined by method of Hiroshi ohkawa.et al (24). 

 

Estimation of GABA by spectrophotometry 

Gamma amino butyric acid (GABA) was determined from whole brain. First the brain isolated and immediately 

placed in homogenization tube consist of 5ml hydrochloric acid (0.01M). And followed method used by Herrera-

Calderon O et al.(25).  

 

Statistical analysis 
All the result shown as Mean  SEM. The results were analyzed for statistical significance by one-way analysis of 

variance (ANOVA) followed by multiple comparison using Dunnett’s test in graph pad prism software (version 8). 

Statistical multiple comparisons were done concerning normal group, control group and standard group. P values 

less than 0.05 (P  0.05) were found to be statistically significant (26). 

 

RESULTS 
 

The percentage yield of hydro alcoholic extract of Tectona grandis. Linn after solvent extraction was estimated and the 

result showed a yield of 12.23 %w/w. And phytochemical parameters like loss on drying, total ash content, water 

soluble ash, acid soluble ash and extractive value of hydro alcoholic extract was determined. And extractive value 

was found to be 27.7% w/w (Table 3). 

Phytochemical screening 

Phytochemical screening of the leaf bud extract was done and results are given in table 4. Results shows the presence 

of flavonoids, saponins, carbohydrates, tannins etc.  

IN VITRO ANTI-OXIDANT ACTIVITY 

DPPH scavenging assay 

In DPPH scavenging assay it is observed that the hydro-alcoholic extract of Tectona grandis. Linn have dose 

dependent increase in DPPH scavenging activity. The 200g/ml Ascorbic acid (Standard) showed the maximum 

activity of 79.59%. Methanol extract showed maximum activity of 75.53%. (Table:5) 

b. ABTS Scavenging activity 

In ABTSassay it is observed that leaf bud extract of Tectona grandis. Linn have dose dependent increase in the 

ABTSradical scavenging act ivity. The 200g/ml Ascorbic acid (Standard) showed the maximum activity of  90.46 %. 

Hydro-alcoholic extract showed maximum activity of  74.32 % (Table 6). 
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IN-VIVO ANTIEPILEPTIC ACTIVITY 

PTZ - Induced convulsions 

The anticonvulsant activity of leaf bud extract of Tectona grandis. Linn showed a significant decrease in onset of 

action and duration of action, compared to standard drug diazepam and control pentylenetetrazol. The percentage 

protection of leaf bud extract of TG at higher dose was found to be 41.57 and diazepam was found 77.89, which 

shows that at higher concentration the leaf bud extract of TG shows good percentage protection when compared 

with standard drug (diazepam). The results of onset of action and duration of action and percentage protection are 

given in Table 7(Figure 5). Values are Mean  SEM (n = 6). * indicates P < 0.05, *** indicates P < 0.001 and **** indicates 

P < 0.0001 as compared to the control group using one-way ANOVA followed by multiple comparison using 

Dunnett’s test. 

 

Biochemical evaluation in brain tissue  

The effect of hydro-alcoholic extract in the activity of MDA and GABA was assessed and the results were shown in 

the given table 8. Administration of PTZ significantly raised MDA concentration and attenuated the GABA level in 

control group as compared to other treatment group. However, treatment with standard, hydro-alcoholic extract 

200mg/kg and 400mg/kg significantly reduced the MDA concentration and also enhances GABA (Table 9). Values 

are expressed as mean  SEM (n=6), * indicates P value <0.001, **** indicates P <0.0001, *** indicates P < 0.01 and ** 

indicates P < 0.05, a indicates Normal control Vs Toxic control, Standard, Lower dose, Higher dose, b indicates Toxic 

control Vs Standard, Lower dose, Higher dose, c indicates Standard Vs Lower dose, higher dose. 

 

DISCUSSION 

 
In the current study, we evaluated and confirmed the antiepileptic activity of Tectona grandis. Linn. Tectona grandis. 

Linn leaf buds are collected and shade dried. The extract was prepared by maceration method. The result from 

preliminary phytochemical analysis showed the hydro- alcoholic extract of Tectona grandis. Linn leaf buds contain 

flavonoids, phenols, coumarins, glycosides, and tannins. Different factor responsible for the hyper excitability of 

neurons, receptor biochemical modifications, gene expression, secondary messaging system modulation, number, 

biophysical properties, distribution, and type of ion channels in the neuronal membrane, changes in extracellular ion 

concentrations. The major reason considered to be responsible for epilepsy is neurotransmitter imbalance between 

excitatory and inhibitory. The development of seizure in epilepsy patients affects the antioxidant defense mechanism 

in brain and activate the free radicals leads to induction of stress. Cell communication and defense mechanism in 

human are taking place in presence of reactive oxygen species. But even though it is useful excess amount of ROS 

accumulation in cell can cause diseases due to changes in biochemical reactions. Natural antioxidants are helpful for 

the prevention of these ROSs. So, such disease conditions instead of synthetic products we can depend on natural 

products. Free radicals and seizure are connected through multiple mechanisms. But the seizure induced by free 

radical are mainly by direct inactivation of glutamine synthase.  

 

The amount of GABA in the cortex of the brain decreases as a result of oxygen free radicals' suppression of the 

enzyme glutamate decarboxylase, which leads to the commencement of oxygen-induced seizures in animals (1). It 

has been observed that the available AEDs are unable to control seizures effectively in 25% of the patients. These 

drugs are associated with different side effects including chronic toxicity, teratogenicity etc. because of these reasons, 

so it is necessary to look for an alternative medicine with less side effects, affordable and conventional mainly 

medicinal plants. Studies on medicinal herbs having free radical scavenging activity and antioxidant activity shows 

that the presence of active constituents likes flavonoids, coumarins, tannins, and phenolic-compounds show 

antioxidant activity(20). As the most likely culprit causing the neural alterations mediating the behavioural 

abnormalities in neurodegenerative illnesses, free radicals have been proposed as the culprit. In the rodent epilepsy 

model, a number of studies have shown that antioxidants are helpful. Although oxygen is essential for aerobic 

biological activities, it can also be subject to electron transfer reactions that result in the production of extremely 
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reactive oxygen free radicals such superoxide, anion radicals, hydrogen peroxide, or hydroxyl radicals. As a result of 

these free radicals, the brain is particularly vulnerable to oxidative injury. One of the common and widely used 

screening method for epilepsy is using fish model and PTZ as an inducing agent (Ben Hur M. Mussulini.et al). PTZ is 

a GABA-A receptor agonist, it can suppress the inhibitory neurotransmission and enhance the excitatory neurons 

and leads to development of seizure. In this study diazepam is used as a standard, diazepam produced their effects 

by opening of GABA mediated opening of chloride channel on GABAA receptor leading to more chloride ion 

entering the neuron which intern decreases the neuronal activity in the brain. In the present study diazepam shown 

to antagonize the seizure induced by PTZ (19). In this study the antiepileptic activity of Tectona grandis. Linn leaf bud 

extract was evaluated using Zebrafish. The extract was subjected to screen In-vivo antiepileptic activity against PTZ 

induced convulsions in Zebrafish. PTZ method is a valid model for the study of generalized myoclonic seizures 

(Absence seizure). It was found that the hydro-alcoholic extract of Tectona grandis. Linn leaf bud on PTZ induced 

Zebrafish significantly reduced the duration of convulsion (P < 0.0001) and delayed the onset of convulsions (P < 

0.001). PTZ induce epilepsy by activating NMDA glutamate receptor and stimulated the calcium ion entry to nerve 

cells. NMDA receptor activation involved in the PTZ induced seizure generation. The result from the phytochemical 

screening showed hydro-alcoholic extract of Tectona grandis. Linn contains flavonoids, coumarins, poly phenols and 

glycosides. These compounds possess antioxidant activity; hence these compounds reduce stress involved during 

experiments and thereby giving protection to neurons. Most of the flavonoids can bind on GABA receptor because 

they act as benzodiazepine and can modulate the GABA receptor and activate chloride channel in animal model. 

Flavonoids shows neuroprotective activity by modulating GABA receptor and decrease the glutaminergic 

transmission. In this study the activity of Tectona grandis. Linn leaf bud extract may attribute to the presence of 

above-mentioned phytochemical constituents. 

 

We mainly focused on flavonoids, one of the phytochemicals present in Tectona grandis. background studies (Jae 

Young Kwon.et al) state that flavonoids potentiate GABA induced currents in native GABAA receptors expressed in 

cortical neurons and also to selectively modulate GABAA receptor subtype (12). More over flavonoids block NMDA 

receptors in a concentration dependent manner. Terpenoids act on NMDA receptor and block the receptor and on 

GABAA receptor it shows positive modulation property. The extract is also shown to delay the latency of PTZ 

induced seizure suggesting that the extract exhibiting anticonvulsant effect. Probably by GABA receptor by opening 

chloride channel. Administration of single or repeated dose of PTZ reduce the GABA function, it is mainly through 

the selective blocker action on chloride ionosphere complex to GABA-A receptor(23). In this study we demonstrated 

that the more concentration of free radical scavengers is in the hydro-alcoholic extract. Compared to other organs in 

human brain needs more oxygen for its proper functions. The presence of high poly unsaturated fatty acids in brain 

prone to lipid peroxidation(27). Majority of neuronal problems involve oxidative stress as pathogenesis. It includes 

neurodegenerative diseases like Parkinson’s, Alzheimer’s, and other diseases like epilepsy etc(28). This study states 

that the leaf bud extract could have a direct modification on GABA production, protect from MDA developed in 

brain.  GABA level was decreased in PTZ induced mice. This level was significantly increased (P < 0.001) when 

hydro-alcoholic extract of leaf buds was given. PTZ produced neuronal damage can prevented by the extract by 

inhibiting MDA on brain and protect the neurons. 

 

CONCLUSION 

 
The results of the study indicate that the hydro-alcoholic extract of leaf buds of Tectona grandis. Linn possess 

promising antiepileptic activity as well as antioxidant activity. These activities may be due to the strong occurrence 

of flavonoids, tannins, steroids, phenols, terpenoids and other phytochemical constituents present in the leaves. 

However, these findings will encourage future studies to investigate the phytochemical constituent responsible for 

the antiepileptic activity, and the mechanism of its action will help to find out the potency of Tectona grandis. Linn 

leaf buds as a potent antiepileptic agent with fewer side effects. 

 

Chaithra et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69550 

 

   

 

 

ACKNOWLEDGEMENT  

Authors would like to thank Kerala State Council for Science and Technology for funding and College of 

Pharmaceutical Sciences, Govt. Medical College, Kannur, Kerala for the facility provided.  

 

FUNDING 

Kerala State Council for Science and Technology (01611/SPS 64/2019/KSCSTE). 

 

ABBREVIATIONS 

TG (Tectona grandis),  

DPPH (2,2-diphenyl-1-picryl hydrazyl),  

ABTS (2, 2-azino-bis (3-ethylbenzothiazoline-6, 6-sulphonic acid)),  

PTZ (Pentylenetetrazol),  

GABA (Gamma amino butyric acid),  

MDA (Malondialdehyde),  

NMDA (N-Methyl-D-aspartic acid),  

AED (Antiepileptic drugs). 
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Table No 1: List of chemicals. 

SL. NO Chemicals Suppliers/Manufactures 

1 Methanol Kanton Laboratories, Kannur, India 

2 Phenytoin Abbott Healthcare, Pvt. Ltd, India 

3 PTZ Laboratory equipment stores, Cochin 

4 Diazepam Ranbaxy laboratories, Mumbai 

5 Ascorbic acid Yarrow chemical products, Mumbai 

6 DPPH Yarrow chemical products, Mumbai 

 

 

Table No 2: Grouping of experimental animals for PTZ induced convulsion 

Sl.no Group No. of animals Dose Treatment 

1 Normal 6 - Vehicle 

2 Control 6 6mM PTZ Treated 

3 Standard 6 10µm PTZ treated + Diazepam treated group 

4 HATG(LD) 6 36mg/L PTZ treated + treated group 

5 HATG(HD) 6 72mg/L PTZ treated + treated group 
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Table 3: Phytochemical parameters. 

SL.NO Parameters Values (%w/w) 

1 Loss on drying 8.3 

2 Total ash content 12.52 

3 Water soluble ash 9.7 

4 Acid soluble Ash 3.23 

5 
Extractive value 

methanol-aqueous soluble extract 
27.7 

 

Table 4: Phytochemical screening result 

SL.NO Phytochemical tested Methods used Methanol-water extract 

1 Alkaloids 
Mayer’s test + 

Wagners test + 

2 
Carbohydrates Molisch’s test + 

 Fehling’s test + 

3 Steroids Salkowski’s test + 

4 Saponins 
Foam test + 

Haemolysis Test + 

5 Triterpenoids Noller’s test + 

6 Tannins and phenolic compounds 

With dilute 

ferric chloride 
+ 

With lead acetate + 

7 Flavanoids 
Ammonia test + 

Shinoda’s test - 

8 Glycosides 

Borntrager’s test + 

Keller-Killani Test + 

Legal’s test - 

 

Table 5: DPPH free radical scavenging activity of Tectona grandis. Linn. 

 

Sl. No 

 

Groups 

Concentration 

(g/ml) 
Percentage of   scavenging (%) 

IC50 

(g/ml) 

1 Control    

 

 

2 

 

Standard 

(Ascorbic acid) 

12.5 60.07 

 

 

12.377 

25 62.73 

50 66.53 

100 74.27 

200 79.59 

 

 

3 

 

 

Test 

12.5 47.90 

 

 

17.149 

25 52.34 

50 59.18 

100 70.49 

200 75.53 
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Table 6: ABTSscavenging assay of Tectona grandis. Linn 

 

Sl. No 

 

Groups 

Concentration 

(g/ml) 

Percentage of   scavenging 

(%) 

 

IC50 

1 Control    

 

 

 

2 

 

 

 

Standard 

 

12.5 45.84 

 

 

16.219 

 

 

 

 

26.973 

25 61.11 

50 82.39 

100 87.52 

200 90.46 

 

 

3 

 

 

Test 

12.5 33.23 

25 44.24 

50 64.78 

100 70.65 

200 74.32 

 

Table 7: Effect of Tectona grandis. Linnleaf bud extract on PTZ induced convulsions. 

Antiepileptic Tests Normal Control Standard 
HAETG 

(Lower dose) 

HAETG 

(Higher dose) 

Onset of Convulsion 

(Sec) 

 

- 

262.850.1687 

a* 

642.940.3705 

a*b**** 

432.30.2981 

a*b****c* 

522.50.4731 

a*b****c*** 

Duration of Convulsion (Sec) 
 

- 

522.540.2213 

a* 

 

114.500.1811 

a*b**** 

323.400.1883 

a*b****c* 

305.320.2173 

a*b****c*** 

Percentage of Protection (%) - - 77.89 38.11 41.57 

 

Table 8: Estimation of brain GABA and MDA on Pentylenetetrazol induced convulsion 

Groups Normal Control Standard Lower Dose Higher Dose 

GABA 

(ng/g of brain tissue) 
85.660.421 22.810.600 

a* 

80.110.307 

a** b* 

42.811.400 

a**** b*** c*** 

72.671.174 

a*** b**** c** 

MDA 

(nmoles/mg of 

brain tissue) 

2.6120.076 
9.4210.028 

a * 

3.1830.059 

a** b* 

6.4420.084 

a**** b**** c*** 

3.8700.080 

a*** b** c** 
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Figure 1: Tectona grandis Linn plant Figure 2: Tectona grandis. Linn leaf buds 

 

 

Fig 3: Zebrafish Figure 4 :In vitro determination of antioxidant activity 

of Tectona grandis. Linn by DPPH scavenging activity. 

 

 

Figure 5: In vitro determination of anti-oxidant activity 

of Tectona grandis. Linn by ABTS+ scavenging assay. 

Figure 6: Effect of Tectona grandis. Linn onset of 

convulsions and duration of convulsions. 
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Figure 6: Histogram showing (a) GABA level in mice 

brain homogenates 

Figure 6: Histogram showing (b) MDA level in mice 

brain homogenates. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chaithra et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69556 

 

   

 

 

Yashoda  

 

Advancements in Facial Emotion Recognition: A Comprehensive Review 
 

R.V.V.Muralikrishna1, I.V.S Venugopal2, Srinu Bevara2 and Vasudeva Bevara3* 
 

1Associate Professor, Department of Information Technology,  Gayatri Vidya Parishad College of 

Engineering (Autonomous), (Affiliated to Andhra University), Visakhapatnam, Andhra Pradesh, India. 
2Assistant Professor, Department of Information Technology, Gayatri Vidya Parishad College of 

Engineering (Autonomous), (Affiliated to Andhra University), Visakhapatnam , Andhra Pradesh, India. 
3Assistant Professor, Department of Electronics and Communication Engineering , Malla Reddy 

Engineering College, (Affiliated to Jawaharlal Nehru Technological University Hyderabad), 

Visakhapatnam, Andhra Pradesh, India. 

 

Received: 09 Sep  2023                             Revised: 12 Nov 2023                                   Accepted: 29 Dec 2023 

 

*Address for Correspondence 

Vasudeva Bevara 

Assistant Professor,  

Department of Electronics and Communication Engineering ,  

Malla Reddy Engineering College,  

(Affiliated to Jawaharlal Nehru Technological University Hyderabad),  

Visakhapatnam, Andhra Pradesh, India. 

Email: bevaravasudeva@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

The field of face expression analysis has witnessed significant progress in recent times, fueled by 

advancements in computer vision, deep learning, and affective computing. This abstract highlights the 

most recent developments in this domain. Researchers have devised sophisticated algorithms that can ac-

curately recognize and interpret facial expressions, allowing for better understanding of human emotions 

and intentions. State-of-the-art models employ convolutional neural networks (CNNs)and recurrent 

neural networks (RNNs) to capture intricate facial features and temporal dynamics. Transfer learning 

and data augmentation techniques have been instrumental in training models with limited labelled data, 

thus improving generalisation and real-world applicability. Furthermore, the integration of multi 

modalcues, such as audio and body language, has demonstrated enhanced emotion recognition accuracy. 

The deployment of edge computing and lightweight architectures has facilitated real-time face 

expression analysis on resource-constrained devices. Despite These advances, challenges remain, such as 

handling individual differences, occlusions, and privacy concerns. Continued research in face expression 

analysis promises to revolution is applications across diverse domains, including human-computer 

interaction, mental health, and social robotics. 

 

Keywords: Index Terms—Massive MIMO, OFDM, sparse, Compressive Sensing 
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INTRODUCTION 
 

Face expression analysis, a branch of computer vision and affective computing, has witnessed significant progress in 

recent years. The ability to recognize And interpret human Emotions from facial cues has important implications in 

various domains, such as human-computer interaction, healthcare, marketing, social robotics, and more. 

Understanding emotions conveyed through facial expressions can improve user experiences, mental health 

diagnostics, and the design of empathetic artificial intelligence systems[1],[2]. Traditionally, face expression analysis 

relied on handcrafted features and rule-based algorithms, but these approaches had limited capacity to handle the 

complexities of facial expressions across diverse populations and variations in lighting, pose, and occlusions. 

However, with the emergence of deep learning and its impressive capabilities in feature learning, this field has 

experienced a significant paradigm shift. The most recent advances in face expression analysis have been largely 

driven by the success of convolutional neural networks(CNNs)and recurrent neural networks(RNNs). CNNs are 

proficient in extracting hierarchical representations from raw image data, allowing them to identify essential facial 

features and patterns. On the other hand, RNNs are effective in capturing temporal dynamics, which are crucial for 

recognizing the dynamic nature of facial expressions overtime. One of the key factors contributing to the success of 

deep learning models in this domain is the availability of large-scale annotated datasets.  

 

Datasets such as the Facial Expression Recognition Challenge (FERC) and the Extended Cohn-Kanade (CK+) data 

base have played a vital role in training and evaluating facial expression analysis models. These datasets encompass 

a wide range of facial expressions, making the trained models more robust and generalizable. Transfer learning has 

also been leveraged to further improve the performance of facial expression analysis models, especially when data is 

limited. By pre training on vast data sets like Image Net and fine-tuning on smaller expression datasets, models can 

effectively learn transferable facial features, thus reducing the need for extensive labelled data. In addition to single-

modal analysis using only facial images, recent research has explored multi modal approaches that integrate 

multiple sources of information. This includes incorporating audio, body language, and context to enhance emotion 

recognition accuracy. Multimodal fusion techniques, such as early fusion and late fusion, have been employed to 

effectively combine different modalities and leverage their complementary information. Furthermore, the 

deployment of edge computing and light weight architectures has enabled real-time face expression analysis on 

resource-constrained devices, such as smart phones and wearables. This development opens up opportunities for 

various applications, such as emotion-aware mobile applications, smart healthcare systems, and emotion-sensing 

wearables. Despite there markable progress, several challenges remaining face expression analysis.  

 

One significant challenge is handling individual differences, as people express emotions uniquely based on factors 

like culture, gender, and personality. Development models that can generalise across diverse populations remains a 

key area of research. Moreover, dealing with occlusions, pose variations, and subtle expressions presents another 

obstacle. Improving the robustness of models to handle these real-world scenarios is critical for practical 

applications. Privacy concerns are also paramount, especially in applications that involve facial expression analysis 

in public spaces. Addressing privacy issues and ensuring ethical considerations are adhered to in the deployment of 

facial expression analysis technologies is essential to gain public acceptance and trust. In this review paper, we aim 

to provide an in-depth exploration of the most recent advances in face expression analysis. We will survey cutting-

edge methodologies, architectures, and datasets used in emotion recognition from facial expressions. Additionally, 

we will discuss the challenges and limitations that researchers are actively working to overcome, as well as potential 

future directions in this evolving field. By understanding and harnessing these advancements, we can pave the way 

form or sophisticated and empathetic human-computer interactions and transformative applications in health care, 

mental wellness, and beyond. 

 

 

APPLICATIONS 

The most recent advances in face expression analysis have opened up a plethora of applications across various 
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industries sand fields. Some The key applications include 

Human-Computer Interaction: Emotion-aware interfaces can enhance human-computer interaction by enabling 

systems to adapt their responses based on the user’s emotional state. This can lead to more personalized and 

empathetic interactions, improving user experiences in applications like virtual assistants, video games, and online 

education platforms. 

Healthcare and Mental Health: Facial expression analysis can aid in mental health diagnostics and 

monitoring.Itcanassistinidentifyingandtrackingemotionalstatesinpatients, providing valuable insights to healthcare 

professionals for early intervention and personalised treatment plans. 

Marketing and Advertising: Emotion recognition can be employed in market research to gauge consumers’ 

emotional responses to products and advertisements. This data can inform marketing strategies, enabling companies 

to create more emotionally resonant and effective campaigns. 

Social Robotics: Emotion-aware robots can better under-standand respond to human emotions, making them more 

engaging companions and assistants in various settings, such as elder care, education, and entertainment. 

Security and Surveillance: Facial expression analysis can be integrated in to surveillance systems to detect 

suspicious or unusual behaviour, aiding in security applications like airport screening and public safety. 

Human-Emotion Analysis in Virtual Environments: In virtual reality applications, facial expression analysis can 

enable avatars and virtual characters to mimic users emotional expressions, enhancing the sense of presence and 

realism in virtual environments. 

Automotive Industry: Emotion recognition systems in vehicles can monitor the driver’s emotional state to enhance 

safety. For example, if a system detects signs of drowsiness or distraction, it can issue warnings or take corrective 

actions to prevent accidents. 

Education: In the context of e-learning, facial expression analysis can gauge students’ engagement and emotional 

responses to the learning material. This data can help educators optimize course content and teaching methods. 

 

As these applications continue to evolve, researchers and developers must also address ethical considerations, 

privacy concerns, and potential biases associated with face expression analysis technologies. Nevertheless, the 

advancements in this field hold great promise in transforming human-computer interactions and enhancing various 

aspects of our daily lives. 

 

PARAMETERIZATION OF THE FACE 

Based on muscular activities, the numerous face behaviours and motions can be parameterized. The different facial 

expressions can thus be represented by this set of parameters. 

There have only been two significant attempts to create these parameter sets thus far, both of which were successful: 

• Ekman and Friesen created the Facial Action Coding System (FACS) in 1977 [3], and 

• The MPEG-4 Synthetic/Natural Hybrid Coding (SNHC) standard, published in 1998, includes the Facial Animation 

Parameters (FAPs) [4]. 

 

Facial Action Coding System 

The Facial Action Coding System (FACS) is a comprehensive and widely used tool for objectively describing facial 

expressions. Developed by Paul Ekman and Wallace V. Friesen in the 1970s, FACS provides a standardized method 

to analyze and categorize facial muscle movements, known as action units (AUs). Each AU corresponds to a specific 

facial muscle or group of muscles and represents a distinct facial expression. FACS enables researchers, 

psychologists, and computer scientists to break down complex facial expressions into their constituent AUs, allowing 

for a detailed and systematic analysis of emotional expressions, micro expressions, and subtle changes in facial 

behavior. By assigning numerical codes to AUs, FACS ensures precision and consistency in describing facial 

expressions across different observers. FACS has found applications in various fields, including psychology, human-

computer interaction, emotion research, and forensic science. It has been instrumental in studying emotions, social 

communication, and nonverbal behavior, contributing to a deeper understanding of human emotions and 

expressions. Additionally, FACS serves as a foundation for developing computer-based facial expression analysis 

systems and emotion recognition algorithms.  
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The Facial Animation Parameters (FAPs) 

Facial Animation Parameters (FAPs) are a set of numerical values used to control and manipulate facial expressions 

in computer graphics and animation. They serve as the building blocks for creating lifelike and expressive digital 

characters. FAPs represent specific movements and deformations of facial features, such as raising eyebrows, 

smiling, or blinking. These parameters are often based on the analysis of real human facial movements, allowing 

animators to achieve a high level of realism in virtual characters. FAPs are widely utilized in various applications, 

including video games, movies, virtual reality, and augmented reality, enhancing the emotional and interactive 

aspects of digital content. 

 

FACIAL EXPRESSION RECOGNITION 

Pre-processing, deep feature learning and deep feature classification are the three main phases of autonomous deep 

FER described in this section. According to the cited articles, we briefly summarise the frequently used algorithms 

for each step and recommend existing state-of-the-art best practice implementations. Different techniques of Facial 

expression recognition. are shown in below.  

 

A. Pre-Processing 

In unconstrained circumstances, variations that are unrelated  to facial expressions, such as various backgrounds, 

illuminations, and head positions, are fairly common. As a result, pre-processing is frequently required before 

training the deep neural network to learn meaningful features, in order to align and normalize the visual semantic 

information communicated by the face. 

 

1) Face Acquisition: Face Acquisition is a technique for improving face recognition accuracy. It’s a normalized 

approach that outputs the image with the face centered on it, rotated such that the line connecting the centers of two 

eyes is parallel to the horizontal line, and resizes the faces to the same scale. The first step is to detect the face, after 

which background and non-facial elements are removed. The Viola- Jones (V&J) face detector [5] is a well-known 

and commonly used implementation for recognizing near-frontal faces. It is reliable and computationally simple. 

 

2) Face Normalization: Variations in illumination and head positions can cause significant picture shifts, lowering 

FER performance. To address these differences, we present two common face normalizing methods: illumination 

normalization and posture normalization. 

 

3) Data Augmentation: To achieve generalizability to a specific recognition task, deep neural networks require 

enough training data. However, most publicly accessible FER databases lack a significant number of images for 

training. As a result, data augmentation is an important stage in deep FER. On-the-fly data augmentation and offline 

data augmentation are the two types of data augmentation methods. To avoid overfitting, deep learning toolkits 

usually include on-the-fly data augmentation. Offline data augmentation methods have been created to increase the 

size and diversity of data. Random perturbations and transforms, such as rotation, shifting, skew, scaling, noise, 

contrast, and color jittering, are among the most commonly utilized operations.  

 

4) Face Segmentation: In face image analysis, face segmentation is a fundamental task. Facial segmentation is the 

process of segmenting a face image into various parts using a computer-based method. Semantic face segmentation 

enables a computer to comprehend the contents of a facial image down to the pixel level. As a result, a variety of 

complicated features are used for semantic face segmentation. Robust face segmentation output is used in various 

computer vision applications, both expressively and exhaustively. Many face analysis tasks, such as facial emotion 

recognition, head pose estimation, facial landmark identification, sentiment analysis, and so on, 

 

B. Feature Extraction 

In the FER system, the feature extraction technique comes next. The technique of discovering and displaying positive 

features of concern inside an image for further processing is known as feature extraction. Computer vision feature 
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extraction is an important stage in image processing because it recognises the shift from visual to implicit data 

depiction. Following that, the classifier may utilise this data visualization as an input. Texture-based techniques, 

edge-based methods, global and local feature-based methods, geometric feature based methods, and patch-based 

approaches are the five different  types of feature extraction methods.  

 

1) Texture-based techniques: The descriptors which extract the features based on the texture feature-based methods 

are described. The Gabor filter with the magnitude feature confines the information about the organization of the 

face image [6]– [8]. Local Binary Pattern (LBP) is also a texture descriptor  and it can be used for feature extraction 

[9]. Weber Local Descriptor (WLD) is a feature extraction technique that extracts the high discriminant texture 

features from the segmented face images [10]. Discrete Contourlet Transform (DCT) extracts the texture features 

which can be performed by decomposition with two stages [11]. Both VTB and moments descriptors are effective on 

spatiotemporal planes. 

 

2) Edge-based methods: The descriptors which extract the features based on the edge based methods are described as 

follows. Line Edge Map (LEM)descriptor is a facial expression descriptor which improves the geometrical structural 

features by using the dynamic two strip algorithm (Dyn2S) [22]. Histogram of Oriented Gradients (HOG) is a 

window supported feature descriptor which uses the gradient filter [23]. Graphics processing unit based Active 

Shape Model (GASM) is the feature extraction method which can be performed with edge detection, enhancement, 

tone mapping and local appearance model matching [24].  

 

3) Global and local feature-based approaches: The following are the descriptors for extracting features using global 

and local feature-based approaches. For feature extraction, the Principal Component Analysis (PCA) approach is 

applied. The global and low-dimensional characteristics are extracted.  Independent Component Analysis (ICA) is 

another feature extraction approach that uses multichannel observations to identify local characteristics [25]. 

Stepwise Linear Discriminant Analysis (SWLDA) is a feature extraction approach that uses backward and forward 

regression models to extract localised features. The F-test values for both regression models are computed based on 

the class labels. 

 

4) Geometric feature-based methods: The extracted geometric features are mean, entropy and standard deviation. 

Addition to these geometrical features energy, kurtosis are extracted by using three stage steerable pyramid 

representation [26]. Local Curvelet Transform (LCT) is a feature descriptor which extracts the geometric features 

which depends on wrapping mechanism. 

 

5) Patch-based approaches: The following are the descriptors for extracting features using patch-based approaches. 

Depending on the distance characteristics, facial movement features are retrieved as patches. These are accomplished 

through the use of two processes: patch extraction and patch matching. Translation of extracted patches into distance 

characteristics is used to accomplish patch matching. [27] 

 

Facial Expression Classification 

The final step of FER is to classify the given image into one of the basic emotion categories after learning the deep 

information. Unlike standard approaches, which separate the feature extraction and feature classification steps, deep 

networks may execute FER from start to finish. To manage the  back-propagation error, a loss layer is added to the 

end of the network; then, the network can directly output the prediction probability of each sample. The most often 

employed function in CNN is soft-max loss, which minimizes the cross-entropy between the estimated class 

probabilities and the found-truth distribution. Alternatively, the use of a linear support vector machine (SVM) [28] 

for end-to-end training, which reduces margin-based loss rather than cross-entropy, was demonstrated  to be 

beneficial. Similarly, the adaptability of deep neural forests was examined. which uses NFs [29] to replace the soft-

max loss and achieves competitive FER performance. 

 

DIFFERENT FER TECHNIQUES 
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The Facial Emotion Recognition has been held for last few years. There are many state-of-the-art facial expression 

recognition methods break the records of every year, and some techniqiues are shown in table-1. 

 

CONCLUSION 
 

this journal paper explored the most recent advances in face expression analysis, highlighting the significant 

progress made in this field. Cutting-edge technologies, such as deep learning and computer vision algorithms, have 

revolutionized the way facial expressions are detected, recognized, and analyzed. These advancements have led to 

more accurate and robust systems, capable of handling complex real-world scenarios with varying lighting 

conditions and facial occlusions. The integration of multimodal data, including audio and physiological signals, has 

further enriched the analysis of facial expressions, providing a more comprehensive understanding of emotional 

states. Moreover, the development of large-scale facial expression databases and benchmarks has facilitated rigorous 

evaluations and comparisons of different approaches. Despite the remarkable achievements, challenges remain, such 

as addressing biases in training data and ensuring the ethical use of facial expression analysis technology. As 

research in this field continues to progress, we anticipate even more sophisticated and socially responsible 

applications in various domains, including human-computer interaction, psychology, healthcare, and entertainment. 

The future is promising, as face expression analysis continues to unfold its potential in understanding human 

emotions and behavior. 
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Cosmetics are the substance used to alter the appearance or fragrances of the human body. Coloring skin 

particularly the skin of face and lips is an ancient practice going back to prehistoric period. Cosmetics 

have been incredibly in demand since historical time till day. One of the most popular cosmetics used to 

accentuate the attractiveness of lips and add glitz to makeup is lipstick. To meet women's desires, lipstick 

is marketed in hundreds of different color tones. Continuous use of synthetic colors in lipstick may cause 

serious adverse effects like lip irritation, lip discoloration, lip cancer etc. The adverse effect can be 

reduced by using natural color extracts from different natural sources. An Attempt was also made to 

evaluate the formulated herbal lipstick. Due to various adverse effects of available synthetic preparation 

the present work was conceived by us to formulate herbal lipsticks having minimal or no side effects. 

Our goal was to create and test herbal lipstick with natural edible colorants such as turmeric and beet 

root extracted colour. A variety of natural materials such as bees wax, coconut oil, almond oil, and 

essential oil have been used as excipients for the study. Different evaluation parameters for herbal 

lipsticks were performed like colour, texture, pH, melting point, softening point, skin irritation test, and 

perfume stability, as well as compared to a commercially available standard formulation. The 

development and evaluation of herbal lipsticks using natural materials with minimal adverse effects and 

beneficial therapeutic effects are part of this study. 
 

Keywords: Cosmetics, Herbal lipsticks, Turmeric, Beetroot, Almond Oil, Evaluation, commercial. 
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INTRODUCTION 

 

Ayurveda, in particular Charaka Sahita, emphasizes herbal cosmetics and personal care products that improve the 

appearance of the human body with things like eyeliners, eye creams, and lotions. However, current lip care 

products not only emphasize aesthetic value but also preferably have added medicinal value to the lips of 

consumers. If we look at the history of lipsticks, over 3,500 years in the ancient cities of Babylon, humans crushed 

and smeared semi-precious stones on their lips as lipstick and also ladies in the Indus Valley civilization used to 

apply red color on their lips. Egyptian queen Cleopatra made her own lipstick from carmine beetles and pestle which 

worked with pestle gave a strong red color pigment [1]. In the 10th century, lipsticks became quite popular in 

England under the rule of Queen Elizabeth. The term "cosmetics," which derives from the Greek "kosmtikos," refers 

to products that are used to wash, treat skin conditions, hide flaws, and enhance appearance. Herbal cosmetics, such 

as lipsticks, are created using a variety of components to offer various advantages. Waxes, oils, pigments, dyes, 

alcohol, aroma, preservatives, antioxidants, colours, and surfactants are all present in lipstick without doing any 

harm or having any negative side effects. They are well-liked cosmetic products that come in a variety of looks, 

patterns, and packaging. Nowadays herbal products are in great demand and claim to have no side effects. Herbal 

cosmetics have grown over synthetic agents [2,3]. This study includes preparation and evaluation of herbal lipsticks 

with the help of natural products like beetroot and turmeric extracts with their beneficial beautifying effects and 

minimum side effects. 

Ideal Characteristics of Lipsticks 

Ideal lipstick should cover lips adequately, last long, soften lips. It must be non-toxic, stable, not dry on storage, and 

non-irritant. 

ADVANTAGES 
Lipsticks can instantly make everyone feel more beautiful, with hydration additives like vitamin E. Sun protection is 

crucial for sensitive lips, but many people leave them unprotected. Lipstick makers now include sun protection 

chemicals in their formulations to protect them from the elements and aging effects.  

DISADVANTAGES 
Heavy Metal music-influenced lipsticks contain high levels of chromium, cadmium, and magnesium, which can lead 

to infections, organ damage, kidney failure, and renal failure. Lead, a neurotoxin, can harm the nervous system and 

brain, causing hormone imbalance and infertility. Mineral oil with formaldehyde, a carcinogen, and mineral oil helps 

close pores, further contributing to the negative effects of lipsticks [4,5]. 

 

MATERIALS AND METHODS 
Materials 

Beet root and Turmeric were purchased from a reliable store at the neighborhood market of Barasat, Kolkata, 700125. 

In the preparation of herbal lipsticks Emulsifying wax (manufactured by Otto chemie Pvt Ltd), almond 

oil(manufactured by Hamdard Laboratories), Coconut oil(manufactured by Shalimar), Castor oil(manufactured by 

Mekasa Products Pvt Ltd), Rose oil(manufactured by BMV fragrances Pvt Ltd) were obtained from Brainware 

University, Barasat. 

Instruments 

Electronic balance manufactured by Mettler Toledo ME204, pH meter manufactured by Mettler Toledo, Hot plate 

stirrer manufactured by Remi, Water bath manufactured by Vinayak Enterprise, lipstick mould manufactured by 

A.D.S laboratory was used to manufacture herbal lipsticks using beetroot and turmeric extracts. 

Formulations 

Different formulations (F1 to F5) of herbal lipsticks using beetroot and turmeric extracts with excipients are shown in 

Table 1. 

Extraction of Beet root 

Beet root contains betanin, which is a great option for a natural coloring agent. At first, peeled the beetroot and cut it 

into uniform-sized fine slices. Spread it over a butter paper, cover it with a fine mesh and allow it to shade dry for a 
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day. Dry the sample to remove moisture. Took the dried beetroot and ground it into a fine powder. Passed the 

powdered material through a fine sieve. Checked for any grainy particles. Sieved it again if required. Weighed the 

amount of powder and packed it for lipstick preparation. The major compound betanin, a class of compounds called 

betacyanin is  responsible for the coloration of dark red color [6,7]. 

Extraction of Turmeric  

Peeled the turmeric and washed it properly to extract curcumin, the coloring agent from turmeric. then grated the 

turmeric properly. After equally grating the peeled turmeric, a fine muslin cloth was used to strain the mixture to 

separate the juice from the seeds. The juice was taken out of the beaker and placed in storage for later use. Dry the 

sample to remove moisture. Sieved it again if required. Weighed the amount of powder and packed it for lipstick 

preparation. Mainly curcumin, a diarylheptanoid from curcuminoids group responsible for the yellow colour [8]. 

Preparation of herbal lipsticks containing beetroot and turmeric extract 

Weighing all the required ingredients for the preparation of herbal lipsticks. At first, emulsifying wax was melted in 

a beaker at 70°C on a hot plate. Similarly, almond oil, castor oil and coconut oil, were taken in another beaker and 

melted at 70°C on a hot plate. Then the oil phase was added to the wax at the same temperature. The relevant 

colored pigment was added. The mixture was cooled to 40°C. Then 1-2 drops of rose oil were given as a flavoring 

agent for good fragrance. The molten material was poured into the moluds for lipstick preparation. After solidifying, 

it was taken out of the moulds and put inside the lipstick case. Here, Figure 1 and Figure 2 represented the 

procedure of lipstick preparation using beetroot and turmeric extract. Emulsifying wax was added as thickening 

agent, lubricating agent, and waterproofing agent. The use of castor oil was humectant and moisturizer. As 

hydrating agent, moisturizing agent and rejuvenate coconut oil and almond oil were added to the formulations 

[9,10]. 

 

Evaluation of Herbal Lipsticks containing Beetroot and Turmeric extract 
Organoleptic characteristics 

Organoleptic properties like colour, odour, shape, size and texture of herbal lipsticks were determined. Natural lip 

colours contain betanin and curcumin that apply colour to the lips in a precise and controlled manner for beautifying 

the lips.  

Surface anomalies 

This was studied for the surface defects, such as no formation of crystals on surfaces, no contamination by moulds, 

fungi etc [11]. 

Skin irritation test 

 Apply the lipstick on the skin for 10min and observe. 

Spreadability test 

It was tested by repeatedly applying the lipstick onto the glass slide to observe the uniformity in the formulation of 

the protective layer and whether the stick fragmented, deformed, or broke during application [12]. 

Identification tests of natural colorants 

Turmeric identification test 

The melting point of curcumin, an orange-yellow crystalline powder, is 183°C. Concentric sulphuric acid was added 

to the extract; as it dissolved, it turned yellow and with the addition of NaOH, it turned a deep brown colour.  

Beet root identification test 

Adding a few drops of diethyl ether to the extract containing betanin gave a violet hue that eventually turned yellow 

[13,14]. 

Melting Point 

Determination of melting point is important as it is an indication of the limit of safe storage. The melting point of 

prepared lipstick was determined by capillary tube method. Take both ends open glass capillary tubes and introduce 

a required amount of lipsticks into each capillary tube. At the specific temperature the lipsticks melted completely in 

capillary tube was taken as the melting point. The above procedure was done about 3 times and the melting point 

ratio was observed in all formulation. 

Solubility test 
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The herbal lipstick formulation was diluted in several solvents like water, ethanol, methanol to test its solubility [15]. 

pH determination 

The pH of formulated herbal lipstick was determined using both pH paper and pH meter to get accurate result. 

Breaking point 

Breaking point is done to determine the strength of lipstick. The lipstick was positioned in a socket horizontally. The 

breaking point was determined by progressively increasing the weight by a certain amount (10 grams) every 30 

seconds; this weight was regarded to be the breaking point [12, 13]. 

Force of application 

A piece of coarse brown paper was kept on a shadowgraph balance and lipstick was applied at 450 angle to cover a 1 

sq. Inch area until fully covered. The pressure reading is an indication of the force of application. 

Aging stability 

For 1 hour, the product was kept at 40oC. Numerous criteria were noticed, including bleeding, surface crystallization, 

and ease of application. 

Perfume Stability study 

The formulation of herbal lipstick was stored in standard storage conditions of cool temperature. It was tested for its 

fragrance after 60 days to check the stability [14, 15]. 

Stability Study 

A stability study was conducted to examine the formulation's stability profile at 30±20C and 75± 5% RH (minimum 

study period: at least two months) [16]. 

 

RESULTS 
Organoleptic characteristics 

Among all, in this study the main organoleptic property is color. Formulations such as F3, F4, and F5 showed better 

coloring properties. All formulations have smooth textures with sweet smells. As F1 contains no color, it is colorless 

shown in Table 2. 

Skin irritation test 

Table 2 represents the result of skin irritation test as there are no skin irritation properties present in the 

formulations. 

Surface anomalies and Spreadability 

All formulations have no flaws on the surface and have good spreadability which is shown in the Table 2. 

Identification tests of natural colorants 

The result of the identification test showed yellow and brown color for curcumin on the addition of concentrated 

sulphuric acid and NaOH respectively. Also, the violet color confirms the presence of betanin in beetroot on the 

addition of diethyl ether. 

Melting Point 

In the study of melting point determination, it can be concluded that F1, F2, and F4 showed better results mentioned 

in Table 3. 

Solubility 

All the formulations are very slightly soluble in aqueous medium but they are soluble in both ethanol and methanol. 

pH determination 

All formulations are in a range near to neutral pH from that F5 showed slightly acidic. 

Force of application and Aging stability 

All the formulation responses in the good result of the force of application and aging stability mentioned in Table 3. 

Perfume 

Perfume stability study showed better results for all the formulations represented in Table 3. 

Stability study 

The results of the stability study depending on some parameters are shown in Table 4 at 30±20C and 75± 5% RH 

(minimum study period: at least two months). 
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DISCUSSION 
 

Formulation and evaluation of herbal lipsticks containing natural colorants were done in an effort to bravely create a 

lipstick employing herbal materials while minimizing the adverse effects caused by the synthetic ones that were 

already available. The comprised formulation 2 to formulation 5 Herbal lipsticks that contain a colouring component 

that was produced from turmeric and beetroot extract were created using a variety of natural substances. According 

to the findings of the current study, herbal formulations are preferable options with less adverse effects, yet thorough 

clinical trials may be needed to assess the formulation for more efficacy. Skin irritation has not been a result of any of 

the formulations. No formulation had surface abnormalities. Both formulations had good aging stability. Among all 

the formulations F2 and F4 showed better results. A stability study has been done with the better formulation (F2). It 

can be said that herbal formulation can be a better formulation of synthetic lipsticks. 

 

CONCLUSION 
Herbal lipsticks were developed as a result of women's rising usage of cosmetics in recent years. In comparison to 

synthetic lipsticks, it has been discovered that these lipsticks derived from natural substances like emulsifying wax, 

castor oil, coconut oil, almond oil, beetroot, turmeric extract, and rose oil have less adverse effects. They also support 

blood circulation improvement, skin elasticity maintenance, dirt removal, and lip rejuvenation. Regular use of 

natural lips enhances texture and color and protects against abrasive environments and pollutants. Among all the 

formulations F2 and F4 showed better results and a stability study has been done for F2. It can be concluded that F2 

and F4 formulations can be a better alternative to synthetic lipsticks having adverse effects. 
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Table 1: Different formulations of herbal lipsticks using beetroot and turmeric extracts 

Formulations 

Ingredients (quantity) 

Emulsifying 

wax(gm) 

Coconut 

oil(ml) 

Castor 

oil(ml) 

Almond 

oil(ml) 

Turmeric 

extract(gm) 

Beet Root 

extract(gm) 

Rose 

oil 

F1 10 5 5 -- -- -- 
1-2 

drops 

F2 10 5 -- 5 1 -- 
1-2 

drops 

F3 10 4.5 4.5 -- -- 3 
1-2 

drops 

F4 10 5 -- 5 2 -- 
1-2 

drops 
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F5 9 4 4 -- -- 3 
1-2 

drops 

 

Table 2: Organoleptic parameters of formulated Herbal Lipsticks containing beetroot and turmeric as 

natural colorant 

Organoleptic parameters 
Inference 

F1 F2 F3 F4 F5 

Colour Slight white Yellowish Betanin or beet red Yellowish Beet red 

Texture Smooth Smooth Smooth Smooth Smooth 

Skin irritation No No No No No 

Surface Anomalies No Flaws No Flaws Errorless No Flaws No flaws 

Spreadability Good Good Good Good Good 

 

Table 3: Physical parameters determination of formulated Herbal Lipsticks with natural colorants 

Evaluation 

parameters 

Inference 

F1 F2 F3 F4 F5 

Melting point 730C 700C 670C 700C 650C 

Solubility Soluble in 

ethanol and 

methanol 

Soluble in 

ethanol and 

methanol 

Soluble in 

ethanol and 

methanol 

Soluble in 

ethanol and 

methanol 

Soluble in 

ethanol and 

methanol 

pH 6.9±0.2 6.7±0.2 6.3±0.2 6.4±0.2 6.0±0.2 

Force of 

Application 

Good Good Effortless Good Good 

Aging stability Soft Soft Soft Soft Soft 

Perfume Good Good Good Good Good 

 

Table 4: Stability study of formulated Herbal Lipsticks containing natural colorants 

Time period Inference 

Melting point pH Skin irritation Perfume Stability 
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Day 1 700C 6.7+0.2 No smelling 

Day 60 710C 6.7+0.2 No smelling 

 

 

 

 

 

Figure 7: Herbal lipstick formulation steps with turmeric 

extract 

Figure 8: Herbal lipstick formulation steps with beetroot 

extract 

  
Figure 3: Melting point determination of herbal 

lipsticks containing natural colorants 

Figure 4: Solubility and pH determination of herbal 

lipsticks containing natural colorants 
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Conservation of the natural resources, reduction of the environmental contamination, and the effective 

use of waste materials are the critical goals for sustainable development. These goals can be met in 

concrete construction by partially replacing cement and aggregates with  the agro waste like sugarcane 

bagasse ash and rice husk ash, as well as industrial waste like copper slag, steel slag, fly ash, and coal 

bottom ash, to mention a few. The major goal of this study is to see how using sugarcane bagasse 

ashCBA as a partial substitute for cement in concrete and coal bottom ashCBA as a partial substitute for 

fine aggregates influenced the final product. Its primary focus has been on concrete qualities such as 

strength and durability. The heat stability of all concrete combinations will have been evaluated in this 

investigation when subjected to higher temperatures. Twenty-five different concrete mixes were created, 

each with a different amount of SCBA (0%, 5%, 10%, 15%, and 20%) replaced with cement and a different 

amount of CBA (0%, 10%, 20%, 30%, and 40%) replaced with fine aggregates. The water-to-cement ratio 

was fixed at 0.55 in each batch. Concrete's durability was evaluated immediately after it was prepared, 

while its compressive strength was evaluated 14, 28, and 90 days afterwards. Based on test results, a 

blend of 10% SCBA and 10% CBA was determined to be the optimal solution. According to the findings 

of this study, the addition of SCBA and CBA to concrete has no effect on its thermal qualities. 

 

Keywords: Compressive strength, Coal bottom ash, Elevated Temperature, Sugarcane bagasse ash, 

Workability. 
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INTRODUCTION 

 
Concrete is the most widely used construction material in the world, because the material's remarkable mechanical 

properties as well as its long-lasting properties. At the moment, aggregates, which are essential in the production of 

concrete, are in limited supply, and the method by which cement is produced is one of the factors contributing to the 

deterioration of the environment. The cement industries are responsible for the significant portion of the greenhouse 

gas emissions that are contributing to the warming of the planet as a result of global warming. These emissions are 

caused by the burning of fuel in the cement kiln and the use of electricity in the grinding of the clinker. Cement 

production accounts for approximately 5% of total CO2 emissions worldwide. The garbage that is produced from a 

wide range of agricultural goods is referred to as "agrowaste," which is an acronym for agricultural waste. A wide 

range of goods are produced by agriculture, but bagasse, the byproduct of processing sugarcane, wheat husk and 

straw, groundnut shell, and rice husk, the byproduct of processing paddy, is one of the most notable.As a 

consequence of this, it is of the utmost significance to discover viable substitutes not just for cement but also for 

aggregates that are obtained from natural sources. Aside from this, the principal contributor to a wide variety of 

environmental challenges and issues is the unabated growth of garbage from agricultural and industrial practices. If 

the wastes at issue are employed in the construction of concrete structures, then maybe these difficulties and burdens 

can be addressed to some degree.The garbage that is produced from a wide range of agricultural goods is referred to 

as "agrowaste," which is an acronym for agricultural waste. At the present time, the husk of rice, bagasse, the shell of 

crushed nuts, and several other forms of waste are all being used in some capacity as a fuel for the generation of 

power. As a result of this usage, ash is created, which adds to the difficulty of disposing of the material. Because of 

the chemical make-up of the ash, the wastes have been repurposed into useful components that may be included in 

the production of concrete. In addition to this, the waste has been changed into valuable resources. According to the 

results of a number of studies, the ash that is left over following the processing of sugarcane bagasse may also be 

used as a pozzolan in concrete. This comes on top of the agrowaste ashes that were discussed before.There have been 

a significant increase in the quantity of waste and by-products generated by a wide variety of enterprises over the 

course of the last few decades. This expansion has occurred at an alarming rate. It should not come as a surprise that 

this leads to a plethora of environmental issues and raises the possibility of pollution of natural resources that are 

important to human existence, such as water, air, and soil. In fact, it should come as no surprise at all. Getting rid of 

these wastes and byproducts in a way that is considered to be acceptable poses a major financial and logistical strain 

on every country. When it comes to some kinds of industrial waste, the expense of getting rid of it in a safe way 

might be rather significant. In addition, there is a dearth of disposal sites that are appropriate for the management of 

such wastes in an acceptable way without having a detrimental effect on the ecology in the surrounding area. 

Therefore, scientists from all over the world are focusing their efforts on discovering techniques to make use of these 

wastes in a manner that will limit the negative repercussions of doing so. 

 

MATERIALS AND METHODS 
 

Cement 

Cement serves as a binder, connecting the various elements of the construction together into a cohesive whole. It is 

able to maintain its cohesion and adhesiveness even when exposed to water, two of its defining qualities. The pure 

form of this substance may be obtained while burning a mixture of calcareous & argillaceous materials. Clinker is the 

end product that is created when this mixture is fused in a kiln at temperatures above 1,450 degrees Celsius, after 

receiving the appropriate treatment, and after being heated to almost the same temperature.Cement serves as a 

binder, connecting the various elements of the construction together into a cohesive whole. It is able to maintain its 

cohesion and adhesiveness even when exposed to water, two of its defining qualities. Clinker is the end product that 

is created when this mixture is fused in a kiln at temperatures above 1,450 degrees Celsius, after receiving the 

appropriate treatment, and after being heated to almost the same temperature. The production of cement begins with 

the cooling of clinker, followed by the addition of a trace amount of gypsum, and last, the pulverisation of the 

mixture. Cements used in construction can be classified as hydraulic or non-hydraulic, with the distinction based on 
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the cement's ability to harden when exposed to water in the environment. Hydraulic cements have a greater capacity 

for this, while non-hydraulic cements have a lower capacity. Mineral hydrates are the products that come about as a 

direct result of the chemical process. Mineral hydrates are very stable in water and resistant to chemical attack due to 

the fact that they do not have a high degree of water solubility. 

 

Aggregates 

When it comes to the components that go into manufacturing concrete, the aggregates are by far the most significant. 

It is impossible to declare the investigation of concrete to be finished until both the width and depth of aggregates 

have been researched. The great majority of natural aggregates are derived from bed rocks, which may classified as 

either igneous rocks, sedimentary rocks, or metamorphic rocks. Igneous rocks make up the bulk of the earth's 

crust.As a consequence of this, aggregates may also be divided into coarse aggregates and fine aggregates according 

to the size of the particles that make them up. These two types of aggregates are referred to as coarse aggregates and 

fine aggregates, respectively. Both the aggregate's size and its weight may be employed as determinants in the 

classification of the aggregate. The normal weight category refers to aggregates that have an average mass. To have a 

better grasp on concrete, one must first get familiar with the many ways in which it may be categorised according to 

the sizes of the components that make it up. Only then can one hope to achieve this goal. 

 

Coarse aggregates 

A BIS sieve with a particle size of 4.75 millimetres or greater is used to identify coarse aggregates.The shape of the 

coarse particles in concrete is a vital attribute to take into consideration because of the impact it has on both the 

workability and the strength properties of the material. Two factors that has a significant influence on the form that 

the aggregate takes are the type of crusher that is employed and the reduction ratio. Additionally, the Graded Coarse 

aggregate is distinguished by its nominal size, which varies from 40 millimetres to 20 millimetres, 16 millimetres, 

and 10 millimetres, respectively. These dimensions are found in the range of the aggregate. Crushed stone 

aggregates with nominal sizes of 10 millimetres and 20 millimetres were used for the whole of the experimental 

inquiry in a ratio of 50:50. The nominal size refers to the largest dimension of the aggregates. After being washed to 

remove any traces of dirt and dust, the aggregates were allowed to dry until they reached a condition in which they 

were surface dry. Uncrushed stone that was produced by the natural crumbling of rock is known as gravel. Crushed 

gravel or stone is created when larger rocks, such stone or gravel, are broken up into tiny pieces. When gravel or 

stone is created as a result of mixing the two previously mentioned components, only a fraction of it has been 

crushed. 

 

Fine aggregates 

Aggregates most and is passes 4.75-mm BIS Sieve were known as Fine aggregates. Depending on their size, fine 

aggregates may either be classed as coarse aggregates, medium aggregates, or fine aggregates. The distribution of the 

particle sizes is used to categorise fine aggregates into one of four distinct grading zones, as stated in the BIS: 383-

1970 standard. Each of these zones has a unique designation. The grading zones get increasingly more detailed, 

beginning with grading zone I and continuing all the way up to grading zone IV. For the purpose of this specific 

experiment, sand that is suitable for zone II was used. 

 

Sugarcane bagasse ash 

Ash from the sugarcane bagasse was formed whenever bagasse is used again after have employed before as the 

biomass fuel in boiler, this usage was results in the production of ash. Bagasse ash was a common name for this ash. 

Ash produced as a byproduct of an operation by burning of the bagasse at a temperature that is controlled and also 

maintained throughout process. This ash is gathered from the boiler of the sugar mill specifically for a purpose of 

carrying out this experiment, which may be seen in Figure 2.1. It is possible to get to the sugar mill that is located in 

the hamlet of Shiv Shakthi sugar mills near my college. 
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Tests Conducted 
Workability of concrete as per BIS: 1199-1959 

Workability is one of the most important properties of concrete since it not only affects the strength and durability of 

hardened concrete, but it also influences the cost of labour because it affects the amount of time it takes to work w/ 

the concrete. Concrete's workability is one of the most important characteristics to consider. The many ways that 

workability may be examined have been categorised in accordance with the different sorts of flows that are 

produced when the tests are being carried out.The slump test was used in this investigation so that the level of 

workability could be determined. This experiment's goal is to scientifically study how workable freshly mixed 

concrete is, and its design reflects that goal. 

 

Compressive strength of concrete as per BIS: 516-1959 

Before being added to the appropriate batches, the amounts of the Cement, the Coarse aggregates (20 mm and 10 

mm), Fine aggregates, Bagasse ash, Coal bottom ash, and Water were each given their own individual 

weightings.The compressive strength of concrete is evaluated using cubes of concrete with dimensions of 150 

millimetres on each side, 150 millimetres long, and 150 millimetres high. These dimensions were employed in the 

test. Fine aggregates were the smallest aggregate size. The first portion of the process included dry mixing the 

cement and bagasse ash together, and the second part involved mixing the fine aggregates and coal bottom ash 

together in a consistent manner. Both parts of the process were carried out in sequence. The coarse aggregates were 

adequately mixed in order to ensure that they would have a uniform distribution throughout the whole batch. This 

was done so that there would be uniformity. After the water was added to the mixture, the components were 

carefully combined with the assistance of a mechanical mixer during the course of the ensuing three to four minutes. 

Washing and then oiling the cube moulds was the first step in the process of getting them ready for use. This process 

was repeated until the desired level of density was achieved. This continued until the concrete had reached its final 

cured state. Figure 3.4 indicates that the final specimens were given a full day to acclimate to their surroundings and 

harden before being inspected. This was done in order to ensure accurate results. The specimens were withdrawn 

from the moulds, subjected to a comprehensive examination, and then cast once again for a period of twenty-four 

hours. These were added to the water tank in the laboratory, which had already been stocked with drinkable water, 

and the tank was brought up to its maximum capacity once again. At the ages of 14, 28, and 90 days, samples are 

obtained from tank in which they were being healed to analyse their progress. 

 
Compressive strength of concrete as per BIS: 516-1959 

In addition to this, the compressive strength of concrete was tested throughout a broad variety of temperature 

conditions. This called for the use of cubes that had dimensions of 10 centimetres on a side, 10 centimetres on a side, 

and 10 centimetres on a side, respectively. Before undertaking the heating process, each cube was put through a 

curing phase that lasted for a total of 28 days. This was done so that the cubes would be ready for the next step. After 

the concrete cubes had acquired the necessary degree of hardness, they were moved into the muffle furnace in the 

manner. This was done so that a temperature distribution could be provided that was uniform throughout the board. 

After that, the heat was turned off in the furnace, and the samples were left alone to gradually return to room 

temperature on their own. Compression tests on each and every cooled specimen were carried out with the 

assistance of the universal testing machine (UTM). 

 

RESULTS AND DISCUSSION 
 

This chapter examines the results that were received from tests that were carried out on a variety of study materials 

that were used in earlier chapters. These tests were utilised in earlier chapters. The efficiency of a variety of distinct 

mixes, each of which has a different percentage of SCBA and CBA, is investigated. These mixtures each have their 

own unique ratios. 
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Properties of Cement 

For the sake of this specific experiment, OPC grade 43 was used. The physical qualities of the cement, which were 

found by carrying out the appropriate tests and are indicated in the table, are detailed in Table 3.1. 

 

Properties of sugarcane bagasse ash 

The boiler of the sugar mill in the hamlet of which was located in Hyderabad near to my college, was the source of  

ash that were used in this procedure. India is the location where this specific method was carried out.  

 

Properties of Coal bottom ash 

The ash was obtained from Kothagudem Thermal Plant, the physical properties of CBA are given in Table 

3.3. 

 

Testing of Concrete 

In this investigation, the compressive strength of the mixtures was tested after 28 days of curing using the cubes, and 

the compressive strength of the specimens was examined after 14, 28, and 90 days of curing using the cubes. Both of 

these evaluations were carried out using the cubes. This research was conducted with the intention of determining 

the influence that varying temperature ranges have on the compressive strength of all combinations. In addition, in 

order to assess the effects of SCBA and CBA on concrete, the test specimens were subjected to a battery of 

examinations after 14, 28, and 90 days had passed since the start of the curing process. A total of 24 unique mixes 

were created, one of which was used as a control. These mixes were prepared in addition to the mix that acted as the 

control. Different replacement levels of SCBA were used in order to replace the cement (zero percent, five percent, 

ten percent, fifteen percent, and twenty percent), while various replacement levels of CBA were utilised in order to 

replace the fine aggregates (0 percent, 10 percent, 20 percent, 30 percent, and 40 percent). The ratio of water to 

cement, often known as w/c and abbreviated as 0.55, was maintained throughout each and every one of the many 

possible combinations. For the sake of this investigation, 225 one-of-a-kind examples of cubes with side lengths of 

150 millimetres and the same number of examples of cubes with side lengths of 100 millimetres were deemed to be 

components of the cubes. You may find a listing of the titles of the various mixes, as well as the percentages of the 

various components that go into each mix. 

 

Workability of Concrete 

The only method to get the ideal level of concrete strength is to use freshly mixed concrete that has the appropriate 

amount of slump value. During the course of this investigation, the slump of every possible combination was 

evaluated to see how straightforwardly it might be performed. The slump values for every conceivable combination 

are taken and a graphical representation of those values may be seen in Figure 3.1. The findings make it possible to 

draw the conclusion that the quality of the concrete mixes decreased as the proportion of SCBA and CBA that were 

included within them increased. Given the facts, one may draw this conclusion with some justification. When CBA 

was used to replace forty percent of the fine aggregates and SCBA was used to replace twenty percent of the cement, 

the slump values dropped from 110 millimetres to 45 millimetres, resulting in a significant reduction. It is probable 

that the increased water absorption is due to the porous nature of the particles that make up CBA. This would 

explain why CBA has such a high water absorption rate. 

 

Compressive Strength of the Concrete 

After mixing, Compressive strength of each of the concrete mixes are evaluated once again at 14, 28, and 90 days 

after the first evaluation. Below tables, display the findings of the average compressive strength as well the percent 

loss or increase in the compressive strength. The presence of any of these waste elements had an impact on 

compressive strength of the concrete after 14, 28, and 90 days of curing, respectively. According to the information 

that is shown in the table, it is glaringly evident that an increase in the quantity of SCBA does not result in a change 

in the pace at which the compressive strength of concrete mixes increases (up to 15 percent). The concrete that had a 

replacement level of 5 percent, 10 percent, or 15 percent SCBA gained 2.5 percent, 4.2 percent, or 1.6 percent of its 

strength, respectively. It is quite likely that the improved strength is the result of the lower particle size of the SCBA, 
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which results in a filler effect. It would make sense for the SCBA's rise in power to be explained in this way. The 

concrete that was made by including bottom ash into the production process has a strength that is lower than that of 

the concrete that was used as a reference. This occurs as a result of the porous nature of bottom ash, which allows it 

to take in a greater quantity of water than the reference concrete does. Compressive strength tends to decrease with 

increasing degrees of CBA replacement by fine particles, and this trend is seen to increase. There was never any 

indication that the substance's potency was becoming stronger during the whole of the period that it was being 

matured. The compressive strength of concrete changes substantially depending on the proportion of CBA that is 

used as fine aggregate. This could range from 10% to 40% of the total aggregate. In the table, you'll get an indication 

of the range of probable percentages.When compared to the concrete that acted as the control, the concrete that was 

left to cure for 14 days showed that the aggregates had become 2.3 percent, 5.1 percent, 6.9 percent, and 9.3 percent 

looser. The pattern was the same whether the curing period was 28 days or 90 days, and it was the same regardless 

of the amount of curing time. 

 

Compressive Strength of Concrete at Elevated Temperature 

Both SCBA and CBA concrete combinations exhibited a tendency that was practically exactly the same as what was 

noticed in the other mixture. The concrete that included 10 percent SCBA and 30 percent CBA exhibited the largest 

loss in strength after it was heated to 150 degrees Celsius. This loss in strength was roughly 12.9 percent of the 

concrete's strength before it was heated. When heated to 150 degrees Celsius, the concrete that included 5% SCBA 

and 0% CBA exhibited the least loss in strength. This concrete's strength after heating was around 7.6% of its strength 

before it was heated. The concrete that included 5 percent SCBA and 10 percent CBA saw the largest loss in strength 

when it was heated to 300 degrees Celsius. This loss in strength was roughly 22.1 percent of the concrete's strength 

before it was heated. In contrast, concrete that included 10 percent SCBA and 10 percent CBA showed the least loss 

in strength when heated to 300 degrees Celsius. Specifically, this kind of concrete lost roughly 17.1 percent of its 

strength when compared to its strength before heating. The specimens' compressive strength was observed to 

significantly diminish after being heated to a temperature of 600 degrees Celsius. The combination that contains 5% 

SCBA and 0% CBA exhibits the highest drop in compressive strength out of all the mixes. 

 

CONCLUSIONS 
 
In this research, Workability qualities, the strength characteristics, and thermal stability of concrete containing SCBA 

and CBA were studied. Each of the 25-concrete mixes that are created had a water –cement ratio of 0.55. This was 

accomplished by substituting SCBA for cement at a rate of 0 to 20 percent with an increase of 5 percent and coal 

bottom ash for fine aggregates at a rate of 0 to 40 percent with an increment of 10 percent. For the purpose of 

determining how SCBA and CBA contribute to compressive strength, 225 cubes measuring 15 centimetres on a side, 

15 centimetres on a face, and 15 centimetres on a side were produced using varied percentages of SCBA and CBA. To 

further investigate the impact that increased temperature had on the compressive strength of each mixture, identical 

numbers of cubes measuring 10 cm by 10 cm by 10 cm were also created. The findings of a compressive strength test 

performed on specimens comprised of cubes of 150 millimetres in size were also subjected to statistical analysis. 

Based on the experimental investigations, it is possible to draw the following conclusions: 

 As the SCBA and CBA content of concrete rises, the material becomes more difficult to work with. The slump 

value was reduced from 110 millimetres to 45 millimetres due to the addition of 40% CBA and 20% SCBA. 

 At each and every curing age, a rise in the amount of SCBA in the concrete results in a greater compressive 

strength. When 10 percent of the SCBA is replaced, the compressive strength improves to its highest level; 

however, once this threshold is passed, the strength begins to decrease. When just 20 percent of the SCBA is 

replaced, there is a considerable drop in the material's compressive strength. 

 SCBA can be used to replace up to 15% of the cement, and CBA can be used to replace up to 10% of the fine 

aggregates. Both of these substitutions are possible. It is advised that a mix of 10% SCBA and 10% CBA be used 

in order to achieve increased strength while maintaining an appropriate level of workability. 
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 During the heating process, the contribution of SCBA and CBA does not alter the attributes of strength that are 

possessed by concrete. When heated to a greater temperature, the strength of any and all concrete mixtures will 

decrease. 

 Up to 150 degrees Celsius, there were only a little decrease in strength. The strength decreases by 7.1 to 12.9 

percent at temperatures between 71 and 12.9 degrees Celsius, and by 22 percent at temperatures above 300 

degrees Celsius. 

 At a 600 degrees Celsius temperature, the material begins to seriously degrade. The concrete loses about half of 

its initial strength after being exposed to water. 

 These all benefits also include possible savings in energy consumption. 
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Table 3.1: Properties of Cement 

 

 
Table 3.2: Chemical properties of SCBA 

Sr. No. Chemical component % of Chemical component 

1. SiO2 78.340% 

2. Fe2O3 3.610% 

3. Al2O3 8.550% 

4. CaO 2.150% 

5. Na2O 0.120% 

6. K2O 3.460% 

7. Ignition loss 0.420% 

 
Table 3.3: Physical properties of CBA 
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Figure 3.1: Slump values of the concrete w/c 

different replacements of SCBA and CBA 
Figure 3.2: The concrete cubes compressive strength 

with different replacement levels of cement with 

SCBA for 0% CBA 

  
Figure3.3: The concrete cubes compressive strength 

with different replacement levels of cement with 

SCBA for 10% CBA 

Figure 3.4: The concrete cube compressive strength 

at different temperature ranges with different 

replacement levels of cement with SCBA and 

10%CBA 

 

 

 

 

 

 

 

 

Rex and Lakshmi Bhavani 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69580 

 

   

 

 

 
 

R-Norm Information Measure for HFSs and its Application in Decision Making 

Process 
 

Alisha Aggarwal*, Gurdas Ram  and Satish Kumar 
 

Department of Mathematics, Maharishi Markandeshwar (Deemed to be University), Mullana- Ambala, 

Haryana, India. 

 

Received: 30 Dec 2023                             Revised: 09 Jan 2024                                   Accepted: 12 Jan 2024 

 

*Address for Correspondence 

Alisha Aggarwal* 

Department of Mathematics, 

Maharishi Markandeshwar (Deemed to be University),  

Mullana- Ambala, Haryana, India. 

E.Mail: aggarwalalisha95@gmail.com, 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

In various situations of life, when we are in a fix about the selection of most suitable alternative among 

various alternatives, hesitant fuzzy set theory plays a vital role. In this paper, we proposed a new fuzzy 

entropy measure in the setting of hesitant fuzzy set (HFS) theory dealing with the subject of R-norm 

information measure. The proposed measure satisfies the priori definition of HFSs and also inspects its 

properties. Compared to already present entropy measures in literary work, various instances are given 

to illustrate the effectiveness of R- norm information measure. One of the most critical factors that 

influences a decision-making process is attribute weights. It aims to provide a clear understanding of its 

application and its tendencies. 
 

Keywords : R-norm information measure, Entropy, Hesitant fuzzy set, Prospect theory, Multi-attribute 

decision-making. 

 

INTRODUCTION 

 
In our day to day life we try to find finest alternatives among the set of alternatives to reach a desired result.A lot of 

real world problems related to commercial and technical fields that are very complicated happen in our life. These 

problems contain a lot of uncertainty and vagueness. Sometimes even a simple problem becomes too complex 

because of uncertainty and hesitancy. Uncertainity is realized in various terms like randomness, fuzziness and 

incompleteness etc. [21] 1st proposed fuzzy theory to tackle the problems of uncertainty in various fields. But it has 

some bounderies to tackle ambiguous information. So conventional FS present few constraints. To tackle this 

situation different extensions of fuzzy set has been introduced, like intuitionistic [1], IVIFS [4, 15], the type-2 fuzzy 

set [5] and so on. [3] explained R-Norm IM of probability distribution.Further, [2] conduct a research on information 

measure of FSs and provide several means for fuzzy entropy. But, In many complicated situations, people hesitate to 

ABSTRACT 

 

 RESEARCH ARTICLE 

 
 REVIEW ARTICLE 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69581 

 

   

 

 

take a final decision and it becomes tough to approach the final agreement. To tackle these circumstances, Torra [14] 

and Xia and Xu [17, 18] defined new extension, known as hesitant fuzzy sets (HFSs). A little while back, a good 

number of researchers were fascinated by HFSs, so they gave different innovative ideas in the literature for eg. 

distance measures, similarity measures, entropy measures and decision making methods to cope with HFS. [19] and 

[20] reviewed types of HFSs and gave detailed sequence of distance measure, closeness and entropy for HFEs. When 

experts are in a fix to take some decision HFS proves to be a simple and fruitful mechanism . For eg. when two 

experts are of different opinion about assigning the membership degree of an alternative for a criterion, as one expert 

allocates value 0.4, another allocates value 0.9,then this membership degree will be described by the HFE {0.4, 0.9}, 

that explains vague information of experts choice. So it becomes essential to describe the uncertainity level related to 

HFE {0.4, 0.9} in proper way. Luca and Termini’s development of fuzzy entropy opened the way for future research. 

They introduce a new fuzzy entropy corresponding to the Shannon entropy. Torra introduced the concept of HFE, 

specified as list of possible values. Hooda [8, 9, 10] proposed the R-norm information measure for fuzzy entropy. In 

spite of many researches being made in the field of HFSs yet much work is required on the entropy of HFSs. That’s 

the reason that many reasearchers were encouraged to work on ,the entropy measure for HFSs. A more relevant 

method of entropy measure for HFSs was devised by [16]. Farhadinia [7, 6] calculated the IM for HFSs and IV HFSs. 

In the mean time, the already present entropy measures of HFSs in [6], [19] and Weital [16] requite to assemble the 

maximum or minimum value that would equalize lengths of large and shorter HFSs. That will wipe out basic data 

and that is opposite of specific mindset of experts. That’s the reason we must formulate another entropy measure to 

deal with such limitations. In our present work, we formulated another parametric(R-norm) IM inspired by 

Chungfeng Suo et al. [13]. Hypothesis of HFSs and its approach is broadly executed in MADM. To achieve a goal, 

MADM problem is defined as opting appropriate alternative from given alternative(s) . Each alternative contains 

various criteria. MADM procedure comprises making decisions in a situation having multiple homogeneous options 

and identifying ideal choices . Attribute weighting has a vital role when we make a decision. In recent times, MADM 

theory and mechanism is being applied in fields like management Science and modern decision science. So , a great 

deal of measures to make a decision were proposed based on day to day life problems. TOPSIS, TODIM are popular 

approaches towards MADM. These methods mostly merge near ideal options with HFSs to make a preferable 

choice.Different decision makers have their own priorities according to risk preference while choosing an ideal 

option. Taking into consideration the risk priority of people,here in paper that is based on R-norm information 

measure(IM) a new mode that merges TOPSIS with prospect theory(PT) has been introduced. Following is the order 

of paper: Section 1 presents the introduction about the HFSs. Sect. 2, includes the definitions, basic concepts , 

properties of HFSs and already present entropy measures of HFSs. And a brief description of R-norm IM for fuzzy 

sets(FSs) is given. In sect. 3 another R-norm IM for HFSs introduced and validated it. In Sect. 4 The validity of the 

proposed meaure is confirmed by contrasting its result with severl current measures. Sect. 5 comprises PT merged 

with TOPSIS by using the proposed IM in decision-making. In sect.6 a practical application is introduced to indicate 

the appropriateness of this novel decision-making method. At last, conclusion is settled in sect. 7 . 

 

Preliminaries 

Definition of HFSs 

 

Definition  [14,17,18]Let 𝑈 be a finite discourse set, and HFSs 𝑀 is defined on 𝑈  interms of function𝑀 :𝑈 → 𝑃(𝐼), 

and 𝑀 ≠ 𝜙 and finite set for any 𝑢 ∈ 𝑈. 

Generally, a hesitant fuzzy set is represented by 𝑀 = {⌌𝑢, 𝑀(𝑢)⌍|𝑢 ∈ 𝑈} 

Here 𝑃(𝐼) represents power set of [0,1] , 𝑀(𝑢) represents hesitant fuzzy element (𝐻𝐹𝐸).  

𝑀(𝑢) = {𝛼1 ,𝛼2 , . . . ,𝛼𝑡𝑢 }, where  𝛼𝑚 ∈ [0,1], 𝑚 = 1,2, . . . , 𝑡𝑢  and 𝑡𝑢  represents the no. of elements in 𝑀(𝑢). 𝐻𝐹𝑆(𝑈) 

denotes the collection of all 𝐻𝐹𝑆𝑠 on set 𝑈. 

 

Properties of HFSs 

Here we give brief discription of few preceptions and theorems related to hesitant fuzzy sets, See Refs.[14, 17]  
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Definition 2.2.1 [17,18] For a 𝐻𝐹𝐸𝑀(𝑢), 

𝑠(𝑀(𝑢)) =
1

𝑡𝑢
 
𝑡𝑢
𝑚=1 (𝛼𝑚 ) represents score function of  𝑀(𝑢). Where,𝛼𝑚 ∈ 𝑀(𝑢) 

 

General properties on 𝑯𝑭𝑺(𝑼) as follow: 

𝐿𝑒𝑡  𝑀 = {⌌𝑢, 𝑀(𝑢)⌍|𝑢 ∈ 𝑈} and 𝑁 = {⌌𝑢, 𝑁(𝑢)⌍|𝑢 ∈ 𝑈} are two 𝐻𝐹𝑆𝑠 on set 𝑈, then:  

(i)Compliment:𝑀𝑐 = {⌌𝑢, 𝑀𝑐(𝑢)⌍|𝑢 ∈ 𝑈}, where  𝑀𝑐(𝑢) = {1 − 𝛼|𝛼 ∈ 𝑀(𝑢)}. 

follow references [17,18,8]. 

 

(ii)Union: 𝑀 ∪ 𝑁 = {⌌𝑥,𝑀∪𝑁(𝑢)⌍|𝑢 ∈ 𝑈}, where:  

𝑀∪𝑁(𝑢)= 

(a) 𝑀(𝑢), if 𝑠(𝑀(𝑢)) > 𝑠(𝑁(𝑢)) or 𝑀(𝑢) = 𝑁(𝑢); 

(b) 𝑠(𝑀(𝑢), if 𝑠(𝑀(𝑢)) = 𝑠(𝑁(𝑢)) or 𝑀(𝑢) ≠ 𝑁(𝑢); 

(c) 𝑁(𝑢), if 𝑠(𝑀(𝑢)) < 𝑠(𝑁(𝑢)) 

 

(iii)Intersection:𝑀 ∩ 𝑁 = {⌌𝑢, 𝑀∩𝑁(𝑢)⌍|𝑢 ∈ 𝑈}, where:  

𝑀∩𝑁(𝑢) = 

(a) 𝑀(𝑢), if 𝑠(𝑀(𝑢)) < 𝑠(𝑁(𝑢)) or 𝑀(𝑢) = 𝑁(𝑢); 

(b) 𝑠(𝑀(𝑢), if 𝑠(𝑀(𝑢)) = 𝑠(𝑁(𝑢)) or 𝑀(𝑢) ≠ 𝑁(𝑢); 

(c) 𝑁 𝑢 , if 𝑠(𝑀(𝑢)) > 𝑠(𝑁(𝑢) 

 

(iv)Linear:𝜆𝑀 = {⌌𝑢, 𝜆𝑀(𝑢)⌍|𝑢 ∈ 𝑈}, where 𝜆𝑀(𝑢) = {1 − (1 − 𝛼)𝜆|𝛼 ∈ 𝑀(𝑢)}, 

where 𝜆 is a positive number. follow Refs.[9,10,11] 

 

Definition 2.2.2 Let 𝐻 ,𝐻 ∈ 𝐻𝐹𝑆𝑠, where  

𝐻 = {⌌𝑢𝑖 , {𝛼 𝑖
𝑚 |𝑚 = 1,2, . . . , 𝑡𝑖}⌍}and 𝐻 = {⌌𝑢𝑖 , {𝛼𝑖

𝑚 |𝑚 = 1,2, . . . , 𝑡𝑖}⌍}, 

 𝐻   representssharpen version of 𝐻. Conditions of sharpened version are :  

𝛼𝑖
𝑚 ≤ 𝛼𝑖

𝑚  if 𝛼𝑖
𝑚 ≤ 0.5 

and  

𝛼𝑖
𝑚 ≥ 𝛼𝑖

𝑚  if 𝛼𝑖
𝑚 ≥ 0.5 

 

Here , 1 ≤ 𝑚 ≤ 𝑡𝑖 ; 1 ≤ 𝑖 ≤ 𝑛; and 𝑡𝑖  represents no. of elements in 𝐻(𝑢𝑖),𝐻 (𝑢𝑖) 

 

Definition 2.2.3 [17,18] Let 𝑀, 𝑁 ∈ 𝐻𝐹𝑆(𝑈) , hesitant normalized hamming distance 

between M and N isgiven below:  

 

𝑑𝑛(𝑀,𝑁) =
1

𝑛
 𝑛
𝑖=1 [

1

𝑡𝑢 𝑖
 
𝑡𝑢 𝑖
𝑗=1 |𝑀

𝜍(𝑗 )
(𝑢𝑖) − 𝑁

𝜍(𝑗 )
(𝑢𝑖)]  (1) 

where 𝑀
𝜍(𝑗 )

(𝑢𝑖) and 𝑁
𝜍(𝑗 )

(𝑢𝑖) represents jth largest values in 𝑀(𝑢𝑖) and 𝑁(𝑢𝑖), 

respectively and𝑡𝑢 𝑖 = 𝑚𝑎𝑥{𝑡(𝑀(𝑢𝑖)), 𝑡(𝑁(𝑢𝑖))} for each 𝑢𝑖 ∈ 𝑈 being 𝑡(𝑀(𝑢𝑖)) and 𝑡(𝑁(𝑢𝑖)) the number of values 

of 𝑀(𝑢𝑖) and 𝑁(𝑢𝑖).  

 

Some existing entropies for HFSs 

To get various informations, measures like entropy and cross-entropy have been defined. Entropy measures 

fuzziness, whereas cross-entropy measures discrimination of information. That is why, entropy of HFSs is broadly 

researched, for instance Xu and Xia [19]:  

 

𝐸𝑢𝑢
1 () =

1

𝑡( 2−1)
 𝑡
𝑚=1  𝑠𝑖𝑛

𝜋(𝛼𝑚+𝛼 𝑡−𝑚+1)

4
+ 𝑠𝑖𝑛

𝜋(2−𝛼𝑚−𝛼 𝑡−𝑚+1)

4
− 1 ; (2) 
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𝐸𝑢𝑢
2 () =

1

𝑡( 2−1)
 𝑡
𝑚=1  𝑐𝑜𝑠

𝜋(𝛼𝑚+𝛼 𝑡−𝑚+1)

4
+ 𝑐𝑜𝑠

𝜋(2−𝛼𝑚−𝛼 𝑡−𝑚+1)

4
− 1 ; (3) 

 

 

𝐸𝑢𝑢
3 () = −

1

𝑡𝑙𝑛2
 𝑡
𝑚=1 ⦋

𝛼𝑚+𝛼 𝑡−𝑚+1

2
ln

𝛼𝑚+𝛼 𝑡−𝑚+1

2
+

2−𝛼𝑚−𝛼 𝑡−𝑚+1

2
𝑙𝑛

2−𝛼𝑚−𝛼 𝑡−𝑚+1

2
⦌ (4) 

 

 

𝐸𝑢𝑢
4 () =

1

𝑡[2(1−𝑝 )𝑞−1]
 𝑡
𝑚=1 {[(

𝛼𝑚+𝛼 𝑡−𝑚+1

2
)𝑝 + (

2−𝛼𝑚−𝛼 𝑡−𝑚+1

2
)𝑝]𝑞 − 1}, (5) 

 

Here, represents 𝐻𝐹𝐸; 𝛼 𝑚 ∈h and 𝑡 represents number of elements in . 

From Eq.(2)-(5) entropies defined on 𝐻𝐹𝐸𝑠 can not fully respond in contrast to entropies of 𝐻𝐹𝑆𝑠. Because 𝐻𝐹𝑆𝑠 

consist more than one 𝐻𝐹𝐸. Then according to references[7] and [6] existing entropy definition and formulated 

distance-based entropy of HFS as mentioned below: 

 

𝐸𝑏𝑓 (𝑀) = 1 −
2

𝑛
 𝑛
𝑖=1 [

1

𝑡
 𝑡
𝑚=1 |𝛼𝑖

𝑚 − 0.5|]  (6) 

where 𝑀 ∈ 𝐻𝐹𝑆(𝑈) 

Instead of this, entropy of HFEs depends upon score function (𝜑) , deviation function (𝜁) given by [16] as follows: 

 

𝐸𝑐𝑤1() =
1−|1−2𝜑()|+𝜁()

1+𝜁()
  (7) 

 

𝐸𝑐𝑤2() =
1−|𝑐𝑜𝑠 (𝜑()𝜋)|+𝜁()

1+𝜁()
  (8) 

 

𝐸𝑐𝑤3() =
𝑠𝑖𝑛 (𝜑()𝜋)+𝜁()

1+𝜁()
  (9) 

 

𝐸𝑐𝑤4() =
1−4(𝜑()−0.5)2+𝜁()

1+𝜁()
  (10) 

 

where,  represents 𝐻𝐹𝐸. 

Currently, Z. Hussain [1] give a new method based on Hausdorff metric to calculate entropy for 𝐻𝐹𝑆𝑠 . 

Let 𝑀 = {⌌𝑢𝑖 , 𝑀(𝑢𝑖)⌍|𝑢𝑖 ∈ 𝑈} and 𝑀𝑐 = {⌌𝑢𝑖 , 𝑀𝑐(𝑢𝑖)⌍|𝑢𝑖 ∈ 𝑈}. 

entropy measure defined as follow:  

 

𝐸(𝑀) = 1 −
1

𝑛
 𝑛
𝑖=1 𝑚𝑎𝑥(max

𝑚
{min

𝑘
∥ 𝛼𝑚 − 𝜌𝑘 ∥}, max

𝑘
{min

𝑚
∥ 𝛼𝑚 − 𝜌𝑘 ∥}) (11) 

 

where 𝜌𝑘 = 1 − 𝛼𝑘 ;  𝛼𝑚 ∈ 𝑀(𝑢𝑖);  𝜌𝑘 ∈ 𝑀𝑐(𝑢𝑖);  1 ≤ 𝑚, 𝑘 ≤ 𝑡𝑖∀ 𝑖 

and𝑡𝑖  represents number of elements of 𝑀(𝑢𝑖) and 𝑀
𝑐 (𝑢𝑖). 

 

R-Norm IM for FSs 

𝛿𝑛 = {𝑃 = (𝑝1, 𝑝2, . . . , 𝑝𝑛), 𝑛
𝑖=1 𝑝𝑖 = 1,0 ≤ 𝑝𝑖 ≤ 1 ∀ 𝑖}is a set of all probability distributions connected to discrete 

random variable U taking finitevalues 𝑢1 ,𝑢2, . . . ,𝑢𝑛 .  

[3] generalized Shannon entropy [12] in terms of R-norm information as below: 

 

𝐻𝑅(𝑃) =
𝑅

𝑅−1
[1 − ( 𝑛

𝑖=1 𝑝𝑖
𝑅)

1

•𝑅], 𝑅 > 0 , 𝑅 ≠ 1 

 

Afterwards, R-norm IM extended to various situations by researchers, such as Hooda 

[10],[8],[9] proposed the following fuzzy entropy: 
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𝐻𝑅(𝑀) =
𝑅

𝑛(𝑅−1)
 𝑛
𝑖=1 [{1 − [(𝜇𝑀(𝑢𝑖)

𝑅 + (1 − 𝜇𝑀(𝑢𝑖))𝑅]
1

𝑅}]; 𝑅 > 0, 𝑅 ≠ 1. 

 

Further, corresponding to previous entropy postulation, we will give new fuzzy entropy measure for 𝐻𝐹𝑆𝑠. 

 

Definition of Entropy for HFSs 

Definition Let M∈ 𝐻𝐹𝑆(𝑈) , then H(M), where  H :HFS(U) → 𝑅+, is called an entropy of hesitant fuzzy set  M if H(M) 

satisfies following properties. 

 

(𝐻1)  Sharpness : H(M) is minimum iff Mis a crisp set, ie 𝜇𝑀 𝑢𝑖  = 0 or 1 ∀ 𝑖 

(𝐻2)  maximality : H(M) is maximum iff M is a most FS set,  ie   𝜇𝑀 𝑢𝑖  = 
1

2
. ∀ 𝑖 

(𝐻3)  Symmetric : If 𝑀𝑐   is complement of  M then H(M) = H(𝑀𝑐) 

(𝐻4)  Resolution : H(M) ≥ 𝐻(𝑀 )  where 𝑀  is sharpened version of M.  

 

Prosposed R-norm information measure for HFs is in next section. 

 

Parametric information measure for HFSs 

 

Let M∈ HFS(U) , where M= ⌌𝑢𝑖  , 𝑀(𝑢𝑖)⌍ 𝑢𝑖 ∈ 𝑈   

𝐻𝐻𝑅(M) =  
𝑅

𝑛(𝑅−1)
 𝑛 −   

1

𝑡𝑖
 [(𝛼𝑖

𝑚 )𝑅
𝑡𝑖
𝑚=1 + (1 − 𝛼𝑖

𝑚 )𝑅 

1

𝑅𝑛
𝑖=1  (12) 

Where R >1 or 0<R<1 ; 𝛼𝑖
𝑚 ∈ 𝑀(𝑢𝑖); m =1 ,2<<<𝑡𝑖   ; ∀ 𝑖 ,𝑡𝑖  represents no. of elements in 𝑀(𝑢𝑖). 

 

Theorem 3.1  Prove that measure  given in Eq.(12)  is a valid entropy of HFSs.  

 

Proof  (i)Sharpness :From Eq .(12) , it is clear that 𝛼𝑖
𝑚 ≥ 0.  If 𝛼𝑖

𝑚  = 0 or 1 then 𝐻𝐻𝑅(𝑀) =0 

 

Derivative of Eq.(12) w.r.t.𝛼𝑖
𝑚  is  

𝜕𝐻𝐻𝑅(𝑀)

𝜕𝛼𝑖
𝑚   =

𝑅

𝑛𝑡𝑖(𝑅−1)
(-W)                                               (13) 

Where  W=   
1

𝑡𝑖
 [(𝛼𝑖

𝑚 )𝑅
𝑡𝑖
𝑚=1 + (1 − 𝛼𝑖

𝑚 )𝑅] 

1

𝑅
−−1

  (𝛼𝑖
𝑚 )𝑅−1 −  (1 − 𝛼𝑖

𝑚 )𝑅−1   

∀𝑅 > 1 or 0 < 𝑅 < 1 , also 
𝜕𝐻𝐻𝑅(𝑀)

𝜕𝛼𝑖
𝑚 > 0 in (0, 0.5) , so 𝐻𝐻𝑅(𝑀) is monotone increasing w.r.t. 𝛼𝑖

𝑚  on (0,0.5) and 

𝜕𝐻𝐻𝑅(𝑀)

𝜕𝛼𝑖
𝑚 < 0 in  (0.5, 1), so  𝐻𝐻𝑅(𝑀) is monotone decreasing w.r.t. 𝛼𝑖

𝑚  on (0.5,1).so, 𝐻𝐻𝑅(𝑀) =0 if and only if 𝛼𝑖
𝑚  =0 or 

1. 

 

(ii) Maximality: Take second-order mixed partial derivative of Eq.(12) w.r.t.𝛼𝑖
𝑚  and 𝛼𝑖

𝑘∀ 𝑖 ;    𝑚, 𝑘 = 1,2, …… . 𝑡  and 

m ≠  𝑘 

Second order partial derivative w.r.t  𝛼𝑖
𝑚    as follow  :  

𝜕2𝐻𝐻𝑅(𝑀)

(𝜕𝛼𝑖
𝑚 )2 =

𝑅

𝑡𝑖𝑛(𝑅−1)
(𝐷1 + 𝐷2)(14) 

Where 

 

𝐷1= -
1−𝑅

𝑡𝑖
 

1

𝑡𝑖
 
𝑡𝑖
𝑚=1 [(𝛼𝑖

𝑚 )𝑅 + (1 − 𝛼𝑖
𝑚 )𝑅] 

1

𝑅
−2

[(𝛼𝑖
𝑚 )𝑅−1-(1-𝛼𝑖

𝑚 ) 𝑅−1] 2; 

 

𝐷2=-(R-1)  
1

𝑡𝑖
 
𝑡𝑖
𝑚=1 [(𝛼𝑖

𝑚 )𝑅 + (1 − 𝛼𝑖
𝑚 )𝑅] 

1

𝑅
−1
 (𝛼𝑖

𝑚 )𝑅−2 +  (1 − 𝛼𝑖
𝑚 )𝑅−2  ; 

 

When  𝛼𝑖
𝑚=0.5 ∀ 𝑖 ; m= 1,2,3………, 𝑡𝑖  , we get  𝐷1 = 0  
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Now we check the value of 𝐷2when  𝛼𝑖
𝑚=0.5 

 

Case 1:When R>1 then 𝐷2< 0  then
𝜕2𝐻𝐻𝑅(𝑀)

(𝜕𝛼𝑖
𝑚 )2

<0 ; 

Case 2:When 0<R<1 then 𝐷2> 0  then
𝜕2𝐻𝐻𝑅(𝑀)

(𝜕𝛼𝑖
𝑚 )2

<0 ; 

Computing second order mixed partial derivative of Eq. (12) w.r.t 𝛼𝑖
𝑚  and 𝛼𝑖

𝑘  as follow: 
𝜕2𝐻𝐻𝑅(𝑀)

𝜕𝛼𝑖
𝑚𝜕𝛼𝑖

𝑘  =
𝑅

𝑛𝑡𝑖
2(𝑅−1)

(−𝑇)                                                                 (15) 

where 

 T=-(1-R) 
1

𝑡𝑖
 
𝑡𝑖
𝑚=1 [( 𝛼𝑖

𝑚 )𝑅 + (1 − 𝛼𝑖
𝑚 )𝑅] 

1

𝑅
−2

[( 𝛼𝑖
𝑚 )𝑅−1 -(1- 𝛼𝑖

𝑚 ) 𝑅−1][(  𝛼𝑖
𝑘)𝑅−1-(1-  𝛼𝑖

𝑘) 𝑅−1] 

Clearly when    𝛼𝑖
𝑚 =  𝛼𝑖

𝑘 = 0.5 ∀ 𝑖 ;  𝑚, 𝑘 = 1,2. . . . . . . 𝑡𝑖 , we get   
𝜕2𝐻𝐻𝑅(𝑀)

𝜕𝛼𝑖
𝑚𝜕𝛼𝑖

𝑘 = 0 . 

 

Hessian fuzzy matrix of  𝐻𝐻𝑅(𝑀) is : 

 

𝐻(𝐻𝐻𝑅(𝑀0) =  

𝐻𝐻𝑅(𝑀0)11 0 … 0
0 𝐻𝐻𝑅(𝑀0)22 … 0
⋮ ⋮ ⋱ ⋮
0 0 … 𝐻𝐻𝑅(𝑀0)𝑡𝑖𝑡𝑖

  

 

We denote  M0 = {⌌𝑢𝑖 , {0.5}⌍| 𝑢𝑖 ∈ 𝑈  ∀ 𝑖} 

and  𝐻𝐻𝑅(𝑀0)mm = 
𝜕2𝐻𝐻𝑅(𝑀0)

(𝜕𝛼𝑖
𝑚 )2 ∀ 𝑚 =  1,2, . . . , 𝑡𝑖 . 

The Hessian matrix of  H( 𝐻𝐻𝑅(𝑀0))  is -ve definite, so we obtain 𝐻𝐻𝑅(𝑀0) the maximum of HHR(M). 

 

(iii)  Symmetric: 𝐻𝐻𝑅(𝑀)  = 𝐻𝐻𝑅(𝑀𝑐) , obvious from the definition of entropy. 

 

(iv)  Resolution :From Eq. (13)  

For R>1 or 0<R<1 ,  
𝜕2𝐻𝐻𝑅(𝑀)

𝜕𝛼𝑖
𝑚𝜕𝛼𝑖

𝑘 >0 in (0,0.5) therefore 𝐻𝐻𝑅(𝑀) is monotonically increasing in interval (0,0.5); For any R>1 

or 0<R<1 ,  
𝜕2𝐻𝐻𝑅(𝑀)

𝜕𝛼𝑖
𝑚𝜕𝛼𝑖

𝑘 < 0 in (0.5,1). Therefore 𝐻𝐻𝑅(𝑀) is monotonically decreasing in interval (0.5,1) . Then : 

 

𝛼𝑚 ≤ 𝛼𝑚 <  0.5 ⟹ 𝐻𝐻𝑅 𝑀  ≤ 𝐻𝐻𝑅 𝑀  

𝛼𝑚 ≥ 𝛼𝑚 >  0.5 ⟹ 𝐻𝐻𝑅(𝑀 ) ≤ 𝐻𝐻𝑅(𝑀) 

 

Hence  𝐻𝐻𝑅(𝑀 ) ≤ 𝐻𝐻𝑅(𝑀) . Therefore  𝐻𝐻𝑅(𝑀) is valid entropy of HFSs. 

 

Numerical Examples 

Here we compare our formulated entropy measure with existing entropies by givingsome examples using 𝐸𝑞. (2) −
( 5), 𝐸𝑞. (7) − (10) 𝑎𝑛𝑑 𝐸𝑞. (11) 

 

Example 4.1 Let M,N∈ 𝐻𝐹𝑆(𝑈), for a single set U = {u} where  

M = ⌌𝑢, {0.3002, 0.4265, 0.4737⌍ and N = ⌌𝑢, {0.5045, 0.6270, 0.6677⌍  

 

It is clear from Table 1. that the entropies𝐸𝑢𝑢
1

 ,𝐸𝑢𝑢
2  ,𝐸𝑢𝑢

3 and𝐸𝑢𝑢
4 of HFSs M and N are clearly same. But our IM of  𝐻𝐻𝑅 

has ability of differentiating entropy of HFSs M and N. That’s why new entropy measure is more suitable in contrast 

to entropy measures given by [19] and [6,7]. 

 

Example 4.2 Let M,N∈ 𝐻𝐹𝑆(𝑈), for a single set U = {u} where  

M = ⌌𝑢, {0.185,0.330,0.685⌍  and N = ⌌𝑢, {0.200, 0.300, 0.700⌍  
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It is clear from Table 2 that[16] not able to differentiate the entropy of two different sets,  this happens because 

entropies of  Ecw1, Ecw2, Ecw3and  Ecw4defined in [16]  having score function,  deviation function of M, N are same.  So, in 

such situation, IM   𝐻𝐻𝑅  is more appropriate. 

 

Example 4.3 Let M,N∈ 𝐻𝐹𝑆(𝑈), for a set U = {𝑢1,,𝑢2,𝑢3} where 

M= ⌌𝑢1,{0.1,0.3,0.7}⌍, ⌌𝑢2,{0.5,0.8}⌍, ⌌𝑢3,{0.2,0.5, 0.6,0.7}⌍  

N=  ⌌𝑢1,{0.3,0.7,0.9}⌍, ⌌𝑢2,{0.3,0.6}⌍, ⌌𝑢3,{0.3,0.4, 0.5,0.8}⌍  

We computed 𝐸𝑏𝑓 (𝑀) = 𝐸𝑏𝑓 (𝑁) =0.6222 and 𝐻𝐻𝑅(𝑀) =0.3542 and 𝐻𝐻𝑅(𝑁) =0.3761. It shows entropies of M and N  

under are 𝐸𝑏𝑓  are same. But our information measure 𝐻𝐻𝑅 is able to differentiate between the entropy of two 

different HFSs. 

 

Example 4.4 Let M,N∈ 𝐻𝐹𝑆(𝑈), for a set U = {𝑢1,,𝑢2} where 

M= ⌌𝑢1,{0.485,0.497,0503}⌍, ⌌𝑢2,{0.492, 0.499 ,0.510}⌍  

N=  ⌌𝑢1,{0.497, 0.502, 0.515}⌍, ⌌𝑢2,{0.490 ,0.508}⌍  

We computed 𝐸(𝑀) = 𝐸(𝑁) =0.975 and 𝐻𝐻𝑅(𝑀) =0.5403 and 𝐻𝐻𝑅(𝑁) =0.5402. It is note worthy that  entropies of M 

and Nare alike using entropy 𝐸 . But entropy 𝐻𝐻𝑅for M and N is different. Reason behind  minor difference in 

entropy between M and N is that  M and N sets are closely related. Hence It shows that the R- norm IM is more 

suitable. 

 

Techniques of MADM 

MADM problems are related to discretde choice space when there are various alternatives which are predetermined. 

It is used to opt most suitable alternative out of different alternative(s).  MADM procedure comprises making 

decisions in a situation having multiple homogeneous options and identifying ideal choices. Attribute weight has a 

vital role when we make a decision. In recent times, MADM theory and mechanmism is being applied in fields like 

management science and modern decision science.SupposeS= {A1, A2,…,An} ,  Q = {Q1, Q2,…,Qn} where 𝐴𝑖′𝑠 are 

alternatives and 𝑄𝑗  are attributes.∀1 ≤ 𝑖 ≤ 𝑛 , 1 ≤ 𝑗 ≤ 𝑇. Assessed values of 𝐴𝑖 w.r.t 𝑄𝑗 is 𝑠𝑖𝑗= (𝛼𝑖𝑗
1,𝛼𝑖𝑗

2, . . . ,𝛼𝑖𝑗
𝑡𝑖𝑗), where 𝑡𝑖𝑗 

Let 𝑤= (𝑤1,𝑤2, . . . ,𝑤𝑇), where 𝑤𝑖′𝑠 are weight of attributes and 0 ≤ 𝑤𝑗≤ 1 ;  𝑇
𝑗=1 𝑤𝑗= 1 

When we take decision it becomes difficult to select the the perfect alternative. That’s why we require a satisfactory 

alternative to take decision. For opting the feasible result to handle MADM problems,we formulated a new model, 

which connects PT with TOPSIS . To determine the weight of an attribute IM 𝐻𝐻𝑅 is applied . 

Steps to compute the attribute weights are given below : 

 

Step 1  Forming HFD matrix: 

 

                                                                  D =  

𝑠11 𝑠12 … 𝑠1𝑇
𝑠21 𝑠22 … 𝑠2𝑇
⋮ ⋮ … ⋮
𝑠𝑛1 𝑠𝑛2 … 𝑠𝑛𝑇

  

 

Where rows represents value of attributes corresponding to alternatives and coloumn represents value of attribute of 

different alternative.   

 

Step 2 Computing attributes weight by using information measure 𝐻𝐻𝑅 : 

 

                        𝑤𝑗=
|1−𝑒𝑗|

 𝑇
𝑗=1 (|1−𝑒𝑗|)

 (13) 

 

here 𝑒𝑗 =
1

 𝑛
 𝑛
𝑖=1 𝐻𝐻𝑅(𝑠𝑖𝑗 ) , 𝑗 = 1,2, . . . ,𝑇. 

It is notable that, value of IM 𝐻𝐻𝑅 may be > 1, so by adding absolute value, we make sure that weight lies between 0 

to 1. 
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Step 3 Under mentioned method is used to change hesitant fuzzy matrix to HFB matrix. 

Assume if 𝑠𝑖𝑗  is a benefit attribute, then 𝑠𝑖𝑗 = 𝑠𝑖𝑗  if 𝑠𝑖𝑗  is cost attribute, then 𝑠𝑖𝑗 = 𝑠𝑖𝑗
𝑐 . 

HFB matrix is given below : 

 

𝐷 =  

𝑠11 𝑠12 … 𝑠1𝑇

𝑠21 𝑠22 … 𝑠2𝑇

⋮ ⋮ … ⋮
𝑠𝑛1 𝑠𝑛2 … 𝑠𝑛𝑇

  

 

where 𝑠𝑖𝑗 = {𝛼𝑖𝑗
1

,𝛼𝑖𝑗
2

, . . . ,𝛼𝑖𝑗
𝑡𝑖𝑗 } 

Step 4Forming of weighted HFB matrix: 

 

 

𝑠11 𝑠12 … 𝑠1𝑇

𝑠21 𝑠22 … 𝑠2𝑇

⋮ ⋮ … ⋮
𝑠𝑛1 𝑠𝑛2 … 𝑠𝑛𝑇

  

𝑤1 0 … 0
0 𝑤2 … 0
⋮ ⋮ … ⋮
0 0 … 𝑤𝑇

    =  

𝑠 11 𝑠 12 … 𝑠 1𝑇
𝑠 21 𝑠 22 … 𝑠 2𝑇
⋮ ⋮ … ⋮
𝑠 𝑛1 𝑠 𝑛2 … 𝑠 𝑛𝑇

  

Step 5From step 4, we obtain Hesitant fuzzy PI solution 𝑆+ and NI solution 𝑆− as follow:  

 

𝑆+ = {𝑠1
+, 𝑠2

+, . . . , 𝑠𝑇
+}, (14) 

 𝑆− = {𝑠1
−, 𝑠2

−, . . . , 𝑠𝑇
−}, (15) 

 

where 𝑠𝑗
+ = {max

𝑖

𝑛
(max

𝑚

𝑡𝑖𝑗
𝛼 𝑖𝑗
𝑚 )} , 𝑠𝑗

− = {min
𝑖

𝑛
(min

𝑚

𝑡𝑖𝑗

𝛼 𝑖𝑗
𝑚 )} , 𝑠 𝑖𝑗 = {𝛼 𝑖𝑗

1 ,𝛼 𝑖𝑗
2 , . . . ,𝛼 𝑖𝑗

𝑡𝑖𝑗 } ,𝑡𝑖𝑗  represents no. of elements in 𝑠 𝑖𝑗 , 

1 ≤ 𝑖 ≤ 𝑛; 1 ≤ 𝑗 ≤ 𝑇. 

Step 6 Distance b/w each alternative to PI solution 𝑆+ of (14) and to NI solution 𝑆− of (15) using Eq.(1) is given 

below: 

 

𝐽𝑖
+ = 𝑑𝐻(𝐴𝑖 , 𝑆

+), (16) 

𝐽𝑖
− = 𝑑𝐻(𝐴𝑖 , 𝑆

−) (17) 

 

where 1 ≤ 𝑖 ≤ 𝑛. 

Step 7 Depends upon PT, if PI solution is considered as a source, each alternative will lose according to PI solution. 

Inversely, if NI solution is considered as source, each alternative is beneficial, i.e.: 

 

𝑣−(𝐽𝑖
+) = −𝜃(𝐽𝑖

+)𝛽 , (18) 

 

   𝑣+(𝐽𝑖
−) = (𝐽𝑖

−)𝛾 , (19) 

where 𝛽, 𝛾 are risk attitude coefficients where 𝛽, 𝛾 < 1, 𝜃 is loss cautious coefficient where 

𝜃 > 1. Often we take 𝛽 = 𝛾 = 0.92, 𝜃 = 2.33. 

Step 8 Using Eqs.(18)-(19), 𝐽𝑖  is calculated as follow: 

 

𝐽𝑖 =
|𝑣+(𝐽𝑖

−)|

|𝑣−(𝐽𝑖
+)|

 

where 𝐽𝑖  denotes the ratio of benefits to losses and 𝐽𝑖 ∈ [0,1], 1 ≤ 𝑖 ≤ 𝑛. 

Alternative’s ranking relies upon 𝐽𝑖  value size. Preference sequence of alternative 𝐴𝑖  improved by a greater value of 

𝐽𝑖 , ∀𝑖 

 

Application of proposed entropy in MADM problem 

Here, we give the application of MADM in reference [19] to display the efficacy of IM 𝐻𝐻𝑅 to decide criteria weights. 
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Here, we take the example of industry, who wants to select the best supplier to invest its money to buy 

infrastructure. For this purpose, quotations of four suppliers are taken, namelyA1, A2, A3, and  A4.  To opt the best 

supplier , four assessment attributes Q1, Q2, Q3, and  Q4are taken into account that are quality of material, 

dealingattitude , work completition and cost price respectively. Here Q1, Q2 and Q3are benefit attributes Q4  is cost 

attribute. The assessment given by experts are depicted by means of  HFSs.  as shown in Table 3.  Using formulas 

(12) and (16), entropy weight of the HFSs is computed . While the IM values calculating by HHR afterwards 

transformed to weight, which are computed by using step 2.Weight of attributes are:w1= .2439, w2= .2585, w3= .2269, 

w4= .2707. 

In accordance with techniaque connecting TOPSIS to PT described in Sect.5, cost attributes Q4are converted to benefit 

attributes. PI  solution S+, NI solution S-are calculated below: 

 

S+ = {0.37, 0.38, 0.27, 0.40} 

S-  = {0.04, 0.04, 0.06, 0.04} 

 

It is depicted through Table 6 that  distance b/w each alternative to the +ve and -ve ideal sol. respectively are 

computed according to Eq. (19) and (20). Now using Eq. (21) and (22), we attain the-ve prospect value and +ve 

prospect value respectively. However, the proportion of benefits to losses of the alternatives is computed as depicted 

in Table 7 and Table8. The alternatives can be analysed by using value ofJi(i=1,2,3,4) in Table8: A4>A2>A1>A3. So, the 

perfect investment alternative is A4. It is note worthy that above analysis is w.r.t.parameter R=4.  Now we need to 

examine if different values  of the parameters affect the ranking of alternatives.Table 9 shows that  alternative's 

ranking is still  A4>A2>A1>A3 .Moreover, we notice, though the attributes weights changes according to the value of 

parameter R, Even thenalternative's ranking behaves consistantly.Now,we execute  compatibility of  above-said 

entropy measure, contrasting it with already present entropy measures given by [19]; [16]. For more details  refer 

Table10. Comparison of  results acquired by  existing entropy measures, gives that A4 is the best supplier and A3isthe 

last aspirant.  In short,  entropy measures,Ecw1, Ecw3and Ecw4are found to be less effective contrasting with other 

measures . However,  ranking outcomes computed by E1uu, E2uu, E3uuand Ecw2 are identical to the entropy  measures 

formulated by our technique. Finally, It indicates the entropy we formulated is a feasible measure. 

 

CONCLUSION 
 

 When decision-makers hesitate among numerous values to represent the uncertain information, in that situation 

HFS, whose membership is denoted through certain principles seems much convenient. As HFS consist the ability to 

illustrate unpredictable information, So in  present work, we formulated a  entropy measure i.e R-norminformation 

measure for HFSs. The new entropy measure not only demonstrate the details about attributes as well as explains 

unbiased thinking of experts. Further,by using numerical examples, the new entropy measure has been compared 

with other existing entropy measures and outcomes show that proposed  entropy measure is very effective and 

consistent. Besides this usage of  proposed informationmeasurein decision making (MADM) given throuh real life 

examples connecting PT with TOPSIS to get superb alternative. In the times to come, we shall explore the new 

entropy on HFSs and its operational properties. 
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Table 1: Effect of entropies on HFSs 

HFSs 𝐸𝑢𝑢
1  𝐸𝑢𝑢

2  𝐸𝑢𝑢
3  𝐸𝑢𝑢

4  𝐻𝐻𝑅=4 

M 0.9567 0.9567 0.9567 0.9567 0.7700 

N 0.9567 0.9567 0.9700 0.9792 0.5187 

 

Table 2: Effect of entropies on HFSs 

HFSs 𝐸𝑐𝑤1 𝐸𝑐𝑤2 𝐸𝑐𝑤3 𝐸𝑐𝑤4 𝐻𝐻𝑅=4 

M 0.8500 0.7682 0.9633 0.9700 0.6293 

N 0.8500 0.7682 0.9633 0.9700 0.6171 
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Table 3: HFD matrix D 

A1    {.25, .45, .75, .85} {.15,.35, .45, .55}   {.25,.35, .55, .65}  {.15, .45, .65, .75}  

A2 {.25, .45,.65,.75} {.25,.35, .65, .75} {.25, .45, .55, .65}  {.15,.25, .45, .85}  

A3 {.15,.25, .45, .55}  {.15, .25, .75, .85}  {.25, .45, .65, .75}  {.35, .55, .75, .85}  

A4 {.35, .45, .55, .65}  {.35,.45, .55, .65}  {.45, .55, .65, .75}  {.15,.25, .65, .75}  

 

Table 4: HFB matrix D 

 𝑄1 𝑄2 𝑄3 𝑄4 

A1 {.25, .45, .75, .85} {.15, .35, .45, .55} {.25, .35, .55, .65} {.25, .35, .55, .85} 

A2 {.25, .45, .65, .75} {.25, .35, .65, .75} {.25, .45, .55, .65} {.15, .55, .75, .85} 

A3 {.15, .25, .45, .55} {.15, .25, .75, .85} {.25, .45, .55, .75} {.15, .25, .45, .65} 

A4 {.35, .45, .55, .65} {.35, .45, .55, .85} {.45, .55, .65, .75} {.25, .35, .75, .85} 

 

Table  5:  Weighted HFB matrix D 

 𝑄1 𝑄2 𝑄3 𝑄4 

A1 {.07, .14, .29, .37} {.04, .10, .14, .18} {.06, .09, .18, .21} {.07, .11, .19, .40} 

A2 {.07, .14, .23, .29} {.07, .10, .23, .29} {.06, .13, .18, .21} {.04, .19, .31, .40} 

A3 {.04, .07, .14, .18} {.04, .07, .29, .38} {.06, .13, .18, .27} {.04, .07, .15, .25} 

A4 {.10, .14, .18, .23} {.10, .14, .18, .38} {.13, .18, .21, .27} {.07, .11, .31, .40} 
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The  present paper deals with development of a complex queue network model consisting of parallel and 

serial service channels. The model consists of three servers. The first server is commonly connected to 

other two server, both of which are parallel and contain parallel sub servers. The concept of generating 

function technique, laws of calculus and differential difference equations are used to analyzed the model. 

The system accomplishment measures such as average number of customers in each queue, the average 

waiting time of a customer in each queue,  utility of service station, the variance of the content of queue 

are derived. Behavioral analysis of the model and numerical illustration informed that time independent 

service rates have remarkable effect on performance measures. The model has many applications in real 

life problems. 

 

Keywords: Parallel server, Generating function technique, performance measures , Transient behaviour, 

Arrival rate. 

 

INTRODUCTION 

 

In the development of queueing theory many observers give their effort in the field of queueing theory. Jackson 

R.R.P (1954) designed the queuing system with phase type service. Maggu (1970) proposed the bi-tandem idea in 

queuing with importance in manufacturing. V.W. Mak (1990) et.al.an precise and mathematical method for 

anticipate the execution of a class of parallel programmatic management running on coincident system is described. 

T Kelly et.al (2008)implement operational research to the obstacle in compassionate and predicting application-level 
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performance in parallel servers. Deepak Gupta(2011) et.al analyzed a complex queue network model in which two 

systems containing biserial and parallel service channel is joined in series with common service channel. A.V.S 

Suhasini(2013) et.al developed a model containing parallel and serial service channel with time dependent   bulk 

arrival. Deepak Gupta et.al(2020) developed a model to analyze steady state behavioral consisting of biserial and 

serial service channel with batch arrival take place  at biserial service channels. Deepak Gupta(2021) et.al analyzed a 

model to find various queue characteristics containing biserial and parallel service channels with bulk arrival. N. 

Gupta (2022) et.al studied a model containing two service channels  linked with common server with bulk arrival to 

find different queue characteristics. Heng Qing Ye (2023) et.al develop a model to establish the diffusion  limit to 

optimize the expected queue length. JD Aparajitha, K Srinivasa Rao(2023)et.al. developed a model to analyze the 

parallel and series organization queueing model with time dependent facility. The present paper deals with a 

development of  a model consisting of three servers s1, s2  and s3in which s1 is connected in series with two parallel 

service channels s2and s3 and this model is  different from another models in the way that here arrival take place at 

single server instead of two or more server. Vandana Saini et.al(2023) developed a complex biserial queue network 

connected to a common server with feedback and batch arrival.  

 

MODEL DESCRIPTION 

The model consisting of three service channels s1 , s2  and s3 in which service channel s2 and s3 are parallel. The service 

channels2consists of subservice channel s21 , s22  and servicechannel s3 consist of subservice channel s31 , s32 . The 

service channel s1 is linked in series with two parallel service channels s2 and s3. The customers come in the front of 

service channel s1 with poisson arrival rateλ1and after taking service will either go to service channel s2 or s3 with 

the probability α and β such thatα +  β = 1.Now if the customer take service from service channel s2, furtherhas two 

options i.e either will move to subservice channel s21or s22 with the probability  α1,  α2such that  α1 +  α2 = 1.Now if 

the customer take service from service channel s3 , further has two options i.e either will move to subservice channel 

s31or s32 with the probability β
1

and β
2
 such that β

1
+  β

2
= 1andαα1+ αα2 + ββ

1
  + ββ

2
 = 1.After completion of 

service ,customer leave the system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

NOTATION  MATHEMATICAL MODEL FORMULATION 

 

Let us suppose that Pq1 ,q2 ,q3 ,q4 ,q5
denote the joint probabilityof customers q1 , q2 , q3, q4 , q5in front of the service 

channels s1 , s21 , s22 , s31 , s31 ,respectively,whereq1 , q2 , q3, q4 , q5 ≥ 0. 

The differential difference equation of queue network model in transient state is as follows: 

For 𝐪𝟏 > 0,𝐪𝟐 > 0,𝐪𝟑 > 0,𝐪𝟒 > 0,𝐪𝟓 > 0 

Number of customers 𝑞1 𝑞2 𝑞3 𝑞4 𝑞5 

Service Channels 𝑠1 𝑠21  𝑠22  𝑠31  𝑠32  

Service rate 𝜇1 𝜇2 𝜇3 𝜇4 𝜇5 

Arrival rate 𝜆1     

Probability of customer moving 

from one service channel to 

another service channel. 

𝑆1    𝑆2ɑ 

𝑆1     𝑆21𝛼1 

𝑆1     𝑆22𝛼2 

 

 

 

𝑆1     𝑆3 𝛽 

𝑆1     𝑆31𝛽1 

𝑆1     𝑆32𝛽2 
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Pq1 ,q2 ,q3 ,q4 ,q5
(t) = − λ1 + μ

1
+ μ

2
+ μ

3
+ μ

4
+ μ

5
 Pq1 ,q2 ,q3 ,q4 ,q5

(t) + λ1Pq1−1,q2 ,q3 ,q4 ,q5
(t) + μ

1
α1αPq1+1,q2−1,q3 ,q4 ,q5

(t)

+ μ
1
α2αPq1+1,q2 ,q3−1,q4 ,q5

(t) + μ
1
β

1
βPq1+1,q2 ,q3 ,q4−1,q5

(t) + μ
1
β

2
βPq1+1,q2 ,q3 ,q4 ,q5−1(t)

+ μ
2

Pq1 ,q2+1,q3 ,q4 ,q5
(t) + μ

3
Pq1 ,q2 ,q3+1,q4 ,q5

(t) + μ
4

Pq1 ,q2 ,q3 ,q4+1,q5
(t) + μ

5
Pq1 ,q2 ,q3 ,q4 ,q5+1(t) 

The differential difference equation of queue network model when t approaches to infinity is 

For 𝐪𝟏 > 0,𝐪𝟐 > 0,𝐪𝟑 > 0,𝐪𝟒 > 0,𝐪𝟓 > 0 

 λ1 + μ
1

+ μ
2

+ μ
3

+ μ
4

+ μ
5
 Pq1 ,q2 ,q3 ,q4 ,q5

= λ1Pq1−1,q2 ,q3 ,q4 ,q5
+ μ

1
α1αPq1+1,q2−1,q3 ,q4 ,q5

+ μ
1
α2αPq1+1,q2 ,q3−1,q4 ,q5

+ μ
1
β

1
βPq1+1,q2 ,q3 ,q4−1,q5

+ μ
1
β

2
βPq1+1,q2 ,q3 ,q4 ,q5−1 + μ

2
Pq1 ,q2+1,q3 ,q4 ,q5

+ μ
3

Pq1 ,q2 ,q3+1,q4 ,q5
+ μ

4
Pq1 ,q2 ,q3 ,q4+1,q5

+ μ
5

Pq1 ,q2 ,q3 ,q4 ,q5+1 

By taking into account all the possible combination of different values of q1, q2 , q3 , q4 , q5,  

(32) equations are obtained. 

Inorder to find  the solution of System of steady state equations (1) to (32) we implement here generating function 

technique. The generating function is defined as: 

H(X,Y,Z,R,S)=     P q1,q2,q3,q4,q5

∞
q5=0

∞
q4=0

∞
q3=0

∞
q2=0

∞
q1=0 Xq1 Yq2 Zq3 Rq4 Sq5  

Also for solving we define partial generating function as  

H q2,q3,q4,q5
(X) =  P q1,q2,q3,q4,q5

∞
q1=0 Xq1  

        H q3,q4,q5
(X, Y) =  Hq2,q3,q4,q5

(X)∞
q2=0 Yq2  

                               H q4,q5
(X, Y, Z) =  Hq3,q4,q5

(X, Y)∞
q3=0 Zq3  

                               Hq5
(X, Y, Z, R) =  H q4,q5

(X, Y, Z)∞
q4=0 Rq4  

H(X, Y, Z, R, S) =  Hq5
(X, Y, Z, R)∞

q5=0 Sq5    (A’)                                                                                

After simplifying equations(1-48) by using generating function technique and law of calculus ,we get 

H(X,Y,Z,R,S)= 

μ
1

(1− 
Y αα1

X
 − 

αα2Z

X
− 

β1βR

X
− 

β2βS

X
)H0(Y,Z,R,S) 

+ μ
2

(1− 
S

 Y
)H0(X,Z,R,S)

+ μ
3
 1−

S

Z
 H0 X,Y,R,S 

+ μ
4
 1− 

S

 R
 H0 X,Y,Z,S 

+ μ
5

(1− 
1

 S
)H0(X,Y,Z,R)

λ₁( 1−𝑋𝑏1 +μ
1

( 1− 
Y αα1

X
 − 

αα2Z

X
− 

β1βR

X
−

β2βS

X
 

+ μ
2

(1− 
S

 Y
)

+ μ
3
 1−

S

Z
 

+ μ
4
 1− 

S

 R
 

+ μ
5

(1−
1

 S
)

 (I)      For 

X=Y=Z=R=S=1 andH(1,1,1,1,1) =1                                                                                                                                                           

For convenience we define: H0 (Y, Z, R, S) = H1 ; 

 H0 (X, Z, R, S) = H2  

 H0 (X, Y, R, S) = H3 

H0(X, Y, Z, S) = H4 ; 

H0(X, Y, Z, R) = H5 ; 

The equation (I) reduces to in determinant form 
0

0
  ,therefore by using L’Hospital rule for limits the following results 

are obtained from equation (I) and by using the value ofH1 , H2 , H3 , H4 , H5 . 

a) When Y=Z=R=S=1 and taking X approaches to 1,we getμ₁H1= - λ₁+ μ₁  

b) When X=Z=R=S=1 and taking Y approaches to 1 , we getμ
2

H2 - μ
1
αα1H1=μ

2
−μ

1
αα1  

c) When Y=X=R=S=1 and taking Z approaches to 1 , we getμ
3

H3 - μ
1
αα2H1= μ

3
−μ

1
αα2  

d) When Y=X=Z=S=1 and taking R approaches to 1 , we getμ
4

H4 - μ
1
ββ

1
H1= μ

4
−μ

1
ββ

1
 

e) When Y=X=Z=R=1 and taking S approaches to 1 , we get μ
5

H5 - μ
1
ββ

2
H1= μ

5
−μ

1
ββ

2
on solvingthese 

equations forH1 , H2 , H3, H4 , H5 , weget   
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H1=1-
λ1

μ
1

 = 1-ρ
1
 

H2=1-
λ1

μ
2

αα1 = 1-ρ
2
 

H3= 1-
λ1

μ
3

αα2= 1-ρ
3
 

H4= 1-
λ1

μ
4

ββ
1
= 1-ρ

4
 

H5= 1-
λ1

μ
5

ββ
2
 = 1-ρ

5
     

Therefore, 

 Pc
1,

 c
2,

 c
3,

 c
4,

 c
5= ρ1

n1ρ
2

n2ρ
3

n3ρ
4

n4ρ
5

n5(1-ρ
1
) (1-ρ

2
)(1-ρ

3
)(1-ρ

4
)(1-ρ

5
 )  

The solution in steady state exist if ρ
1
ρ

2
ρ

3
ρ

4
ρ

5
< 1 is satisfied. 

 

QUEUE CHARACTERISTICS 

Mean queue length L= Lq1
+ Lq2

+ Lq3
+ Lq4

+ Lq5
 

Where 

Lq1
=  

ρ
1

1 − ρ
1

 =  
λ1

μ
1
−  λ1

 

Lq2
=  

ρ
2

1 − ρ
2

 =
λ1αα1

μ
2
−  λ1αα1

 

Lq3
=  

ρ
3

1 − ρ
3

 =
λ1αα2

μ
3
−  λ1αα2

 

Lq4
=  

ρ
4

1 − ρ
4

 =
λ1ββ

1

μ
4
−  λ1ββ

1

 

Lq5
=  

ρ
5

1 − ρ
5

 =
λ1ββ

2

μ
5
−  λ1ββ

2

 

 

The average no. of customers (mean queue length) is given by  

L = Lq1
+  Lq2

+ Lq3
+  Lq4

+ Lq5
 

 =  
λ1

μ
1
−  λ1

+  
λ1αα1

μ
2
−  λ1αα1

+  
λ1αα2

μ
3
−  λ1αα2

+ 
λ1ββ

1

μ
4
−  λ1ββ

1

+ 
λ1ββ

2

μ
5
−  λ1ββ

2

 

Now, variance of queue 

V=
ρ

1

(1−ρ
1

)2
+

ρ
2

(1−ρ
2

)2
+

ρ
3

(1−ρ
3

)2
+

ρ
4

(1−ρ
4

)2
+

ρ
5

(1−ρ
5

)2
 

 =
λ1μ

1

(μ
1
− λ1)2 + 

λ1αα1μ
2

(μ
2
− λ1αα1)2 +  

λ1αα2μ
3

(μ
3
− λ1αα2)2 +  

λ1ββ
1

μ
4

(μ
4
− λ1ββ

1
)2 + 

λ1ββ
2
μ

5

(μ
5
− λ1ββ

2
)2 

NUMERICAL ILLUSTRATION 

The numerical is carried out to test the efficiency of the algorithm 

The numerical is carried out to test the efficiency of the algorithm 

Sr.no. Average 

service rate 

Average 

arrival rate  

Batch size Probabilities 

1 μ
1

= 18 λ1=4 b1=4       α = 0.6 

2 μ
2
=11          β = 0.4 

3 μ
3
=20   α1 = 0.3 

4 μ
4
=9           β

1
=0.2 

5 μ
5
=9   α2 = 0.7 

    β
2

= 0.8 

 

Find average queue length, variance and waiting time for customers. 

ρ
1

=
λ1

μ
1

=0.2 
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ρ
2

=
λ1

μ
2

αα1=
4(0.18)

11
=4(0.016)=0.064 

 

ρ
3

=
λ1

μ
3

αα2=
4(0.42)

20
=4(0.021) = 0.084 

 

ρ
4

=
λ1

μ
4

ββ
1

=
4(0.08)

9
 = 4(0.008)=0.0355 

 

ρ
5

=  
λ1

μ
5

ββ
2

=
4(0.32)

9
= 4 0.035 = 0.142where αα1+ αα2 + ββ

1
  + ββ

2
 = 1 

Therefore on solving , we get mean queue length as ∶ 

L =Lq1
+ Lq2

+ Lq3
+  Lq4

+ Lq5
 

 =  
λ1

μ
1
−  λ1

+  
λ1αα1

μ
2
−  λ1αα1

+  
λ1αα2

μ
3
−  λ1αα2

+ 
λ1ββ

1

μ
4
−  λ1ββ

1

+ 
λ1ββ

2

μ
5
−  λ1ββ

2

 

              = 0.25+ 0.0695 + 0.0917 + 0.0362 + 0.165 

             = 0.6124 

Now, variance of queue 

V=
ρ

1

(1−ρ
1

)2 +
ρ

2

(1−ρ
2

)2 +
ρ

3

(1−ρ
3

)2 +
ρ

4

(1−ρ
4

)2 +
ρ

5

(1−ρ
5

)2 

= 0.3125 + 0.0743 + 0.1001 + 0.0371 +0.192 

 = 0.7162 

Average waiting time for customers 

E(W)= 
L

λ1
=0.1531 

 

BEHAVIOUR ANALYSIS OF THE MODEL 

In this section we will discuss the behavior of partial queue length and average queue length with the change of 

service rates and arrival rates in following manner: 

(i) Behaviour of L,Lq1
, Lq2

, Lq3
, Lq4

, Lq5
 for different values of λ1. 

(ii) Behaviour of L, Lq1
, Lq2

, Lq3
, Lq4

, Lq5
 for different values ofμ1 , μ2, μ3, μ4 , μ5. 

(iii) Graphical analysis of partial queue lengths and mean queue length of the system for different 

λ1 and μ1, μ2, μ3 , μ4, μ5. 

 

RESULT AND DISCUSSION 

 
From Table 1 and figure 2 and we observe thatas arrival rate at server s1 increases ,the partial queue length increases 

slowly almost with same rate. From table 2 and figure 3,4,5,6,7 and 8 we observe that as service rate ate server 

s1 , s21 , s22 , s31  and s32 increases the mean queue length decreases slowly with constant rate. 

 

CONCLUSION 

 
The present paper develops a linkage between serial server and parallel services channels. While analyzing the 

model we observe that as arrival rate increases ,the partial queue length increases slowly but mean queue length 

increases fastly. Also as service rate increase the mean queue length decreases. This observation helps in 

manufacturing  a system and to redesign the system to minimize the congestion and to increase customer satisfaction 

level. 
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TABLE 1 : Partial queue length , mean queue length of the system with respect to 𝛌𝟏 

𝛌𝟏 𝐋𝐪𝟏  𝐋𝐪𝟐 𝐋𝐪𝟑 𝐋𝐪𝟒 𝐋𝐪𝟓 L 

4 0.28 0.0695 0.0917 0.0362 0.165 0.6424 

4.2 0.298 0.072 0.096 0.0387 0.1723 0.677 

4.4 0.315 0.075 0.1018 0.0407 0.1820 0.7145 

4.6 0.333 0.0794 0.1069 0.0425 0.1918 0.7506 

4.8 0.351 0.083 0.1120 0.044 0.2019 0.7919 

 
TABLE 2 : Mean queue length of the system with respect to 𝛍𝟏,𝛍𝟐,𝛍𝟑,𝛍𝟒,𝛍𝟓Type equation here. 
𝛍𝟏 L 𝛍𝟐 L 𝛍𝟑 L 𝛍𝟒 L 𝛍𝟓 L 

18 0.6424 11 0.6424 20 0.6424 9 0.6424 9 0.6424 

18.5 0.6374 11.5 0.6389 20.5 0.6337 9.5 0.6403 9.5 0.6314 

19 0.6274 12 0.6367 21 0.6367 10 0.6393 10 0.6234 

19.5 0.6194 12.5 0.634 21.5 0.6352 10.5 0.6362 10.5 0.6144 

20 0.6124 13 0.6309 22 0.6329 11 0.6352 11 0..6084 
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FIGURE 1 : QUEUE NETWORK MODEL FIGURE 2 : 𝐋𝐪𝟏 ,𝐋𝐪𝟐 ,𝐋𝐪𝟑 ,𝐋𝐪𝟒 ,𝐋𝐪𝟓 VS. 𝛌𝟏 

 
 

FIGURE 3:L𝐕𝐒.𝛌𝟏 FIGURE 4 : 𝐋 𝐕𝐒.𝛍𝟏 

 
 

FIGURE 5: L VS. 𝛍𝟐 FIGURE 6: L VS 𝛍𝟑 

 
FIGURE 7: L VS. 𝛍𝟒 and 𝛍𝟓 
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Narcissism characterized by an inflated sense of self-importance, a need for admirationand a lack of 

empathy is a social problem of personality with wide-ranging implications. This paper provides an 

overview of narcissism, exploring different theoretical perspectives and models that explain its 

development and maintenance. It examines previous research on the prevalence and manifestations of 

narcissism in various social contexts, highlighting the impact on relationships and the dynamics of 

narcissistic abuse. The paper also discusses the broader societal implications of narcissism, such as its 

influence on social media, politics, leadership, and organizational environments. Interventions and 

prevention strategies at both individual and societal levels including therapeutic approaches, education 

and awareness campaigns. Ethical considerations and challenges in studying and addressing narcissism 

are acknowledged. The implications of narcissism as a social problem underscore the need for further 

research to fill gaps in understanding and develop effective interventions. Recognizing narcissism and 

implementing evidence-based strategies can promote healthier relationships, mental well-being and the 

cultivation of a more empathetic society. 

 
Keywords: Narcissism, Social problem, Personality, Relationships, Narcissistic abuse, Societal 
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INTRODUCTION 

 
Narcissism in psychological terms refers to a personality trait characterized by an excessive preoccupation with 

oneself, a grandiose sense of self-importance, a constant need for admiration, and a lack of empathy for others. While 

some level of self-love and self-esteem is healthy and important for personal well-being, narcissism becomes 

problematic when it reaches extreme levels and interferes with one's relationships and functioning in society. 

Narcissism can indeed be considered a social problem when it leads to negative consequences for individuals and 

those around them. Here are a few reasons why narcissism can be problematic: 

 

1. Interpersonal Difficulties: Narcissists often have difficulty forming and maintaining healthy relationships. Their 

self-centeredness and lack of empathy can strain relationships, as they tend to exploit others for their own gain, 

lack genuine emotional connection, and engage in manipulative behaviours.They may exploit and manipulate 

others to fulfil their own desires, resulting in strained and dysfunctional relationships. 

2. Lack of Empathy: Narcissists typically have limited capacity for empathy, making it challenging for them to 

understand and relate to the experiences and feelings of others. This can lead to a lack of compassion and 

disregard for the needs and well-being of those around them. 

3. Entitlement and Exploitation: Narcissists often have a sense of entitlement, believing they deserve special 

treatment and attention. They may exploit others to fulfil their own needs, taking advantage of people's kindness, 

resources, or vulnerabilities.The excessive need for admiration and attention often leaves narcissists vulnerable to 

emotional distress. They rely heavily on external validation, and any perceived criticism or failure can lead to 

feelings of inadequacy and emotional instability. This can negatively impact their mental health and overall well-

being. 

4. Disruptive Behaviour: Extreme narcissistic traits can lead to disruptive behaviour in various social contexts. 

Narcissists may seek constant validation and attention, dominate conversations, or engage in attention-seeking 

behaviours that disrupt group dynamics.Narcissistic behaviours can disrupt social harmony and interpersonal 

dynamics. In group settings, narcissists may dominate conversations, seek constant attention and validation, and 

disregard the contributions and perspectives of others. This disrupts cooperation, collaboration, and the overall 

functioning of social groups. 

5. Impact on Mental Health: Narcissism can also be detrimental to the mental health of individuals who possess 

narcissistic traits. They may experience difficulties in their personal and professional lives, leading to chronic 

stress, dissatisfaction, and potentially other mental health issues. 

6. It's worth noting that not all individuals who display some narcissistic traits meet the criteria for Narcissistic 

Personality Disorder (NPD), which is a diagnosed mental health condition. However, when narcissistic traits 

become pervasive, persistent, and significantly impair an individual's functioning, they may warrant clinical 

attention. 

7. Disruption of Social Harmony: Addressing the social problem of narcissism involves promoting empathy, 

emotional intelligence, and healthy self-esteem in society. Encouraging genuine connections, fostering 

understanding, and promoting the importance of empathy and compassion can help mitigate the negative impact 

of narcissism on individuals and communities.Narcissistic behaviours can disrupt social harmony and 

interpersonal dynamics. In group settings, narcissists may dominate conversations, seek constant attention and 

validation, and disregard the contributions and perspectives of others. This disrupts cooperation, collaboration, 

and the overall functioning of social groups. 

8. Impact on Emotional Well-being : Narcissists may exploit and manipulate others to fulfil their own desires. They 

often seek out relationships or positions that provide them with status, power, or resources, disregarding the 

well-being of those they interact with. This can lead to a breakdown of trust and integrity within social contexts. 

9. Societal Institutions: Narcissistic traits can also have implications for societal institutions such as the workplace, 

education, and politics. In these settings, narcissistic individuals may prioritize personal gain over collective 

goals, engage in self-promotion and self-aggrandizement, and engage in unethical or harmful behaviours to 

maintain their inflated self-image. 
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The relevance of narcissism as a social problem lies in its impact on interpersonal relationships, societal dynamics 

and overall well-being. Understanding and addressing narcissism as a social problem is crucial for promoting 

healthy interpersonal relationships, fostering cooperation, and maintaining social harmony. It involves promoting 

empathy, emotional intelligence and self-awareness in individuals as well as developing interventions and strategies 

that mitigate the negative impact of narcissistic behaviours on both individuals and society as a whole. 

 

Objective of the study  

The objective of this research paper is to examine the influence of narcissism as a social problem on interpersonal 

relationships and societal dynamics. It aims to explore the detrimental effects of narcissistic behaviours, including 

the disruption of social harmony, exploitation of others, and emotional consequences for both narcissistic individuals 

and those around them. Additionally, the paper seeks to identify and discuss potential interventions and strategies 

that can be implemented to address the negative consequences of narcissism, promote healthier relationships, and 

mitigate its impact on society. 

 

Studying Narcissism and its impact on individuals and society is essential for several reasons: 

1. Social and Psychological Well-being: Understanding narcissism helps us comprehend the factors that contribute 

to social dysfunction and interpersonal conflicts. By investigating its impact on individuals' emotional well-being, 

self-esteem and mental health, we can develop interventions to promote healthier relationships and overall social 

harmony. 

2. Relationship Dynamics: Narcissistic behaviours can profoundly affect interpersonal relationships. By studying 

narcissism, we gain insights into how these behaviours disrupt communication, create power imbalances, and 

hinder the formation of genuine connections. This knowledge can assist in developing strategies for fostering 

healthier relationship dynamics. 

3. Work and Organizational Environments: Narcissistic traits can have a significant influence on workplaces and 

organizational structures. Researching narcissism helps us understand its effects on teamwork, leadership 

dynamics, and organizational culture. By recognizing and addressing narcissistic tendencies, organizations can 

foster a more positive and productive work environment. 

4. Impact on Society: Narcissism can extend beyond individual relationships and permeate society as a whole. 

Examining its influence on societal institutions, such as politics, media, and education, helps us understand how 

narcissistic behaviours impact collective decision-making, social cohesion, and the functioning of these 

institutions. This knowledge can inform interventions to promote ethical and responsible societal participation. 

5. Prevention and Intervention: By studying narcissism, we can identify risk factors and early signs that may 

contribute to its development. This knowledge enables the development of prevention strategies and 

interventions aimed at mitigating the negative consequences of narcissism on individuals and society. It also 

helps mental health professionals, educators, and policymakers provide appropriate support and resources. 

6. Cultural and Societal Trends: Societal trends, such as the rise of social media and celebrity culture, may 

contribute to the prevalence and reinforcement of narcissistic tendencies. Researching narcissism allows us to 

examine the complex interplay between cultural factors and individual psychology, enhancing our 

understanding of broader societal shifts and their impact on social dynamics. 

 

In summary, studying narcissism and its impact on individuals and society is crucial for promoting healthier 

relationships, preventing social dysfunction, and fostering a more harmonious and empathetic society. By gaining 

insights into the causes and consequences of narcissistic behaviours, we can develop effective strategies to address 

this social problem and enhance overall well-being for individuals and communities. 

 

Different theoretical perspectives and models of narcissism : 

Various theoretical perspectives and models have been proposed to understand and explain narcissism. Here are 

some of the prominent ones: 

1. Psychodynamic Perspective: The psychodynamic perspective, influenced by Freudian theory, views narcissism as 

stemming from early childhood experiences. According to this perspective, narcissism arises as a result of 
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unresolved conflicts during the developmental stages, particularly related to issues of self-worth and inadequate 

parental nurturing. It suggests that narcissism develops as a defence mechanism to protect a fragile self-esteem. 

2. Object Relations Theory: Object relations theory, building upon the psychodynamic perspective, emphasizes the 

role of early relationships in the development of narcissism. It suggests that narcissism arises when individuals 

have difficulty integrating a positive and realistic sense of self and others. Individuals with narcissistic traits may 

have experienced disruptions in early relationships, leading to an exaggerated focus on self and an inability to 

empathize with others. 

3. Social-Cognitive Perspective: The social-cognitive perspective emphasizes the role of cognitive processes and 

social influences in the development of narcissism. It suggests that narcissistic individuals have distorted self-

perceptions and engage in cognitive biases, such as an inflated sense of self-worth and a tendency to seek 

validation from others. This perspective also highlights the influence of cultural and societal factors on the 

formation and reinforcement of narcissistic tendencies. 

4. Trait Perspective: The trait perspective focuses on identifying specific personality traits associated with 

narcissism. The most widely used model is the Five-Factor Model (FFM), which suggests that narcissism is 

related to high extraversion (particularly assertiveness and dominance), low agreeableness (lack of empathy and 

concern for others), and low emotional stability (high levels of emotional volatility and insecurity). 

5. Vulnerability Model: The vulnerability model of narcissism proposes that there are two subtypes of narcissism: 

grandiose and vulnerable. The grandiose subtype is characterized by an exaggerated sense of superiority and 

dominance, while the vulnerable subtype reflects underlying feelings of insecurity, fragility, and hypersensitivity 

to criticism. This model suggests that vulnerable narcissism may be associated with more negative outcomes, 

such as psychological distress and internalizing problems. 

6. Adaptive and Maladaptive Models: Some models differentiate between adaptive and maladaptive narcissism. 

Adaptive narcissism refers to healthy levels of self-esteem, self-confidence, and assertiveness, which are 

associated with positive outcomes. Maladaptive narcissism, on the other hand, describes the excessive and 

dysfunctional aspects of narcissism that are associated with negative consequences for both the individual and 

others. 

 

It is important to note that these theoretical perspectives and models are not mutually exclusive, and researchers 

often integrate different approaches to gain a comprehensive understanding of narcissism. Each perspective 

provides a unique lens through which narcissism can be explored, shedding light on different aspects of its 

development, manifestations, and impact on individuals and society. 

 

Previous studies on the prevalence and manifestations of narcissism in various social contexts: 

 

Analysing previous studies on the prevalence and manifestations of narcissism in various social contexts reveals 

valuable insights into the extent and impact of narcissistic traits. Here are some key findings from previous research: 

1. Prevalence of Narcissism: Studies have consistently found that narcissism exists on a continuum, ranging from 

normal levels of self-confidence and self-esteem to extreme narcissistic traits. Prevalence rates vary across 

populations, but research suggests that narcissistic traits are relatively common in Western societies. 

2. Gender Differences: Research has indicated that men tend to display higher levels of grandiose narcissism, 

characterized by dominance and a desire for power, while women often exhibit higher levels of vulnerable 

narcissism, associated with feelings of insecurity and self-consciousness. 

 

3. Social Media and Narcissism: Several studies have explored the relationship between social media use and 

narcissism. Findings suggest that individuals with higher narcissistic traits tend to engage in more self-

promotion, seek validation through likes and comments, and exhibit higher levels of social media addiction. 

4. Narcissism in Romantic Relationships: Research indicates that narcissistic individuals may struggle with forming 

and maintaining satisfying romantic relationships. They often prioritize their own needs, lack empathy for their 

partners, and engage in manipulative behaviours, leading to relationship dissatisfaction and instability. 
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5. Narcissism in the Workplace: Narcissistic traits can impact work environments. Studies have shown that 

narcissistic individuals are more likely to engage in self-promotion, exploit others for personal gain, and display 

aggressive or unethical behaviours. This can create a toxic work climate, hinder teamwork, and negatively impact 

job performance. 

6. Narcissism and Leadership: Narcissism is often associated with leadership positions, as individuals with 

grandiose narcissistic traits may seek out positions of power and influence. However, research suggests that 

narcissistic leadership can be detrimental, leading to poor decision-making, lack of collaboration, and lower team 

performance. 

7. Parenting and Narcissism: The role of parenting in the development of narcissism has been explored. Overly 

indulgent or neglectful parenting styles, where children are either excessively praised or neglected, have been 

associated with the development of narcissistic traits in individuals. 

8. Cultural Differences: Studies examining narcissism across cultures have found variations in the prevalence and 

manifestation of narcissistic traits. Individualistic cultures tend to exhibit higher levels of grandiose narcissism, 

while collectivistic cultures may display more modesty and communal orientation. 

 

It is important to note that these findings represent a broad overview of research on narcissism in various social 

contexts. The field of narcissism research is dynamic and further studies continue to shed light on the nuanced 

manifestations and implications of narcissistic traits in different social settings. 

 

LITERATURE REVIEW  

 

Campbell and Foster (2007): This study provides an overview of the narcissistic self, presenting the background of 

narcissism research, an extended agency model, and addressing ongoing controversies in the field. Miller and 

Campbell (2010): The researchers argue for the inclusion of a grandiose narcissism measure in the personality 

disorders section of the DSM, highlighting the importance of assessing narcissistic traits for diagnostic purposes. 

Dufner et al. (2013): This study explores the relationship between narcissism and short-term mate appeal, 

investigating whether narcissistic individuals are perceived as more attractive to potential partners. Vater et al. 

(2018): The researchers distinguish between narcissistic admiration and narcissistic rivalry, investigating the bright 

and dark sides of narcissism and their respective impacts on social dynamics. 

 

Barry et al. (2007): The study focuses on the development and psychometric properties of the Child Psychopathy 

Scale, aiming to measure psychopathic traits in children, including aspects related to narcissism. Grijalva et al. (2015): 

This meta-analytic review examines gender differences in narcissism, summarizing findings from multiple studies 

and highlighting variations in narcissistic traits between males and females. Back et al. (2013): The study examines 

the distinction between narcissistic admiration and narcissistic rivalry, highlighting the positive and negative aspects 

of narcissism and their associations with psychological well-being. 

 

Zeigler-Hill and Wallace (2011): This research explores the non-equivalence of narcissistic admiration (positive 

admiration from others) and narcissistic rivalry (competitive envy), and their associations with psychological health 

and functioning. Campbell and Buffardi (2008): The researchers investigate a two-factor model of the Narcissistic 

Personality Inventory (NPI), assessing the multidimensionality of narcissism and examining the factors related to 

grandiosity and entitlement. Ackerman et al. (2011): The study critically examines the Narcissistic Personality 

Inventory (NPI) and investigates what the inventory truly measures, highlighting the need for a more nuanced 

understanding of the construct and its assessment. Jonason et al. (2019): This research examines the psychosocial 

costs associated with the Dark Triad traits, including narcissism, in three countries. It explores the negative outcomes 

and consequences related to the Dark Triad personality traits.Pincus et al. (2009): The researchers develop and 

validate the Pathological Narcissism Inventory (PNI), a measurement tool specifically designed to assess 

pathological narcissism and its related features. 
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Theoretical Framework  

One theoretical framework that explains the development and maintenance of narcissistic traits is the 

psychodynamic perspective which draws on Freudian theory and psychodynamic principles. According to this 

perspective, the development of narcissism is influenced by early childhood experiences and unresolved conflicts. 

The psychodynamic framework suggests that narcissistic traits may develop as a defence mechanism in response to 

certain experiences during the developmental stages, particularly related to issues of self-worth and inadequate 

parental nurturing. Here are the key components of the theoretical framework: 

 

1. Early Childhood Experiences: The psychodynamic perspective posits that narcissism may arise from early 

childhood experiences, such as inconsistent or excessive parental admiration or neglect. These experiences can 

shape the individual's sense of self and self-worth. 

2. Narcissistic Injury: Narcissistic traits can develop as a response to narcissistic injury, which refers to experiences 

that threaten or undermine the individual's self-esteem or self-image. These injuries can occur through perceived 

criticism, rejection, or experiences of shame or humiliation. 

3. Defence Mechanisms: Narcissistic traits are seen as defence mechanisms that serve to protect the individual from 

the pain of narcissistic injury. For example, the development of grandiosity and feelings of superiority may help 

individuals defend against feelings of inferiority or inadequacy. 

4. Unconscious Processes: The psychodynamic framework highlights the role of unconscious processes in the 

development and maintenance of narcissistic traits. Unconscious motivations and desires may drive the 

individual's need for admiration, attention, and validation. 

5. Object Relations: Object relations theory, a component of the psychodynamic perspective, emphasizes the impact 

of early relationships on the development of narcissism. It suggests that disruptions or failures in early 

relationships may contribute to difficulties in forming healthy self-identity and interpersonal connections. 

 

It is important to note that the psychodynamic perspective is one among several theoretical frameworks used to 

explain narcissism. Other perspectives, such as social-cognitive, evolutionary, or trait-based models, provide 

additional insights into the development and maintenance of narcissistic traits. These frameworks consider factors 

such as cognitive processes, social influences, cultural values, and individual differences. An integrative approach 

that considers multiple perspectives can provide a more comprehensive understanding of narcissism. 

 

Prominent Theories 

Three prominent theories that help explain narcissism are : psychoanalytic theory, social-cognitive theory, and 

evolutionary theory. 

 

1. Psychoanalytic Theory: Psychoanalytic theory, influenced by the work of Sigmund Freud, provides insights into 

the development of narcissism. According to this theory, narcissism arises from unresolved conflicts during early 

childhood development, particularly related to the formation of self-identity and the development of the ego.  

 

Some key points of the psychoanalytic perspective on narcissism include: 

 

 Narcissism as a Defence Mechanism: Narcissism is viewed as a defence mechanism that individuals employ to 

protect themselves from underlying feelings of insecurity and vulnerability. The grandiose self-image and 

exaggerated sense of self-importance serve as a defence against feelings of inferiority and low self-esteem. 

 

 Narcissistic Supply: Narcissists seek constant admiration and validation from others, known as narcissistic 

supply, to maintain their fragile self-esteem. They rely on external sources to affirm their self-worth and may 

react strongly to any perceived threats to their inflated self-image. 
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 Narcissistic Injury and Rage: Narcissistic individuals are highly sensitive to criticism or perceived threats to their 

self-esteem, and they may react with intense anger or rage when their grandiose self-image is challenged or 

undermined. 

 

2. Social-Cognitive Theory: Social-cognitive theories of narcissism emphasize cognitive processes and social 

influences in the development and maintenance of narcissistic traits.  

 

Key elements of the social-cognitive perspective include: 

 

 Cognitive Biases: Narcissists often exhibit cognitive biases that enhance their self-perception, such as self-serving 

bias and selective attention to positive self-related information. They may have an inflated view of their abilities, 

achievements and attractiveness. 

 Social Reinforcement: Narcissistic behaviours can be reinforced by the social environment, particularly in 

contexts that prioritize individualism, competition, and self-promotion. Social media platforms, for example, can 

amplify narcissistic tendencies by providing opportunities for self-aggrandizement and seeking validation 

through likes, comments and followers. 

 Impaired Empathy: Narcissists often display a lack of empathy for others, focusing primarily on their own needs 

and desires. This diminished empathy contributes to difficulties in forming and maintaining healthy 

relationships. 

3. Evolutionary Theory: Evolutionary theories propose that narcissistic traits may have adaptive functions in certain 

contexts. These theories suggest that narcissistic behaviours evolved as strategies to enhance reproductive 

success and survival.  

 

Key aspects of evolutionary theory on narcissism include: 

 

 Mate Attraction and Reproductive Success: Narcissistic traits, such as confidence, self-assuredness, and self-

promotion, may be attractive to potential mates and enhance an individual's chances of reproductive success. 

Narcissistic individuals may display qualities that are valued in short-term mating contexts. 

 Dominance and Status Seeking: Narcissistic individuals may strive for dominance and seek high social status, 

which historically provided access to resources, mating opportunities, and social influence. The pursuit of 

dominance and status can be driven by evolutionary pressures for reproductive advantage. 

 Trade-Offs and Costs: Evolutionary theories also acknowledge potential costs associated with narcissism, such as 

impairments in empathy, relationship quality, and cooperation. While certain narcissistic traits may confer 

advantages in specific contexts, they can also have detrimental effects on social relationships and overall well-

being. 

It's important to note that these theories offer different perspectives on the development and maintenance of 

narcissism. Each theory provides insights into different aspects of narcissism, including its psychological origins, 

cognitive processes, social dynamics, and evolutionary roots. Combining these theories and considering their 

interactions can contribute to a more comprehensive understanding of narcissism. 

 

Cultural and social factors  

It plays a significant role in the emergence of narcissistic tendencies. These factors shape individuals' beliefs, values, 

and behaviours, influencing the development and expression of narcissism. Here are some ways in which cultural 

and social factors contribute to the emergence of narcissistic tendencies: 

1. Individualistic Cultures: Cultures that emphasize individualism, such as Western cultures, tend to promote self-

expression, personal achievement, and self-enhancement. In these cultures, there is a greater emphasis on 

standing out, being unique, and pursuing personal goals, which can contribute to the development of narcissistic 

tendencies. 
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2. Celebrity Culture and Media Influence: The rise of celebrity culture and the pervasive influence of media, 

including social media platforms, can contribute to the emergence of narcissistic tendencies. The constant 

exposure to carefully curated images of success, wealth, and beauty may lead individuals to prioritize self-

presentation, self-promotion, and the pursuit of attention and admiration. 

3. Parenting and Child-Rearing Practices: Parenting styles that overemphasize the importance of self-esteem and 

self-worth, while neglecting the development of empathy and perspective-taking, can contribute to the 

emergence of narcissistic tendencies. Overly indulgent parenting or excessively praising children for their 

accomplishments without teaching the value of empathy and consideration for others can foster an inflated sense 

of self-importance. 

4. Cultural Values of Materialism and Success: Cultures that prioritize material wealth and external markers of 

success may encourage narcissistic tendencies. The pursuit of wealth, fame, and social status can lead individuals 

to focus on self-promotion, self-aggrandizement, and the acquisition of possessions as symbols of success and 

self-worth. 

5. Social Comparison and Competition: In competitive social environments, individuals may feel the need to 

constantly compare themselves to others and strive for superiority. This competitive mindset can fuel narcissistic 

tendencies as individuals seek validation, recognition, and a sense of superiority over others. 

6. Technological Advancements and Social Media: The advent of technology and social media platforms has 

provided new avenues for self-presentation, self-promotion, and seeking attention and validation. Social media 

platforms often encourage self-focused behaviours, such as sharing glamorous or exaggerated representations of 

one's life, accumulating followers, and seeking affirmation through likes and comments. 

 

It is important to note that cultural and social factors interact with individual characteristics and other psychological 

processes, contributing to the emergence of narcissistic tendencies. Understanding these factors helps us 

comprehend the contextual influences that shape the development and expression of narcissism in different societies 

and social contexts. 

 

Narcissism and Interpersonal Relationships: 

Narcissism can have a significant impact on various types of relationships, including romantic, familial, and 

friendships. The presence of narcissistic traits can lead to unique challenges and consequences for individuals 

involved with narcissistic individuals. Additionally, the dynamics of narcissistic abuse can have detrimental effects 

on victims.  

Let's explore these aspects in more detail: 

 

1. Impact on Relationships: 

 Romantic Relationships: Narcissistic individuals often prioritize their own needs, seek constant admiration, and 

lack empathy for their partners. They may engage in manipulative tactics, exploit their partners, and have 

difficulty maintaining healthy emotional connections. This can result in relationship dissatisfaction, emotional 

abuse, and frequent power struggles. 

 Familial Relationships: In familial relationships, narcissistic individuals may exhibit self-centredbehaviours, 

disregard the needs and boundaries of family members, and seek to maintain control and superiority. This can 

lead to strained relationships, emotional manipulation, and a lack of emotional support within the family unit. 

 Friendships: Narcissistic individuals may form superficial friendships that primarily serve their own needs. They 

may seek friends who provide constant admiration, validation, or serve as an audience for their grandiose 

narratives. These friendships often lack mutuality and genuine emotional connection. 

 

2. Challenges and Consequences: 

 Emotional Manipulation: Narcissistic individuals often employ emotional manipulation tactics to control and 

exploit others. They may gaslight, belittle, or invalidate the emotions and experiences of their partners or loved 

ones, causing confusion, self-doubt, and emotional distress. 
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 Lack of Empathy: Narcissistic individuals struggle with empathizing with others and understanding their 

emotional experiences. This lack of empathy can lead to dismissive and insensitive responses to the emotions and 

needs of those around them, resulting in emotional neglect and strained relationships. 

 Power Imbalance: Narcissistic individuals tend to seek power and control in relationships, leading to imbalanced 

dynamics. They may exert dominance, engage in manipulation, and devalue their partners or loved ones, 

perpetuating an unequal distribution of power and undermining the well-being of the other individuals 

involved. 

 

3. Dynamics of Narcissistic Abuse: 

 Narcissistic Abuse: Narcissistic abuse refers to the pattern of manipulative and exploitative behaviors employed 

by narcissistic individuals to control and dominate their victims. This can include emotional, psychological, and 

sometimes physical abuse. Victims often experience a cycle of idealization, devaluation, and discard, leaving 

them emotionally drained, traumatized, and with a diminished sense of self-worth. 

 Psychological Effects: Victims of narcissistic abuse may experience a range of psychological effects, including 

depression, anxiety, post-traumatic stress disorder (PTSD), low self-esteem, and difficulty trusting others. The 

constant invalidation, gaslighting, and emotional manipulation inflicted by the narcissistic abuser can lead to 

significant psychological harm. 

 Recovery and Healing: Recovering from narcissistic abuse often involves establishing boundaries, seeking 

support from trusted individuals or therapists, and rebuilding one's self-esteem and sense of identity. Healing 

from the effects of narcissistic abuse can be a long and challenging process, requiring self-care, self-reflection, and 

self-compassion. 

It is important to recognize the signs of narcissistic behaviours and prioritize one's well-being in relationships. 

Seeking professional support and surrounding oneself with a strong support system can be crucial for individuals 

dealing with narcissistic individuals or recovering from narcissistic abuse. 

 

Narcissism and Society 

Narcissism has broader societal implications that extend beyond individual relationships. Its influence can be 

observed in various domains, including social media, politics, leadership and organizational environments. Let's 

explore these aspects in more detail: 

 

1. Social Media: 

 Self-Promotion and Validation: Social media platforms provide opportunities for narcissistic individuals to 

engage in self-promotion, seeking validation, admiration, and attention from others. The curated self-

presentations and the pursuit of likes, followers, and comments can exacerbate narcissistic tendencies. 

 Comparison and Envy: Social media can fuel narcissistic behaviors by fostering constant comparison to others. 

The highlight reel nature of social media can lead to feelings of envy, as individuals showcase their seemingly 

perfect lives, achievements, and possessions. This can contribute to a culture of materialism and self-

centeredness. 

 Reinforcement of Narcissistic Traits: Social media platforms can reinforce and amplify narcissistic traits, as 

individuals receive positive reinforcement and validation for attention-seeking behaviors. This can further 

solidify and intensify narcissistic tendencies, perpetuating a self-focused and self-enhancement-oriented mindset. 

 

2. Politics and Leadership: 

 Charismatic Leadership: Narcissistic traits can be associated with charismatic leadership styles, as narcissistic 

individuals may possess strong self-confidence, persuasive abilities, and a desire for power and influence. 

However, this form of leadership can be detrimental, as it often prioritizes self-interest over collective well-being 

and fails to consider diverse perspectives. 
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 Authoritarianism and Manipulation: Narcissistic leaders may exhibit authoritarian tendencies, seeking to 

dominate and control others. They may use manipulation, exploitation, and a disregard for democratic processes 

to maintain power and influence, potentially undermining democratic values and the well-being of society. 

 Lack of Empathy and Collaboration: Narcissistic leaders often lack empathy and struggle to collaborate 

effectively. They may prioritize their own interests, ignore the needs of others, and engage in adversarial 

approaches, which can hinder cooperation and problem-solving in societal contexts. 

 

3. Organizational Environments and Collective Well-being: 

 Toxic Work Culture: Narcissistic traits in organizational settings can contribute to toxic work environments. 

Narcissistic individuals may engage in self-promotion, exploit others, and prioritize personal gain over collective 

success. This can lead to a lack of collaboration, reduced morale, and decreased job satisfaction. 

 Negative Effects on Team Dynamics: Narcissistic behaviors can disrupt team dynamics, hindering effective 

communication, cooperation, and trust. The focus on personal achievements and self-enhancement can create 

unhealthy competition and undermine collective goals and well-being. 

 Ethical Concerns: Narcissistic individuals may engage in unethical behaviors, such as lying, manipulation, and 

exploiting others for personal gain. This can have damaging consequences for organizational ethics and the 

overall integrity of the workplace. 

 

Addressing the societal implications of narcissism requires a collective effort, including promoting self-awareness, 

encouraging empathy and collaboration, and fostering a culture that values collective well-being over individualistic 

pursuits. Building ethical frameworks, promoting inclusive leadership styles, and encouraging responsible use of 

social media are important steps in mitigating the negative impact of narcissism on society. 

 

Psychological and Emotional Consequences:  

Individuals with narcissistic traits may experience various psychological and emotional consequences, which can 

impact their mental health, self-esteem, and overall well-being. Comorbidity with other mental health disorders such 

as depression or antisocial personality disorder is also commonly observed.  

Let's explore these aspects in more detail: 

 

1. Psychological and Emotional Effects: 

 Fragile Self-Esteem: Despite their grandiose self-image, individuals with narcissistic traits often have fragile self-

esteem that is vulnerable to external validation. They may rely heavily on others' admiration and approval to 

maintain their sense of self-worth, leading to feelings of insecurity and anxiety. 

 Emotional Vulnerability: Underneath their defensive grandiosity, individuals with narcissistic traits can 

experience emotional vulnerability. They may struggle with regulating emotions and have difficulty tolerating 

criticism or rejection, which can lead to intense emotional reactions such as anger, shame, or feelings of 

emptiness. 

 Lack of Authentic Relationships: Narcissistic individuals often have shallow and transactional relationships, 

lacking genuine emotional intimacy and connection. This can contribute to feelings of loneliness, as their 

relationships primarily serve to fulfil their own needs for admiration, rather than fostering mutual emotional 

support. 

 

2. Impact on Mental Health and Self-Esteem: 

 Depression and Anxiety: Narcissistic individuals may experience higher rates of depression and anxiety. The 

discrepancy between their grandiose self-image and the realities of life, along with difficulties in maintaining the 

desired level of admiration, can lead to depressive symptoms and increased vulnerability to anxiety. 

 Low Self-Esteem and Identity Issues: Paradoxically, individuals with narcissistic traits may have low self-esteem 

at their core. Their self-worth is contingent on external validation, making them highly susceptible to fluctuations 

in self-esteem and experiencing a fragile sense of identity. 
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 Dysfunctional Coping Mechanisms: Narcissistic individuals may employ maladaptive coping mechanisms, such 

as denial, blaming others, or engaging in self-destructive behaviours, to protect their grandiose self-image and 

avoid confronting underlying insecurities or emotional pain. 

 

3. Comorbidity with Other Mental Health Disorders: 

 Depression: Narcissistic traits can coexist with depression, as the dissonance between their inflated self-image 

and the realities of life can lead to feelings of worthlessness, hopelessness, and loss of interest in previously 

enjoyed activities. 

 Antisocial Personality Disorder: Narcissistic traits can also be comorbid with antisocial personality disorder. The 

combination of grandiosity, lack of empathy, and disregard for social norms can contribute to a range of 

antisocial behaviours such as manipulation, exploitation, and a disregard for the rights of others. 

 Borderline Personality Disorder: Some individuals with narcissistic traits may also exhibit features of borderline 

personality disorder. This co-occurrence can manifest as unstable self-identity, emotional dysregulation, and 

intense fear of abandonment. 

 

It's important to note that not all individuals with narcissistic traits will meet the criteria for a specific mental health 

diagnosis, but they may still experience significant psychological and emotional challenges. Seeking professional 

help, such as therapy or counselling, can be beneficial in addressing these issues and promoting healthier 

psychological functioning and well-being. 

 
Intervention and Prevention Strategies:  

 

Addressing narcissism at both individual and societal levels requires a multifaceted approach. Here are potential 

interventions and strategies that can be implemented: 

 

1. Individual-Level Interventions: 

 Psychotherapy: Therapeutic approaches, such as cognitive-behavioural therapy (CBT) and psychodynamic 

therapy, can be effective in treating narcissistic traits. CBT can help individuals identify and modify maladaptive 

thought patterns and behaviours, while psychodynamic therapy can explore underlying emotional conflicts and 

facilitate personal growth and self-awareness. 

 Empathy and Emotional Intelligence Training: Individuals with narcissistic traits can benefit from interventions 

that enhance empathy and emotional intelligence. Training programs and interventions focused on perspective-

taking, recognizing emotions, and understanding the impact of one's behaviour on others can promote healthier 

interpersonal relationships. 

 Self-Reflection and Self-Compassion: Encouraging individuals with narcissistic traits to engage in self-reflection, 

introspection, and self-compassion can help foster a more realistic self-image, build self-esteem based on internal 

validation, and develop a genuine sense of empathy toward others. 

 

2. Societal-Level Interventions: 

 Education and Awareness: Promoting education and awareness about narcissism can help individuals recognize 

and understand narcissistic traits, both in themselves and others. Educational programs in schools, workplaces, 

and communities can provide information about healthy relationships, emotional intelligence, and the potential 

consequences of narcissistic behaviours. 

 Promoting Emotional Intelligence in Education: Incorporating emotional intelligence training into educational 

curricula can help develop skills in self-awareness, self-regulation, empathy, and effective communication. These 

skills can foster healthier interpersonal dynamics and mitigate the development of narcissistic traits. 

 Media Literacy and Responsible Social Media Use: Encouraging media literacy skills can help individuals 

critically evaluate media messages and reduce the impact of idealized portrayals on self-esteem. Promoting 
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responsible social media use, emphasizing authentic connections over self-promotion, and raising awareness 

about the potential negative consequences of excessive social media engagement can also be beneficial. 

 Fostering a Culture of Empathy and Collaboration: Creating a societal culture that values empathy, collaboration, 

and mutual respect can help counteract narcissistic tendencies. This can involve promoting prosocial behaviours, 

encouraging cooperative problem-solving, and nurturing an environment that supports emotional well-being 

and positive interpersonal relationships. 

 

It is important to note that addressing narcissism requires a comprehensive and long-term approach. Combining 

individual-level interventions with societal-level strategies can contribute to a healthier and more empathetic society. 

Collaboration among mental health professionals, educators, policymakers, and community leaders is crucial in 

implementing and sustaining effective interventions and prevention strategies. 

 

Future Directions 

 

While research on narcissism has advanced significantly, there are still gaps that warrant further exploration. Here 

are some areas for future study: 

1. Longitudinal Studies: Conducting longitudinal research to examine the developmental trajectory of narcissism 

would provide valuable insights into its stability, change, and potential predictors over time. Longitudinal 

studies can shed light on the factors that contribute to the emergence and maintenance of narcissistic traits. 

2. Cultural and Cross-Cultural Perspectives: Further investigation into the cultural and cross-cultural variations in 

narcissism is needed. Understanding how cultural values, norms, and societal contexts shape the expression and 

consequences of narcissism can enhance our understanding of this phenomenon. 

3. Comorbidity and Clinical Interventions: Exploring the comorbidity of narcissism with other mental health 

disorders, such as depression, anxiety, or personality disorders, can help identify shared risk factors and inform 

targeted treatment approaches. Additionally, developing effective interventions specifically tailored for 

individuals with narcissistic traits is an important area for future research. 

4. Digital Age and Technology: Given the pervasive influence of technology and social media, there is a need to 

investigate the implications of digital platforms on the development and expression of narcissism. Research could 

explore how social media use, online interactions, and virtual self-presentation contribute to narcissistic 

tendencies and their impact on individuals and society. 

5. Mechanisms and Neural Correlates: Investigating the underlying mechanisms and neural correlates of narcissism 

can provide insights into the cognitive, affective, and neural processes associated with narcissistic traits. 

Understanding these mechanisms can help identify potential targets for intervention and inform treatment 

strategies. 

 

Challenges and Ethical Considerations:  

Studying and addressing narcissism present certain challenges and ethical considerations: 

1. Self-Reporting Bias: Narcissistic individuals may be prone to self-enhancement bias, making it challenging to 

obtain accurate self-reports and objective data. Researchers must account for this bias when designing studies 

and interpreting results. 

2. Diagnostic Complexity: Defining and diagnosing narcissism can be complex, as it encompasses a spectrum of 

traits and can be challenging to distinguish from other personality disorders. Developing reliable and valid 

assessment tools and diagnostic criteria is crucial for advancing research in this area. 

3. Potential Harm to Participants: Studying narcissism, particularly in vulnerable populations, may involve 

exploring sensitive and potentially distressing topics. Researchers must ensure participant well-being, informed 

consent, and minimize any potential harm or distress caused by the research process. 

4. Confidentiality and Privacy: Maintaining participant confidentiality and privacy is essential, particularly in 

studies that involve self-disclosure or sensitive information. Researchers must adhere to ethical guidelines and 

protect participant identities and data. 
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5. Stigma and Labelling: Research on narcissism should be conducted in a way that avoids stigmatizing individuals 

with narcissistic traits. Sensitivity to the potential impact of labelling and the public perception of narcissism is 

important to ensure ethical treatment of individuals involved in research and in the dissemination of findings. 

Addressing these challenges and ethical considerations requires researchers to prioritize participant well-being, 

maintain scientific rigor, and engage in responsible dissemination of findings to ensure the ethical advancement of 

knowledge in the field of narcissism. 

 

CONCLUSION 
 

In conclusion, this paper has provided an overview of narcissism as a social problem of personality. It discussed 

different theoretical perspectives and models of narcissism, analysed previous studies on the prevalence and 

manifestations of narcissism in various social contextsand reviewed recent research on the topic. 

Key findings and arguments presented in the paper include: 

1. Narcissism is a complex personality trait characterized by an inflated sense of self-importance, a need for 

admiration, and a lack of empathy. 

2. Theoretical perspectives such as psychoanalytic, social-cognitive, and evolutionary theories offer insights into the 

development and maintenance of narcissistic traits. 

3. Narcissism can have a significant impact on various types of relationships, including romantic, familial, and 

friendships, leading to challenges and consequences for individuals involved with narcissistic individuals. 

4. The dynamics of narcissistic abuse can have detrimental effects on victims, including emotional distress, 

diminished self-worth, and post-traumatic symptoms. 

5. Narcissism has broader societal implications, such as its influence on social media, politics, leadership, and 

organizational environments, which can affect collective well-being. 

6. Interventions and prevention strategies at both individual and societal levels, such as therapy, empathy training, 

education, and promoting responsible social media use, can address narcissism and its impact. 

 

The implications of narcissism as a social problem highlight the importance of understanding and addressing 

narcissistic traits for the well-being of individuals and society. Further research is needed to fill gaps in our 

understanding, including longitudinal studies, cross-cultural investigations, and exploring the impact of technology. 

It is crucial to develop effective interventions, considering the challenges and ethical considerations involved in 

studying and addressing narcissism. 

 

Overall, recognizing narcissism as a social problem and implementing evidence-based strategies can contribute to 

healthier relationships, improved mental health, and the cultivation of a more empathetic and compassionate society. 

Continued research and intervention efforts are necessary to advance our knowledge, promote prevention and 

support individuals affected by narcissism. 
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This article introduces and explores the idea of generalized λ-𝒥-closed set and λ-generalized𝒥closed sets 

using open sets and λ-open sets. Additionally, look at some of its fundamental characteristics and 

characterization in ideal topological spaces. 

 

Keywords: ideal topological space, generalized λ-𝒥-closed, λ-generalized λ-𝒥-closed. 

 

INTRODUCTION 

In 1930 [7] , [12] Kuratowski , vaidyananthasawamy was introduced by ideal topological spaces. A ∧-set [9]M which 

the intersection of all open sets containingM. Caldas, Saied Jafari and GovindappaNavalagi [4] further studied the 

concept of λ-closed sets in topological spaces. In 2008 Caldas.M, S. Jafari and T. Noiri *4+ introduced Λ-generalized 

closed sets (Λg, gΛ) in topological spaces. Recently P. Periyasamy, A. Jenifer Grena *11+ introduced the concept of λ-

𝒥-closed sets in ideal topological spaces using ∧-set and *-closed set.  This article's objective is to introduce and 

explore the idea of generalized λ-𝒥-closed sets and generalized λ-𝒥-opensets as a generalizations of λ-𝒥-closed sets. 

 

Definition 1.1. (i) λ-𝒥-𝒞 set *11+ if M = G ∩ D where G is ∧-set and D is *-closed set in (X, τ, 𝒥). Its complement is λ-𝒥-

𝒪 set. 

(ii) λ-𝒥-𝒾nterior[11] of M if ∃a λ-𝒥-(𝓅), 𝒪 such that 𝒪⊆M. 

Also λ-𝒥-(𝓅) (resp.,λ-𝒥-𝒞(𝓅)) is the λ-𝒥-𝒪 (resp.,λ-𝒥-𝒞) sets containing 𝓅. 
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Definition 1.2.*11+Let M be a subset of an ITS (X, τ, 𝒥). If 𝒪 ∩ M ≠ ∅ for every λ-𝒥-(𝓅),𝒪 then 𝓅 is known as a λ-𝒥-

Limit point of M or λ-𝒥-LP(M). cl𝜆- 𝒥 (M) is determinedby the collection of all such points. That is cl𝜆-(M) = {𝓅∈ X / 𝒪 ∩ 

M ≠ ∅, for every λ-𝒥-(𝓅), 𝒪}. 

 

Lemma 1.3. [11] For the subsets M, L and Mt(t ∈𝒮) of an ITS (X, τ, 𝒥). Then, 

(i) M⊆clλ-𝒥(M) ⊆ cl(M). 

(ii) M⊆L, then cl𝜆- 𝒥(M) ⊆clλ-(L). 

(iii) clλ- 𝒥(M)= ∩ ,F ∈ λ-𝒥-𝒞(X, τ, 𝒥) / M⊆ F}. 

(iv) IfMt is λ-𝒥-𝒞 set for each t ∈𝒮, then ∩t∈𝒮Mt is λ-𝒥-𝒞 set.  

(v) If Mt is λ-𝒥-𝒪 set for each t ∈𝒮, then ∪t∈𝒮Mt is λ-𝒥-𝒪 set. 

(vi) clλ- 𝒥(M) is λ-𝒥-𝒞 set. 

 

Generalized λ-𝒥-𝒞 Sets. 

Definition 2.1.A subset M of an ideal topological spaces(briefly, ITS)(X, τ, 𝒥) is called a generalized λ-𝒥-closed (resp., 

λ-generalized λ-𝒥-closed) brieflygλ-𝒥-𝒞 set (resp., λg-𝒥-𝒞 set) if cl𝜆-(M) ⊆𝒪, whenever M⊆𝒪 and 𝒪 is open (resp.,𝒪 is 

λ-open) set.  

 

Remark.2.2.(i) Allλ-𝒥-𝒞isgλ-𝒥-. 

(ii) Every λg-𝒥-𝒞is gλ-𝒥-𝒞. 

(iii) Every λ-closed is gλ-𝒥-𝒞. 

(iv) Everyclosedisgλ-𝒥-𝒞. 

(v) Every λ-closed is λ-𝒥-𝒞. 

(vi) Every g∧-closed isgλ-𝒥-𝒞. 

(vii) Every ∧-g-closed isλg-𝒥-𝒞. 

(viii) Every g-closed is gλ-𝒥-𝒞. 

(ix) Every ∧g-closed is gλ-𝒥-𝒞. 

(x) Every ∧g-closed is λg-𝒥-𝒞. 

 

From the Definition 2.1,Remark 2.2& Remark 2.2 [4] refers to the following Diagram. 

 
The following Example2.3, is an evidence of the lack of converse of Remark 2.2  

 

Example 2.3. If X = ,3,5,7,9}, τ = ,X, ∅, {3}, {5}, {3,5}, {3,5,9}} and 𝒥 = {∅, {3}}. Then 

λ-𝒥-𝒞(X) = {X,∅,,3},,5},,7}, ,9},,3,5},,3,7}, ,3,9},,5,9},,7,9},,3,5,9},,3,7,9},,5,7,9}}, λ-C(X) = {X,∅,{3}, {5},{7}, {3,5}, {5,9},{7,9}, 

{3,7,9}, {3,7,9},{5,7,9}}, C(X) = {X,∅,{5,7,9},{3,7,9},{7,9},{7}}, g-C(X) = { X, ∅, {7}, {7,9}, {3,7,9}, {5,7,9}},   ∧-gC(X) = {X, ∅, {3} 

,{5}, {7}, {9}, {3,5}, {5,9}, {3,9}, {7,9}, {3,7,9}, {3,5,9}, {5,7,9}}, ∧gC(X) = {X, ∅, {3} ,{5}, {7}, {3,5}, {7,9}, {3,5,9}, {3,7,9}, {5,7,9}},  

g∧C(X) = {X, ∅, ,3}, ,7}, ,7,9}, ,3,7,9}, ,5,7,9}}, gλ-𝒥-𝒞(X) = {X, ∅, ,3}, ,7}, ,5,7}, ,3,7}, ,7,9}, ,3,7,9}, ,5,7,9}, ,3,5,7}} and λg-𝒥-

𝒞(X) = {X, ∅, ,3}, ,5}, ,7}, ,9}, ,3,5}, ,3,9}, ,5,9}, ,7,9}, ,3,7,9}, ,3,5,9}, ,5,7,9}}. Here ,5,7} is gλ-𝒥-𝒞but not λ-𝒥-𝒞 and λ-

closed,{3,5,7} is g∧closed but notλg-𝒥-𝒞 set,,3,7,9} is gλ-𝒥-𝒞but not open set,,9} is λ-𝒥-𝒞but not λ-closed set,,3,7} is gλ-
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𝒥-𝒞but not g∧-closed set,,3,9} is λg-𝒥-𝒞but not ∧-g-closed set,,3,7} is gλ-𝒥-𝒞but not g-closed set,{5,7} is gλ-𝒥-𝒞but not 

∧g -closed set and ,3,7,9} is λg-𝒥-𝒞but not ∧g -closed set. 

 

Theorem 2.4.The union of two gλ-𝒥-(resp., λg-𝒥-𝒞) setis gλ-𝒥-𝒞 (resp., λg-𝒥-𝒞) sets. 

Proof. Let M∪L⊆𝒪 then M⊆𝒪&L⊆ 𝒪 where 𝒪 is open. Since M&L are gλ-𝒥-𝒞(resp., λg-𝒥-𝒞) setthen cl𝜆-(M) ⊆𝒪 and clλ-

𝒥(L) ⊆𝒪.Therefore clλ-𝒥(M∪L) = cl𝜆-(M) ∪clλ-𝒥(L) ⊆𝒪. Hence, (M∪L) is gλ-𝒥-𝒞 (resp., λg-𝒥-𝒞) set. 

The intersection of two gλ-𝒥-𝒞sets may notgλ-𝒥-𝒞.If  X = ,3, 5, 7, 9}, τ = ,X, ∅, {3}, {5}, {3,5}, {3,5,9}} and 𝒥 = {∅, 

,3}} then  gλ-𝒥-𝒞 sets are {X, ∅, ,3}, ,7}, ,3,7}, ,7,9},,3,5,7}, ,3,7,9}, ,5,7,9}} and λg-𝒥-𝒞 sets are { X, ∅, {3}, {5}, {7}, {9}, {3,5}, 

{3,9}, {5,9}, {7,9},{3,5,7}, {3,7,9}, {5,7,9}  Let M = ,5,7,9} and L = ,3,5,7} are two gλ-𝒥-𝒞 set then M ∩ L = ,5,7} is not a gλ-𝒥-

𝒞 set. If M = ,3,7,9} and L = ,3,5,7}  are two λg-𝒥-𝒞 set then M ∩ L = ,3,7} is not λg-𝒥-𝒞 set. 

 

Theorem 2.5. In an ITSM⊆ X. Then clλ-𝒥(M) = {𝓅∈ X / 𝒪 ∩ M ≠ ∅, for every λ-𝒥-(𝓅), 𝒪} is closed. 

Proof. Let 𝓅∈cl(clλ-𝒥(M)) such that 𝒪 ∩ clλ-𝒥(M) ≠ ∅ for every open set 𝒪 containing 𝓅 . Then 𝓆∈𝒪 ∩ cl𝜆-𝒥(M). 

Therefore,∈𝒪 and 𝓆∈cl𝜆- 𝒥(M). Since𝒪 ∩ M ≠ ∅where 𝒪 isλ-𝒥-𝒪 set,∈cl𝜆-(M). Therefore cl(clλ-𝒥(M)) ⊆clλ-𝒥(M).Let 𝓅∈cl𝜆- 𝒥 

(M). Then𝒪 ∩ M ≠ ∅ for every λ-𝒥-(𝓅),. Therefore 𝒪 ∩ cl𝜆- 𝒥(M) ≠ ∅, for everyopen set 𝒪 containing𝓅. Hence cl𝜆- 𝒥 

(M)⊆cl(clλ-𝒥(M)). 

 

Theorem 2.6. A subset M of an ITS is gλ-𝒥-𝒞 set iff∅is the only closed set incl𝜆- 𝒥(M) – M. 

Proof. Necessity condition:Assume that M is gλ-𝒥-𝒞 set. Let L be a closed subset of cl𝜆- 𝒥(M) – M. Then M⊆LC. Since 

M is gλ-𝒥-𝒞 set, we have cl𝜆- 𝒥(M)⊆LC. Consequently, L⊆[cl𝜆- 𝒥(M)]C. Therefore, M⊆cl𝜆-(M) ∩ [clλ- 𝒥(M)]C = ∅. Hence, L 

= ∅. 

Sufficiency condition: Assume that∅is the only closed set incl𝜆-(M) – M. Since M⊆𝒪 and 𝒪 beopen set. If clλ-𝒥(M) ⊈𝒪, 

then clλ-𝒥(M) ∩ 𝒪c is a nonempty closed subset of clλ-𝒥(M) – M. Hence M is gλ-𝒥-𝒞 set. 

 

Corollary 2.7. A subset M of an ITS is λg-𝒥-𝒞 set iff∅is the only closed set incl𝜆-(M) – M. 

Theorem 2.8.For the subsets M andL of an ITS(X, τ, 𝒥). If M is gλ-𝒥-𝒞 set and M⊆L⊆cl𝜆- 𝒥(M), then L is gλ-𝒥-𝒞 set. 

Proof.Let M⊆L. Thencl𝜆- 𝒥(L)⊆clλ-𝒥(M). Hence cl𝜆- 𝒥(L) – L⊆clλ- 𝒥(M) – M. By Theorem 2.6, ∅ is the only closed set incl𝜆- 
𝒥 (L) – L. Therefore, again by Theorem 2.6, L is gλ-𝒥-𝒞 set. 

 

Theorem 2.9.A subse tM of anITS is open set (resp., λ-open) and gλ-𝒥-(resp., λg-𝒥-𝒞) then M is λ-𝒥-𝒞 set. 

Proof. SinceM is open set (resp., λ-open) and gλ-𝒥-𝒞 set (resp., λg-𝒥-𝒞 set), cl𝜆- 𝒥(M)⊆M and hence M is λ-𝒥-𝒞 set. 

 

Theorem 2.10.In an ITS. For each 𝓅∈ X, either {𝓅} is gλ-𝒥-(resp., λg-𝒥-𝒞) setor λ-𝒥-𝒞. 

Proof. Suppose X is the only λ-𝒥-𝒪 set such that {𝓅}C⊆ X. If {𝓅} is not λ-𝒥-𝒞 set. Therefore, cl𝜆- 𝒥({𝓅}C) ⊆ X and so {𝓅}C 

is gλ-𝒥-𝒞(resp.,λg-𝒥-𝒞) set. 

 

A subset M of an ITS is said to begλ-𝒥-𝒪 set and its complement is gλ-𝒥-𝒞. It is clear that, everyopen set in X is gλ-𝒥-

𝒪 in X but not conversely. If  X = ,3,5,7,9}, τ = ,X, ∅, {3}, {5}, {3,5}, {3,5,9}} and 𝒥 = {∅, ,3}}.Thengλ-𝒥-𝒪 sets are 

{X,∅,,3},,5},,7},,3,5},,3,7},,5,7},,5,9},,7,9},,3,5,7},,3,5,9},,3,7,9},,5,7,9}. If M = ,7} is gλ-𝒥-𝒪 but not open set. 

 

Theorem 2.11.An ITSis gλ-𝒥-𝒪 in Xiff F⊆𝒾ntλ-(M) whenever F is closedin X and F ⊆M. 

Proof. Assume that F ⊆𝒾ntλ-(M) whenever F is closed and F ⊆M. MC⊆ FC, where FC is open. Since (𝒾ntλ-(M))C⊆ FC, clλ-

𝒥(MC) ⊆ FC. Hence MC is gλ-𝒥-𝒞 set. Hence M is gλ-𝒥-𝒪 set. Conversely, Let M be gλ-𝒥-𝒪 set. Then MC is gλ-𝒥-𝒞 set. 

Also let F be a closed set contained in M. Then FC is open. ThusMC⊆ FC, cl𝜆-𝒥(MC)  ⊆ FC. This implies that F ⊆ (cl𝜆-𝒥 

(MC))C = 𝒾ntλ-𝒥(M).Hence F ⊆𝒾ntλ- 𝒥(M).  

 

Theorem 2.12.A subset M of an ITS is gλ-𝒥-𝒪 set then𝒪 = X, whenever 𝒪 is open and 𝒾ntλ-(M) ∪MC⊆𝒪. 

Proof. Let M be a gλ-𝒥- and𝒪 is open set,𝒾ntλ-𝒥(M) ∪MC⊆𝒪. Then 𝒪C⊆ (𝒾ntλ-(M))C ∩ (MC)C = (𝒾ntλ-𝒥(M))C – MC = clλ-

𝒥(MC)  − MC. Since MC is gλ-𝒥-𝒞 set,C =∅,by Theorem 2.6. Therefore, X = 𝒪.  
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Theorem 2.13.For the subset M and L of an ITS (X, τ, 𝒥). If𝒾ntλ-(M) ⊆L⊆M and M is gλ-𝒥-𝒪 in X, then L is gλ-𝒥-𝒪 in 

X.  

Proof. Suppose that 𝒾ntλ-(M) ⊆L⊆M andM isgλ-𝒥-𝒪 in X. Then MC⊆LC⊆cl𝜆-(MC)  and MC is gλ-𝒥-𝒞. By Theorem 2.8, L 

is gλ-𝒥-𝒪inX. 

 

Theorem 2.14.A subset M of an ITS is gλ-𝒥-𝒞iffcl𝜆-(M) – M is gλ-𝒥-𝒪 in X. 

Proof. Necessity: Assume that M is gλ-𝒥-𝒞 set. Let F ⊆cl𝜆-(M) – M where F is closed. By Theorem 2.6, F = ∅. Therefore 

F ⊆𝒾ntλ-(clλ-(M) − M) and by Theorem 2.11, clλ-𝒥(M) – M is gλ-𝒥-𝒪in X. 

Sufficiency: Let M⊆𝒪 where 𝒪 isaopen set. Then cl𝜆-(M) ∩ 𝒪c  = clλ-𝒥(M)  − M. Since clλ-𝒥(M) ∩ 𝒪C is closed set and clλ-

𝒥(M) – M is gλ-𝒥-𝒪 set, we have clλ-𝒥(M) ∩ 𝒪C⊆𝒾ntλ-𝒥(clλ-𝒥(M) − M) = ∅. Hence M is gλ-𝒥-𝒞 set. 

Theorem 2.15. In anITS (X, τ, 𝒥), then the statements given below are equivalent M⊆ X. 

(i) M is gλ-𝒥-𝒞 set. 

(ii) ∅is the only closed set incl𝜆-(M) – M. 

(iii) cl𝜆-(M)  − M is gλ-𝒥-𝒪 set. 

Proof. This follows from Theorem 2.6 & 2.14. 

 

Theorem 2.16. A subset M of an ITS is gλ-𝒥-𝒞 set thencl({𝓅}) ∩ M ≠ ∅ for every 𝓅∊clλ-𝒥(M). 

Proof. Suppose that cl({𝓅}) ∩ M = ∅ for some 𝓅∊clλ-𝒥(M). Then X −cl(,𝓅}) is anopen set containing M. Moreover, 𝓅∊cl𝜆-

(M) – (X − cl(,𝓅})) . Hence cl𝜆-(M) ⊄ X − cl(,𝓅}). Therefore,M is not gλ-𝒥-𝒞 set. 

Theorem 2.17. A subset M of an ITSis gλ-𝒥-𝒞set if M⊆ Y ⊆ X then M is gλ-𝒥-𝒞 relative to Y. 

Proof. Given that M⊆ Y ⊆ X &M is gλ-𝒥-𝒞 set in X. Assume that M⊆ Y ∩ 𝒪, where 𝒪 is open. Since M is gλ-𝒥-𝒞, M⊆𝒪. 

This implies cl𝜆-(M) ⊆𝒪. It follows that Y ∩ cl𝜆-(M) ⊆ Y ∩𝒪. Hence Mis gλ-𝒥-𝒞 relative to Y. 
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Millets are rich in dietary fiber, micronutrients, minerals, and phytochemicals that have been linked to 

improved glycemic control and improved cardiovascular health. Millets play a dual role in managing 

diabetes mellitus. Their high dietary fiber content helps to slow down digestion and absorption of 

glucose into the bloodstream, thereby helping to regulate blood sugar levels and prevent the onset of 

diabetes. Additionally, their complex carbohydrates release glucose into the bloodstream slowly, 

reducing the risk of blood sugar spikes and helping to stabilize blood sugar levels in those with the 

condition. Several studies have reported that millets have an anti-diabetic effect, and a few studies have 

suggested that millets may have a positive effect on insulin sensitivity. Furthermore, millets have a low 

glycemic index and a high fiber content, which can help regulate blood glucose levels and may reduce 

the risk of diabetes. This paper also discusses the potential mechanisms of action of millets in diabetes 

control, and finally, the implications of this research for health professionals, diabetics, and public health 

in general is discussed. 

 

Keywords: Millets, Diabetes mellitus, Phytochemicals, Nutrients, Glycemic control, Dietary fiber, Insulin 
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INTRODUCTION 

     
Millets, also known as wonder crops, are an important part of the traditional diet in many parts of the world and 

have been gaining popularity in recent years as a nutritious and healthy alternative to other popular grains. Millets, 

categorized as small-seeded cereal grains within the Poaceae family, are abundant in nutrients such as fiber, 

magnesium, and iron, as well as essential vitamins and minerals [1]. Additionally; they are gluten-free by nature, 

which makes them an excellent option for individuals with gluten sensitivities. Recent research has suggested that 

the regular consumption of millets could have many health benefits, particularly for people with diabetes. [2] Recent 

Studies demonstrate that replacing rice and wheat with millets significantly improved glycemic control and lipid 

profiles in people with type 2 diabetes. [3] Another study found that swapping white bread for millet bread 

significantly lowered postprandial glucose levels in diabetic patients. Furthermore, millets have been found to have a 

positive effect on insulin sensitivity, which is important for people with diabetes. [3] Recent investigations reveals 

regular consumption of millets enhanced insulin sensitivity in individuals with type 2 diabetes, additionally another 

study saw a decrease in both fasting blood glucose and insulin levels after just one month of daily consumption of 

millets. [4,5] In addition to their potential benefits for people with diabetes, millets are also a great source of dietary 

fiber and essential vitamins and minerals. Consuming dietary fiber promotes prolonged satiety and aids in 

stabilizing blood sugar levels. [6] Millets are also an excellent source of magnesium, which is important for 

regulating blood sugar levels, as well as iron and B vitamins, both of which are essential for energy production and 

metabolism. [7] Furthermore, millets serve as a rich reservoir of antioxidants, offering potential benefits in mitigating 

inflammation and safeguarding against oxidative stress. This is important for people with diabetes, as inflammation 

can worsen their condition and increase their risk of long-term complications.[8] Apart from this millets contain an 

abundance of advantageous phytochemicals, including polyphenols, phytoestrogens, phytocyanins, lignans, and 

phytosterols. These phytochemicals confer many pharmacological benefits and could contribute to guarding against 

age-related degenerative conditions like diabetes, cancer, and cardiovascular diseases [9,10]. 
 

Significance of Millets in Diabetes Mellitus Management 

The 2017 report from the International Diabetes Federation highlights a swift increase in the worldwide occurrence 

of diabetes mellitus (DM), with 451 million people presently affected and projections of 693 million by 2045. 

Additionally, it can be viewed as a substantial contributor to several severe health issues, such as cardiovascular 

disease, stroke, kidney disease, liver disease, and cancer [11,12]. According to the American Diabetes Association 

(2020); Type 2 Diabetes is primarily caused due to insulin resistance which is more likely to affect adults [13]. In 

regard to the management of diabetes, a carefully designed diet is a fundamental element. Millets are a type of cereal 

that has gained global popularity and offer a nutritionally superior alternative to wheat and maize, particularly for 

diabetic patients, as they contain a higher nutritional content and a lower glycemic index [14]. Further millets can 

help to regulate blood sugar levels in those who already have diabetes mellitus, this is possible due to the resistant 

starch present in millets provides a slow-release form of energy, which helps to stable blood sugar levels [15]. In 

addition, millets are full of essential macro and micronutrients and contain phytochemicals that provide several 

pharmacological benefits.Millets contain a range of phytochemicals that show potential for treating a variety of 

ailments, including Type 2 Diabetes, cancer, heart disease and neurodegenerative diseases [16]. Considering the 

above facts a comprehensive study has been designed to providean in-sideonrole of various millets in diabetes 

control and management, which are discuss as follows:  

 

Sorghum millet 

Sorghum millet is a grain that has been around for centuries, and it is gaining popularity as a healthy food. This 

ancient grain has a variety of uses, and it is becoming increasingly popular for its health benefits. Sorghum millet is 

abundant in proteinand dietary fiber, and it contains a diverse range of phytochemicals like tannins, phenolic acids, 

anthocyanins, phytosterols, and policosanols, along with essential vitamins, minerals, and nutrients [17]. Studies 

have shown that sorghum millet can help to reduce the risk of type 2 diabetes and other chronic health conditions 

like carcinogenic infections, cholesterols. The whole grain is naturally high in dietary fiber, which helps to keep the 
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digestive system healthy and can aid in weight loss [18]. Sorghum millet is also a good source of magnesium, which 

helps to regulate blood sugar levels, and it is rich in antioxidants components that can help to reduce inflammation 

and improve overall health. The grain is naturally gluten-free, so it is suitable for people with celiac disease or gluten 

sensitivity [19]. Sorghum millet is also a good source of complex carbohydrates, which can provide sustained energy 

throughout the day. In addition, it is low in fat and cholesterol, making it a heart-healthy choice. Sorghum millet is 

especially beneficial for people with diabetes. Studies have shown that consuming sorghum millet can help to reduce 

blood sugar levels and improve insulin sensitivity [20]. The grain is high in dietary fiber, which helps to slow the 

absorption of glucose into the bloodstream, preventing spikes in blood sugar levels. In addition, sorghum millet is 

rich in magnesium, which helps to regulate blood sugar levels and improve insulin sensitivity. Sorghum millet is 

also a good source of antioxidants, which can help to reduce inflammation and protect the body from oxidative 

stress. This can be especially beneficial for people with diabetes, as oxidative stress can contribute to the 

development of diabetes and its complications [21]. 

 

Barnyard millet 

Barnyard millet, also known as Kuthiraivali, is an ancient grain native to India and is a staple food in many parts of 

the country. The grain is highly nutritious and has a number of health benefits, making it an ideal food for people 

with diabetes. Barnyard millet is a low-glycemic food that is preferred for those with diabetes, as it helps to keep 

blood glucose levels under control. The grain is also rich in dietary fiber, which helps to slow down the digestion of 

carbohydrates, thus preventing sudden spikes in blood sugar [22].  Additionally; barnyard millet is a good source of 

plant-based protein, which helps to keep blood sugar levels stable. Barnyard millet is also a good source of essential 

minerals such as iron, magnesium, and zinc that helps to maintain healthy red blood cells and is important for 

individuals with diabetes, as they are at risk of anemia due to their condition. Magnesium helps to regulate blood 

sugar levels and zinc helps to boost the immune system [23]. Furthermore, barnyard millet contains a number of 

antioxidants, which can help to reduce the risk of oxidative stress, which is linked to the development of diabetes. 

Some of the antioxidants present in barnyard millet include flavonoids, phenolic acids, and phytic acid. These 

compounds help to protect the body from damage caused by free radicals, thus reducing the risk of type-2 diabetes 

[24,25]. Finally, barnyard millet is a good source of B-vitamins, which are important for several metabolic processes 

in the body. Vitamin B1, or thiamine, has been found to reduce the risk of diabetes. Vitamin B6, or pyridoxine, helps 

to manage blood sugar levels, while vitamin B12 helps to regulate the metabolism [26,27]. 

 

Finger millet 

Finger millet (Eleusine coracana) is an important cereal crop grown in the drylands of India, Ethiopia, and other parts 

of sub-Saharan Africa. It is a major food source in these regions, providing essential nutrients and energy to millions 

of people. Recently, its potential health benefits have been studied, and it has been found to be a valuable tool in 

managing diabetes and other chronic diseases [28]. Finger millet is a good source of dietary fiber, which helps to 

regulate blood sugar levels. As mentioned in the table 1 it contains a number of essential vitamins and minerals, 

including magnesium, iron, potassium, phosphorus, and zinc. These nutrients are important for controlling blood 

glucose levels and preventing diabetes-associated complications [29]. The dietary fiber content of finger millet is also 

beneficial for controlling cholesterol levels. Studies have found that consuming finger millet significantly reduces 

total cholesterol, LDL (bad) cholesterol, and triglycerides. This helps to reduce the risk of cardiovascular diseases, 

which is a major complication of diabetes [30,31] Finger millet is also rich in antioxidants, which help to protect the 

body from oxidative stress. Oxidative stress is a major factor in the development of diabetes, and high levels of 

antioxidants can help to reduce the risk of diabetes and its associated complications [32]. In addition, finger millet 

has a low glycemic index and a low glycemic load, which makes it an ideal food for people with diabetes.Finger 

millet is also a good source of protein, which can help to maintain healthy muscle mass and body weight. This can 

help to reduce the risk of obesity, which is a major risk factor for diabetes. In addition, it is a good source of B 

vitamins, which can help to reduce inflammation and improve insulin sensitivity [33,34]. 
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Foxtail millet 

Foxtail millet, also known as kangni, is a cereal crop that has been consumed in India for centuries. It is a healthy 

grain that is rich in nutrients and has numerous health benefits. It has recently gained popularity in the western 

world for its potential health benefits, particularly for its role in diabetes management. Foxtail millet is a good source 

of dietary fiber, which helps to regulate blood sugar levels and control cravings [35]. It is also rich in magnesium, 

which helps to regulate glucose metabolism and plays an important role in insulin sensitivity. As a result, consuming 

foxtail millet can help to regulate blood sugar levels and reduce the risk of type 2 diabetes [36]. Foxtail millet is also a 

great source of B-vitamins, which are essential for energy metabolism and help to maintain healthy blood sugar 

levels [37]. Furthermore, foxtail millet contains phytochemicals that have been linked to improved insulin sensitivity, 

which can help to manage diabetes symptoms [38]. In addition to its role in diabetes management, foxtail millet has 

numerous other health benefits. It is a good source of essential amino acids and plant-based proteins, which can help 

to build and repair muscle tissue. It is also rich in antioxidants, which can help to reduce inflammation and boost 

immune system function.  

 

Proso Millet 

Proso millet, scientifically known as Panicum miliaceum, is a small-grained millet commonly known as hog millet, 

common millet, or broomcorn millet. It is a staple food in some parts of India, Africa, and other parts of the world 

[39]. Proso millet is highly nutritious, containing proteins, minerals, vitamins, and dietary fiber. It is also beneficial 

for health management, especially in managing diabetes [40,41]. Proso millet can be beneficial for people with 

diabetes as it has a low glycemic index (GI) of 55. Proso millet is also rich in essential minerals such as calcium, 

magnesium, and potassium, which play a critical role in maintaining a healthy glycemic balance. Calcium helps to 

regulate the release of insulin, while magnesium helps to improve glucose tolerance [42]. Moreover, Proso millet also 

contains antioxidants, which are compounds that help to protect cells from damage caused by free radicals. Studies 

have found that antioxidants can reduce oxidative stress, which is a major factor in the development of diabetes [43]. 

Proso millet is also rich in essential vitamins such as vitamin B1 (thiamine), vitamin B3 (niacin), and vitamin B6 

(pyridoxine). These vitamins are essential for glucose metabolism, helping to break down and transport glucose in 

the body. Furthermore, they help to reduce the risk of developing diabetes [44]. In addition to its health benefits, 

Proso millet is also relatively easy to digest and is gluten-free, making it an ideal choice for people with gluten 

sensitivities. It is also low in calories, making it an excellent option for people trying to lose weight. 

 

Little millet 

Little millet, scientifically known as Panicum sumatrense, is a type of grain that has been used for centuries for its 

numerous health benefits. It is native to India and is now grown in many other parts of the world, including the 

United States [45]. The grain is packed with essential nutrients and is believed to be one of the healthiest grains 

available. With its high fiber, protein, and nutrient content, it is gaining recognition as one of the best grains for 

managing diabetes [45,46]. Little millet is a great addition to a diabetes-friendly diet due to its low glycemic index 

and the presence of several beneficial compounds. It is rich in fiber which helps to slow down the absorption of 

sugar into the bloodstream and can help to keep blood sugar levels in check [47]. It also contains a variety of 

vitamins and minerals that can help to improve overall health. Another important benefit of little millet is its ability 

to reduce inflammation, which may be considered as a key factor in the development of type 2 diabetes and can 

cause a wide range of health issues. The grain is also having antioxidants properties that can help to protect the body 

from free radicals, boost the immune system and reduce the risk of developing chronic diseases.48Little millet is also 

a great source of B vitamins and magnesium. These vitamins and minarals are essential for a good health and can 

help to reduce blood pressure and improve heart health, which are important factors in managing diabetes.  

 

Kodo millet 

Kodo millet is a traditional crop that has been used for centuries in India and other parts of Asia. It is mostly known 

for its nutritional value, medicinal properties and health benefits. Recent studies have shown that Kodo millet can 

play an important role in health management, particularly for those with diabetes.49Kodo millet is rich in dietary 

fiber, vitamins, minerals, and essential amino acids. The dietary fiber content of Kodo millet is higher than that of 
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other grains such as wheat, rice, and maize. This aids in digestion and may help to reduce the risk of diabetes, reduce 

cholesterol levels and regulate other cardiovascular diseases [50]. Studies have also shown that Kodo millet can help 

to reduce the risk of type 2 diabetes. One study found that the consumption of Kodo millet significantly reduced the 

risk of developing type 2 diabetes by up to 40%. The study also found that Kodo millet consumption was associated 

with a reduction in serum triglyceride, total cholesterol, and low-density lipoprotein cholesterol levels [51]. The 

consumption of Kodo millet can also help to reduce the risk of obesity and other metabolic disorders. A study 

conducted in India found that Kodo millet consumption was associated with a lower body mass index (BMI) and 

waist circumference. This indicates that Kodo millet consumption may help to prevent obesity and other metabolic 

disorders [52]. Kodo millet is also a good source of antioxidants. Antioxidants are important for reducing oxidative 

stress, which can lead to the development of various diseases, including diabetes. Antioxidants can also help to 

reduce inflammation, which is an important risk factor for diabetes and other chronic diseases [53]. Kodo millet can 

also help to reduce the risk of stroke. A study conducted in India found that daily consumption of Kodo millet 

reduced the risk of stroke by up to 33%. This is likely due to the high fiber content of Kodo millet, which helps to 

reduce cholesterol levels and improve blood circulation [54]. The consumption of Kodo millet can also help to 

improve glycemic control in people with diabetes. A study conducted in India found that daily consumption of Kodo 

millet reduced fasting blood glucose levels by up to 17%. This indicates that Kodo millet can help to reduce the risk 

of diabetes-related complications [55]. 

 

Pearl millet 

Pearl millet (Pennisetum glaucum) is an important cereal crop cultivated in the arid and semi-arid areas of the world. 

It is one of the most important staple crops in India, providing an important source of nutrition for millions of 

people. In recent years, pearl millet has been gaining attention for its potential role in health management, 

particularly for the management of diabetes [56]. The high fiber content of pearl millet helps to maintain blood sugar 

levels and promotes satiety, which makes it an ideal food for those with diabetes. Studies have shown that the 

regular consumption of pearl millet can help to reduce post-meal blood sugar responses in people with diabetes. In 

addition pearl millet also contains a number of other important nutrients and is a good source of protein and 

essential minerals such as magnesium, phosphorus, and iron. It is also a good source of B vitamins, including folic 

acid, which is important for proper metabolism and energy production[57]. The high antioxidant content of pearl 

millet also makes it beneficial for health. Studies have shown that the regular consumption of pearl millet can help to 

reduce oxidative stress and inflammation, which contributes to reduce the risk of diabetes and its 

complications.58Finally, pearl millet is an excellent source of resistant starch. Resistant starch is a type of 

carbohydrate that is not broken down and absorbed in the small intestine. Instead, it is fermented by bacteria in the 

large intestine, which helps to reduce post-meal blood sugar levels. Studies have shown that the regular 

consumption of pearl millet can help to reduce post-meal blood sugar responses in people with diabetes [59]. 

 

CONCLUSION 
 

The prevalence of lifestyle diseases such as T2DM has risen in developing countries in recent years due to shifts in 

lifestyle, working culture, and dietary habits.Millets are an excellent functional food for the effective control and 

management of diabetes. Its high fiber content helps to regulate blood sugar levels and improve insulin sensitivity, 

while its low glycemic index helps to prevent sudden spikes in blood sugar levels. Therefore, millet can be an 

important part of a healthy diet, especially for those at risk of developing diabetes or those who already have the 

disease. Regular consumption of millet can help reduce the risk of developing diabetes and can be an effective way 

to control and manage the disease. 
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Table 1: Nutritional profile if different types of millets 

Name of 

the Millets 

Scientific 

Name 

Nutritional Profile 

Carbohydrate 

(g) 

Protein 

(g) 

Fats 

(g) 

Fiber 

(g) 

Energy 

(KJ) 

Calcium 

(mg) 

Iron 

(mg) 

Minerals 

(g) 

Sorghum Sorghum 

Bicolor 

67.68 ± 1.03 9.9-12 1.73± 

0.31 

1.73± 

0.40 

398 ± 13 7.60 ± 3.71 3.95± 

0.94 

- 

Pearl millet Pennisetum 

glaucum 

61.78 ± 0.85 10.6-14 5.43 ± 

0.64 

1.3-2.5 1456 ± 

18 

10-38 7.5-

16.9 

2-2.3 

Finger 

millet 

Eleusine 

coracana 

66.82 ± 0.73  7.3-10 1.92 ± 

0.14 

3.6-4.2 342 ± 10 240-410 3.9-

7.5 

2.7-3 

Foxtail 

millet 

Setaria 

italica 

60.09 12.3-15 4.30 4.5-8.0 331 10-31 2.8-19 2-3.3 

Proso 

millet   

Panicum 

milliaceum 

70.04 10-13 1.10 2.2-9 341 14-23 0.8-

5.2 

1.9-4 

Kodo millet Paspalum 

scrobiculatum 

66.19 ± 1.19 8.3-10 2.55± 

0.13 

5-9 1388 ± 

10 

10-31 0.5-

3.6 

2.6-5 

Little millet Panicum 

sumatrense 

65.55 ± 1.29  7.7-15 2.55± 

0.13 

4-7.6 1449 ± 

19 

17-30 9.3-20 1.5-5 

Barnyard 

Millet 

Echinochola 

crus-galli 

65.55 6-13 2.20 10.1-

14 

307 11 15.2 4-4.4 

Sorghum Sorghum 

bicolor 

67.68 ± 1.03 9.9-12 1.73± 

0.31 

1.73 ± 

0.40 

398 ± 13 7.60 ± 3.71 3.95± 

0.94 

- 

Source : Indian Food Composition Tables, NIN – 2017 and *Nutritive value of Indian foods, NIN – 2007 
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Table 2: Details of some remarkable clinical investigation and research studies that reflect potential of various 

millets in control and management of diabetes  

Type of millets Investigation details  Outcome of the study Reference 

Foxtail millet 

 

A clinical study lasting 12 weeks was 

conducted on 64 volunteers aged 

between 49-63 to explore the effects of 

foxtail millet as a dietary supplement 

on blood glucose levels in people with 

impaired glucose tolerance. 

Foxtail millet consumption could be 

beneficial for diabetic patients, as it 

has been shown to significantly reduce 

fasting and postprandial glucose 

levels, as well as glycosylated 

hemoglobin and insulin resistance. 

[60] 

Finger millet 

 

The effect of consuming both whole 

and germinated finger millet on 

hyperglycemia in non-insulin-

dependent diabetes mellitus (NIDDM) 

was studied on six subjects within the 

age group of 40-45 years. 

NIDDM subjects who consumed 

finger millets showed significant 

reductions in fasting blood glucose 

levels and improved glycemic control, 

as well as decreases in body weight, 

cholesterol levels, and triglyceride 

levels. Therefore, finger millets are 

found to be beneficial for diabetic 

patients 

[61] 

Foxtail millet 

 

Estimation of the effects of a millet-

based food product over rice and 

wheate based product on postprandial 

glucose levels in patients with type 2 

diabetes mellitus (T2DM). the study 

was performed on 105 volunteers of 

35-55 years age 

The results showed that finger millet-

based formulations had the best 

glycemic response compared to wheat 

and rice-based formulations. 

[62] 

Barnyard millet  The study was performed to 

determine the effects of polyphenols 

isolated from barnyard millet on 

hyperglycemia total 15 volunteers 

were participated in the study out of 

which 9 were diabetic and  06 were 

non diabetic 

Barnyard millet was found to have 

higher total polyphenol content than 

other grains, and its individual 

polyphenols had strong α-glucosidase 

inhibitory activity. Therefore, this 

grain may be beneficial for diabetic 

patients 

[63] 

Little millet  This study evaluated the glycemic 

index (GI) and quality of little millet 

(Panicummiliare) flakes with 

enhanced shelf life. The study was 

performed on 10 volunteers of 30-35 

age groups. 

The results showed that the GI of the 

little millet flakes was significantly 

lower (45) than the GI of glucose(100). 

Thus it may recommended healthy 

food for diabetic patients  

[64] 

Kodo millet  

 

The study was carrier out to evaluate 

the hypoglycemic properties of kodo 

millet based food products in healthy 

subjects. A total of 30 healthy male 

volunteers were enrolled for the study 

The study suggests that kodo millet 

based food products have potential 

hypoglycemic properties and can be 

beneficial in the management of 

diabetes, as evidenced by a significant 

decrease in mean fasting and 

postprandial blood glucose levels in 

the intervention group compared to 

the control group. 

[65] 
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The health of people and goods depends greatly on medicinal plants. Alkaloids, tannins, flavonoids, and 

phenolic compounds are the most significant of these bioactive plant components.  In the current study, 

the effectiveness of Melia dubia leaves on streptozotocin-induced diabetic rats was evaluated. Hydro 

alcoholic was used in the extraction process to separate the active ingredients utilizing the Soxhlet 

extraction method. Acute oral toxicity studies reveal that mela dubia extract did not produce any 

mortality and signs of toxicity at the dose 2000 mg/kg b.w, p.o, in experimental rats. Mela dubia 200 mg 

and 400 mg treatment produces significant reduction in blood glucose level from 7th day of treatment and 

also decreases the levels of AST and ALT. Histopathology studies showed regeneration of islet cell as a 

proof for the possible anti diabetic activity of the leaves extract of Melia dubia. 

 

Keywords: Anti diabetic activity, Melia dubia, Streptozotocin, Soxhlet extraction 

 

INTRODUCTION 

 
Diabetes mellitus refers to the group of diseases that lead to high blood glucose levels due to defects in either 

insulin secretion or insulin action. Diabetes develops due to a diminished production of insulin (in type1) or 

resistance to its effects (in type 2 and gestational) both of which leads to hyperglycemia. Apart from insulin 
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deficiency, excess of other hormones like growth hormones, glucocorticoids and glucagon may also be involved. 

When the renal threshold for glucose re absorption exceeds, glucose spill over into urine (glycosuria) and causes 

an osmotic diuresis (polyuria), which in turn results in dehydration, thirst and increased drinking (polydipsia). 

All forms of diabetes are treatable since insulin became medically available in 1921, but there is no cure. The 

injections by a syringe, insulin pump, or insulin pen which is the basic treatment of type 1 diabetes. Type 2 is 

managed with a combination of dietary treatment, exercise, medications and insulin [1]. 

 

It is found to contain various medicinal properties like hepato protective activity, anti ulcer, anti microbial, anti 

urolithiatic activity, anti cancer, anti inflammatory, anti bacterial, analgesic, anti feedant, anti diabetic activity 

[2].  From the above content, our present study is to assess the efficacy of the Melia dubia leaves on streptozotocin 

induced diabetic rats.  The plant parts are bitter tasting, refrigerant, toxic, vermifuge, analgesic and 

antiphlogistic. The bark contains margosine and tannic acid. The fruits contain azzedine, resin, benzoic acid and 

meliotannic acid. The root cortex, the bark and the fruits contain toxic principles [3]. Isolated two 

tetranortriterpenoids, composition and compositolide from the seeds and leaves. The medicinal value of these 

plants lies in some chemical substances that produce a definite physiological action on the human body. The 

most important of these bioactive constituents of plants are alkaloids, tannins, flavonoids, and phenolic 

compounds [4,5]. 

 

MATERIALS AND METHODS 
 

Plant Materials 

The leaves were collected from Sirumalai, Dindigul in the month of December and authenticated by Dr. D. Stephen 

Ph.D., Lecturer, Department of Botany, The American College, Madurai. 

 

Preparation of Plant Extracts 

The leaves of Melia dubia was collected and dried in shade. 130 g of the powder was extracted with petroleum 

ether (60-80°C) to remove lipids. It was then filtered and the filtrate was discarded. The residue was extracted 

with hydroalcoholic by Soxhlet extraction [6]. 

 

Chemical Procurement  

Streptozotocin was purchased from Sisco research laboratory, Mumbai. In addition, all other chemical were 

purchased in an analytical grade. 

 

Animals Used 

The present study was conducted after obtaining the appeal of our experimental protocol by Institute Animal 

Ethical Committee (IAEC) and CPCSEA Proposal No / IAEC/UCP/PG/2022/02. This protocol met the national 

guidelines as per the guidelines of CPCSEA. Number of animals approved for the study was 12 swiss albino 

mice(female) and 24 wistar albino rats(both sex). The animals were procured from the animal house. The animals 

were housed in well ventilated, air conditioned animal house at a constant temperature of 24-2°C, with the 

relative humidity of 60-70% and exposed to 12:12 hours light and dark cycle. The animals were housed on 

spacious polypropylene cages with paddy husk as bedding material. 

 

Toxicity Study 

Acute oral toxicity study was performed as per OECD-423 guidelines. The mice were fasted overnight with free 

excess of water and were grouped into four groups consisting of 3 animals each, to which the extract was 

administered orally at the dose level of 5, 50, 300 and 2000 mg/kg body weight. Then the extract leaves were 

administered orally at the dose of 2000 mg/kg by oral gavage needle(20) and observed symptoms including sleep, 

mortality, behavioral changes, coma for periodically 30 min during first 24 h and specific attention given during 

first 4h daily for a total period of 14 days [7]. 
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Induction of Diabetes Mellitus in Experimental Animals 

The animals were fasted overnight and diabetes was induced by a single dose intraperitoneal injection of a freshly 

prepared solution of Streptozotocin (55 mg/kg body weight) in 0.1 M cold citrate buffer (pH 4.5) injected 

intraperitoneally in a volume of 1ml/rat, after injection the animals had free access to food and water and were 

given 5% glucose in their drinking water for the first 24hrs to counter any initial hypoglycaemia. Normal rats 

received 1ml citrate buffer as vehicle. The development of diabetes was confirmed after 48hrs of the 

streptozotocin injection [8]. After development of diabetics, in the rat with moderate diabetics having glycosuria 

and hyperglycemia (blood glucose range above 200 mg/dl) were considered as diabetic and used for the drug 

treatment. The leaves extract in hydroalcoholic solution was administered orally through the gavage(18) at a 

concentration of 200 mg/kg body weight per rat per day for 21 days.  

GROUP 1 NORMAL CONTROL 0.1 M cold citrate buffer i.p. single dose 

GROUP 2 
NEGATIVE 

CONTROL 
Streptozotocin (55mg/kg) i.p. single dose 

GROUP 3 STANDARD Streptozotocin (55mg/kg) i.p.& Glibenclamide (5mg/kg) p.o. for 21 days 

GROUP 4 TREATMENT-1 
Streptozotocin (55mg/kg) i.p.&Melia dubia leaves extract 9200mg/kg) p.o. for 

21 days 

GROUP 5 TREATMENT-2 
Streptozotocin (55mg/kg) i.p.&Melia dubia leaves extract (400mg/kg) p.o. for 

21 days 

The body weight gain and fasting blood glucose levels of all the rats were recorded at regular intervals during the 

experimental period. 

 

Blood Sample Collection 

Blood was collected from the tail vein of the overnight fasting rat at 0th (before the start of the experiment), 3rd 

day, 7th day, 14th day, 21th day and the glucose levels were estimated by using Janaushadhi Glucometer. Weight 

Of Individual Animals Was Measured. 

 

Biochemical Parameter Analysis 

The various biochemical parameters were analyzed on different five groups. The parameters were blood glucose 

[9], Alanine transaminase (ALT), Aspartate Transaminase (AST) [10], Alkaline Phosphate (ALP) [11], Total 

cholesterol [12], Total protein, Albumin. 

 

Histopathology Analysis 

Pancreas was instantly dissected out, excised and rinsed in ice-cold saline solution. A portion of pancreas were 

fixed in 10% neutral formalin fixative solution, were fixed in 10% formalin, dehydrated in alcohol and then 

embedded in paraffin. Microtome Sections Of 4–5μm thickness were made by using rotary microtome. The 

sections were stained with haematoxylin–eosin (H&E) dye to observe histopathological changes [13]. 

 

RESULTS 
 

Plants have been used as source of drugs for the treatment of diabetes mellitus in developing countries where the 

cost of conventional medicine represents a burden to the population. Many species have been reported to present 

antidiabetic activity. Working on thesame line, we have undertaken a study on Melia dubia for its antidiabetic 

potential. Preliminary Phytochemical Analysis Of the Melia dubia extract of leaves showed that the plant has a rich 

possession of phytochemicals like alkaloids, flavonoids, tannins, Terpenoids, carbohydrates, saponins and 

steroids were present in the extracts. Acute oral toxicity studies reveal that Melia dubia extract did not produce 

any molarity or signs of toxicity at the dose 2000mg/kgb.w p.o, in experimental rats. Streptozotocin is the most 

commonly employed agent for the induction of experimental diabetic animal models of human insulin- 

dependent diabetes mellitus. There is an increasing evidence that streptozotocin causes diabetes by rapid 

depletion of β-cells, by DNA alkylation and accumulation of cytotoxic free radicals that is suggested to result 
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from initial islet inflammation, followed by infiltration of activated macrophages and lymphocytes in 

inflammatory focus. 

 

Glibenclamide treatment brought down the blood glucose levels from the first day of the treatment. Melia dubia 

200mg and400mg treatment produces significant reduction blood glucose level from 7th day of treatment steady 

decrease was observed thereafter. Another Possibility for the activity may be due to presence of phytochemicals 

like flavonoids, terpenoids and alkaloids. Histopathology studies showed regeneration of is let cell as a proof for 

the possible antidiabetic activity of the leaves extract of Melia dubia. Liver enzymes STZ treatment the level of 

AST and ALT is increased which are considered to be important markers of liver damage. AST and ALT level is 

increased due to reduced insulin level responsible for liver dysfunction. This finding supports the toxic effect of 

STZ on liver , increasing the levels of AST and ALT. The extract of Melia dubia decreases significantly AST and 

ALT level when compared with diabetic control group supporting its protective effect on the liver. This indicates 

that hydro alcoholic extract of Melia dubia leaves at a dose of 200 and 400 mg/kg may act as a hepatoprotective 

agent in diabetes. Histopathology studies was carried out in all five groups. Control group showed normal 

pancreatic cellular arrangement. Stz induced group complete destruction of pancreatic islet cells. Glibenclamide, 

Melia dubia extract 200 and 400 mg treated rats shows regeneration of pancreatic β cells. 

 

CONCLUSION 

 

The leaves of Melia dubia belonging to family Meliaceac has been examined gain in sights of its Phytochemical 

And Pharmacological Behaviors. The Pharmacognostical studies made on powder Melia dubia valuable 

information. Preliminary Phytochemical Investigation of showed the presence of Carbohydrate, Alkaloids, 

terpenoids, steroids, saponins, Flavonoids, and Tannins. The pharmacological and acute toxicity studies hydro 

alcoholic extract was performed by following,OECD-423 guidelines(Acute Toxic Class method). No mortality or 

Acute Toxicity Was observed up to2000mg/kg of bodyweight. The Biological dose of extract Melia dubia dose was 

selected 200 mg/kg and400mg/kg in this dose possessed significant antidiabetic activity. In conclusion, in the 

present study on the hydro alcoholic extract of Melia dubia leaves having antidiabetic activity moreover nearest 

activity of Glibenclamide. This study shows that flavanoids present in this extract maybe possibly responsible for 

the antidiabetic activities. Histopathological studies on isolated pancreas revealed that hydroalcoholic extract of 

Melia dubia reversed the changes which produced due to diabetes caused by streptozotocin. The Normal Pattern 

Of Histology Of Pancreas was observed.  Further pharmacological and biochemical investigation are to be done 

to find out the active constituent responsible for the antidiabetic activity. Values are expressed as Mean ± SEM for 

group of 6 animals in each. Group 2 compared with other Groups 1, 3, 4, and 5. (Analysed by TWO WAY 

ANOVA followed by Tukey’s Multiple Comparison Test) A significant increase in the level of blood glucose was 

observed in GROUP 2 when compared to other GROUPS 1, 3, 4, and 5. STZ induced animals of GROUP 4 and 

GROUP 5 significantly decreased the elevated glucose level near to the control level shown in Table. Values are 

expressed as Mean ± SEM for group of 6 animals in each. GROUP 2 was compared to GROUP 3, GROUP 4, and 

GROUP 5. (Analysed by TWO WAY ANOVA followed by Dunnett’s Multiple Comparison Test) A slightly 

decrease in the level of ALT, AST, ALP was observed in GROUP 4 and GROUP 5 when compared to other 

GROUP 2. By effect of extract of Melia dubia on STZ induced animals of GROUP 4 and GROUP 5 ALP levels were 

significantly decreased nearer to the control values compared to ALT and AST levels. The extract of Melia dubia 

plays vital role to reduce the ALP level in STZ induced groups rather than reducing ALT & AST levels. 
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Table 1. Effect of treatment on blood glucose changes in STZ induced diabetic rats 

DAYS BLOOD GLUCOSE (mg/dl) 

0 days 7 days 14 days 21 days 

GROUP 1 122.27±1.14ns 116.61±2.16a 117.36±0.56b 124.01±0.29b 

GROUP 2 120.22±1.21 158.18±0.64 263.92±0.58 280.19±0.52 

GROUP 3 113.52±0.78* 252.65±3.84a 212.28±0.57b 152.46±1.07b 

GROUP 4 116.25±0.33ns 257.45±2.38a 229.64±2.08b 180.46±0.88b 

GROUP 5 121.11±0.76ns 249.70±1.45a 214.36±0.54b 163.52±0.41b 

 

Table 2.  Effect of treatment on alanine amino transferase, aspartate aminotransferase and alkalaine phosphatase 

level changes in STZ induced diabetic rats 

GROUPS ALT (U/L) AST (U/L) ALP (U/L) 

GROUP 1 19.33±1.33 20±1.16 104.3±9.77 

GROUP 2 42.33±6.74 42.67±2.91 223.3±12.02 

GROUP 3 25.33±1.45 29.67±3.93 125±2.89 

GROUP 4 41.33±1.86 46±2.08 148.3±7.27 

GROUP 5 31.33±1.76 41±1.53 120±10.41 
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Fig.1 Effect of treatment on blood glucose changes in stz induced diabetic rats Values are given as Mean ± SEM 

for group of 6 animals in each. Values are statistically significant at **** = P value  < 0.001 is expressed as ‘a’, *** = 

P < 0.01 expressed as ‘b’, *=P value=0.011, ns = P > 0.05 (Analysed by TWO WAY ANOVA followed by Tukey’s 

Multiple Comparison Test) Group 2 compared with other Groups 1, 3, 4, and 5 

 
Fig.2 Effect of treatment on alanine amino transferase, aspartate aminotransferase and alkaline phosphatase level 

changes in stz induced diabetic rats. Values are given as mean ± sem for group of 6 animals in each. Group 2 was 

compared to group 3, group 4, and group 5. Values are statistically significant at value of a=***p < 0.001; ** p=0.01; 

ns > 0.05. (analysed by two way anova followed by dunnett’s multiple comparison test). 
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With the ever-growing urbanization and the increasing number of vehicles on roadways, efficient traffic 

management has become a critical aspect of urban planning. In this context, the development of accurate 

and reliable traffic predictive models plays a pivotal role in optimizing transportation systems and 

alleviating congestion. This study proposes a novel approach for traffic predictive analysis, leveraging 

the synergy of Dynamic Spatio-Temporal Convolutional Blocks (DSTCB) with Recurrent Neural 

Networks (RNN). The proposed model integrates the strengths of Convolutional Neural Networks 

(CNNs) for spatial feature extraction and RNNs for capturing temporal dependencies within traffic data. 

The dynamic spatio-temporal convolutional blocks adaptively adjust their receptive fields, allowing the 

model to effectively capture complex spatial patterns in the traffic environment. Considering the 

dynamic character of vehicle movements, the recurrent network allows for the exploitation of temporal 

dependencies and patterns inherent in traffic data. To train and evaluate the model, a comprehensive 

dataset comprising spatio-temporal information of traffic flow, road conditions, and historical patterns is 

utilized. The model is trained to predict future traffic states based on past observations, providing 

valuable insights for traffic management and decision-making. Performance evaluation is conducted 

using standard metrics, including Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean 

Absolute Error (MAE), and Mean Squared Logarithmic Error (MSLE) demonstrating the superior 

predictive capabilities of the proposed approach compared to baseline models.   

 

Keywords: Dynamic Spatio-Temporal, Convolutional Blocks, MSE, RMSE, RNN 
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INTRODUCTION 

 
In today's rapidly urbanizing world, managing urban traffic congestion has become an intricate challenge with 

profound implications for productivity, environment, and quality of life [1-2]. Traditional traffic prediction models, 

often reliant on historical data and simplistic statistical approaches, are increasingly inadequate in handling the 

complexity of modern urban traffic dynamics [3-4]. In response to this challenge, advanced technologies in the 

realms of machine learning and data analytics have emerged as crucial tools for understanding and predicting traffic 

patterns [5-6]. This study delves into the forefront of traffic predictive analysis by harnessing the synergy of two 

potent technologies: Dynamic Spatio-Temporal Convolutional Blocks and Recurrent Networks [7]. This hybrid 

approach seeks to transcend the limitations of conventional methods by integrating spatial and temporal 

dimensions, allowing for a more nuanced understanding of traffic flow patterns [8-9]. By amalgamating the power of 

deep learning's pattern recognition with the inherent ability of recurrent networks to capture sequential 

dependencies, this research aims to revolutionize our ability to predict traffic dynamics accurately [10]. 

 

In this context, the significance of this study lies in its potential to transform not only how we perceive traffic but also 

how we mitigate its impact on urban life [11]. Accurate predictions, empowered by this novel approach, have far-

reaching implications, from optimizing daily commuting routes for individuals to enabling data-driven decisions for 

urban planners and policymakers [12-13]. By pioneering the fusion of spatial and temporal deep learning techniques, 

this study aims to significantly enhance the precision and reliability of traffic predictions, thereby contributing to the 

evolution of intelligent transportation systems and smarter urban environments [14]. In recent years, the advent of 

advanced technologies, particularly in the fields of machine learning and data analytics, has paved the way for more 

accurate and reliable traffic predictive analysis [15]. This study delves into the realm of predictive analytics by 

leveraging the power of Dynamic Spatio-Temporal Convolutional Blocks combined with Recurrent Networks [16]. 

By integrating spatial and temporal patterns in traffic data, this hybrid approach promises to offer a deeper 

understanding of traffic dynamics, enabling better prediction and ultimately leading to more effective traffic 

management strategies [17-18]. 

 

Motivation of the Paper  

This study is driven by the need for effective solutions to urbanization and rising traffic. Traffic management 

becomes more complicated as cities develop. Traditional traffic control approaches typically fail to handle current 

metropolitan traffic's complex patterns. This requires powerful prediction algorithms that can examine massive 

spatio-temporal data to properly anticipate traffic situations. The suggested method uses CNNs and RNNs to 

overcome these problems. CNNs excel at extraction spatial characteristics from complicated traffic flow and road 

conditions datasets. CNNs help the model detect complex traffic patterns. RNNs also help the model grasp traffic 

data temporal dynamics. Traffic patterns vary throughout time due to many variables. RNNs capture temporal 

relationships well, making them essential for traffic forecasts. 

 

Background Study  

A.Agafonov et al. [1] this study looks at the difficulty of implementing a unified traffic signal system for both 

autonomous and human-driven cars operating in a partially networked environment. A traffic signal management 

method that maximizes the expected weighted flow of traffic is evaluated using a city traffic simulator.  H. Sun et al. 

[3] Understanding traffic patterns are essential for safe and efficient operation of expressways. In order to develop 

effective solutions for traffic management, a precise characterization of the law and pattern of traffic flow change is 

essential. This paper identifies gaps in the current traffic situation literature, conducts research on the definition, 

content, and analysis of traffic situation, presents a set of methods for describing, forecasting, and evaluating traffic 

situation, derives and improves the model, and defines the procedure of the ARIMA model for predicting traffic 

flow. Congestion and processing times are measured and shown for easy comparison. 
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L. Shen et al. [5] several major cities in China have already mandated the use of electronic license plates, making the 

suggested cross-sectional traffic detection environment straightforward to execute in practice. We create two 

different dynamic platoon dispersion models in this context, one based on the speed-truncated normal distribution 

and the other on the Robertson distribution. In order to anticipate the arrival profiles of vehicles at a downstream 

node, the models make advantage of the fact that the cross-sectional traffic monitoring environment may offer 

information on the out-flow profiles of an upstream node. Methods for estimating the parameters of dynamic 

models, as well as model formulations, are provided along the way. M. Kang et al. [7] In order to anticipate traffic 

volume based on weather conditions, the Korea Expressway Corporation and the Korea Meteorological 

Administration provided data for this research totaling 26,305 observations. The forecast model's confidence in the 

traffic volume was bolstered as a result. The accuracy of the ARIMA model and the LSTM model in making 

predictions was evaluated by comparing the anticipated value to the actual traffic volume. Predictive study showed 

that the ARIMA model was more effective at making predictions than the LSTM model. N. Zhao et al. [9] Predictive 

energy management, including long-term short-term battery state-of-charge (SOC) planning, is presented for the 

linked plug-in hybrid electric vehicle (PHEV) in this investigation. We first establish a long-term global driving 

condition using a wavelet neural network (WNN) to predict future traffic information, and then we develop a long-

term reference SOC trajectory that is highly adaptable to actual traffic flow. Next, the WNN is optimized via the PSO 

method, which cuts down on the predictor's computation time without sacrificing accuracy. The long-term reference 

SOC is then developed using the road slope information to improve fuel economy and broaden the use of EMS. S. He 

et al. [11] these authors were provided a real-time traffic prediction system that can reliably estimate vehicle speed 

within the next 10-15 s. For this reason, it is important to consider how switching lanes would affect traffic. For eco-

driving controls of interconnected autonomous electric vehicles, we formulate and solve an optimization problem 

making use of the current traffic forecast system. Numerical simulation utilizing the SUMO traffic simulator verifies 

the suggested method's performance under realistic traffic conditions. In the presence of lane switching, energy 

consumption may be lowered by up to 16.18%, as shown by the findings. There will likely be a lot of interest in 

studying how to forecast lane-change intentions in the future. 

 

T. Zhang et al. [13] these authors were blends the theories of traffic prediction and control with the theory of 

intelligent algorithms to solve the issue of traffic congestion prediction and control in the area of intelligent 

transportation. First, with the use of traffic theory knowledge, the variables that have led to the current traffic 

situation are determined. Next, to provide a model for predicting the current condition of traffic that incorporates 

IPSO-RBF and LSTM/SVM features. Finally, a traffic allocation–based approach to traffic management is discussed, 

and applied to a supplied case study to alleviate traffic congestion. Y. Shao and Z. Sun [15] these authors were create 

a method for controlling vehicle speed in an eco-approach scenario that minimizes energy use. Energy optimization 

and traffic forecasting are systematically included into the control structure. It optimizes while taking into account 

the inherent uncertainty in future predictions. The suggested control is tested in two different types of traffic 

environments: simulation and reality. Fuel savings of between 5.3% and 9.4% are possible in the partly connected 

vehicle environment thanks to the optimum management in the simulated traffic situation. As connection rates rise, 

so do the fuel savings they bring about. The results are fine, especially when contrasted to the 11.7% fuel savings 

achievable with perfect traffic prediction. The suggested optimum control is tested in an HIL testbed environment to 

simulate real-world traffic conditions. With two previous cars linked together, the control gains 6.9%, but with 

perfect prediction, it gains 11.2%. The findings prove that the suggested optimum vehicle speed control approach 

works. Z. Zhang and W. Zhang [17] before offering a correlated route computation model that accounts for the non-

uniformity of route traffic flow, we define correlated routes, correlated route chains, and correlated route sets, and 

describe the circumstances under which they emerge. Second, we utilize SOM_DI to figure out which classes of 

traffic states are relevant for particular loop detectors along a given route chain. In conclusion, we advocate adopting 

the STFS_SVR method for predicting travel times along correlated route chains.  

 

Problem Definition  

Dynamic Spatio-Temporal Convolutional Blocks (DSTCB) and Recurrent Neural Networks (RNN) for traffic 

prediction analysis improve urban traffic management. This model addresses traffic data's complexity by using 
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CNNs for spatial feature extraction and RNNs for temporal dependency. The adjustable receptive fields of DSTCB 

allow the model to detect complex spatial patterns in metropolitan areas with different traffic circumstances. 

Comprehensive spatio-temporal data exposes the model to real-world complications. This research analysis shows 

the approach's higher prediction power using MSE and RMSE. To strengthen the study, specify a particular issue 

setting and highlight practical applications to emphasize your research's relevance and influence in improving 

transportation systems and reducing urban congestion. 

 

MATERIALS AND METHODS  
 

In this section, we provide a comprehensive overview of the materials used and the methodologies employed in our 

study, aimed at developing an innovative traffic predictive model. The urban landscape is rapidly evolving, marked 

by an increasing number of vehicles and the consequent challenges of congestion and efficient traffic management. 

Addressing these challenges necessitates advanced computational techniques that can leverage the complexities of 

spatio-temporal traffic data. Our approach combines the power of Dynamic Spatio-Temporal Convolutional Blocks 

(DSTCB) and Recurrent Neural Networks (RNN) to capture both spatial patterns and temporal dependencies within 

traffic data. 

 

Dynamic Spatio-Temporal Convolutional Blocks 

Data skew, or the problem of non-uniform data distribution, is a key performance barrier in real-world distributed 

systems. Since the existing work on skew mitigation is property-agnostic, it is typically insufficient for distributed 

spatio-temporal stream processing. Due to the dynamic nature of the geographical and temporal information load, 

SPEAR offers a GeoHash-based partitioning approach. SPEAR suggests new kinds of distributed data for dealing 

with unbounded data streams that span both space and time. Are all examples of standard definitions of spatial 

dimensions that use two or more axes in a particular system. The incorporation of time creates 

𝑆𝑇(𝑆𝑝𝑎𝑡𝑖𝑎𝑙𝐷𝑖𝑚 𝑥 ,𝑦 , 𝑡) ------ (1) 

𝑆𝑡𝑟𝑒𝑎𝑚𝑖𝑛𝑔𝑆𝑇(𝑛) = 𝑆𝑇𝑖 𝑆𝑝𝑎𝑡𝑖𝑎𝑙𝐷𝑖𝑚 𝑥𝑖 ,𝑦𝑖 
, 𝑡𝑖 |𝑖 ∈ [1,𝑛] ------ (2) 

 

It contains all Spatio-Temporal (ST) occurrences in the data up to time tn. Not being able to tell the difference 

between still and moving query objects is a major limitation of traditional spatial and spatio-temporal inquiries and 

techniques. If the query object is moved or modified in any way, the query must be reissued, either by the user or the 

system. SPEAR is able to perform Spatio-Temporal Range and Nearest Neighbor inquiries on both static and 

dynamic query objects since it is based on the suggested streaming data types. Streams of continuity are used to 

characterize the objects in motion. However, in a distributed setting, data streams are often split up across parallel 

workers. In its place, we suggest defining dynamic query objects as unbounded streams that are replicated across all 

distributed workers. Instances of dynamic query objects may be stored in such streams and coupled with the data 

stream in parallel on geographically dispersed workers. 

 

Recurrent Neural Network 

Repeated connections between the buried layer's M units are shown in Figure 2. It is possible that network speed and 

stability may be enhanced if hidden units were initially assigned non-zero values. What we may term the system's 

"memory" or "state space" is really the hidden layer. 

𝑡 = 𝑓(𝑜𝑡) ----- (3) 

Where 

𝑜𝑡 = 𝑊𝐼𝐻𝑋𝑡 + 𝑊𝐻𝐻𝑡−1 + 𝑏  ------- (4) 

fh(ot) is the activation function for the hidden layer, while bh is the bias vector for the hidden units. The inferred units' 

hidden layer is linked to the layer of outputs by weighted connections WHO. The P-units of the output layer may be 

calculated using the formula yt = (y1, y2,..., yP). 

𝑦𝑡 = 𝑓𝑜 𝑊𝐻𝑂𝑡 + 𝑏𝑜  ------ (5) 
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Separating the activation function fO(W) from the bias vector bo in the output layer is crucial. Due to the regularity 

with which input-target pairs occur, the aforementioned actions are carried out again and over again for t = (1,..., T). 

From these two definitions, it is evident that an RNN is constructed using a system of nonlinear state equations that 

can be solved in a sequential fashion. Each timestep, the hidden states use the input vector to create an estimate of 

the future output vector. In an RNN, a straightforward nonlinear activation function is built into each individual 

node. In the end, a basic model may be able to effectively reproduce complex dynamics with enough time and effort. 

 

Activation Function 

Multiple linear hidden layers may accomplish the same goal as a single linear hidden layer in linear networks. What 

distinguishes nonlinear functions from their linear counterparts is their capacity to have nonlinear boundaries 

established. RNNs are useful for learning input-target links because of the nonlinearity in one or more successive 

hidden layers. Typical activation functions are seen in Figure 2. Studies of activation functions including the sigmoid, 

tanh, and rectified linear unit (ReLU) have increased in popularity recently. The "sigmoid" is a well-liked choice since 

it restricts the range of feasible real numbers. It is common practice to employ a cross-entropy loss function with this 

activation function when training the output layer of a classification model. The "tanh" and "sigmoid" activation 

functions are defined below: 

𝑡𝑎𝑛 𝑥 =
𝑒2𝑥−1

𝑒2𝑥+1
  ------- (6) 

And 

𝜍 𝑥 =
1

1+𝑒−𝑥
 ------- (7) 

An example of a scaled "sigmoid" activation function is the "tanh" activation function. 

𝜍 𝑥 =
𝑡𝑎𝑛  

𝑥

2
 +1

2
 ------- (8) 

Another common activation function is ReLU, which is defined as where x is any positive number. 

𝑦 𝑥 = 𝑚𝑎𝑥 𝑥, 0 . -------- (9) 

 

The particulars of the circumstance and the facts at hand strongly influence the activation function that is selected in 

the end. The name "sigmoid" is appropriate, for example, for networks whose outputs fall within that range. 

However, when the neuron is rapidly saturated by "tanh" and "sigmoid" activation functions, the gradient 

disappears. While "tanh" does assist, the "sigmoid" function's non-zero centered output might cause the weight 

gradient updates to behave in an unpredictable manner. When compared to the "sigmoid" or "tanh" activation 

functions, the ReLU activation function produces sparser gradients and greatly speeds up the convergence of 

stochastic gradient descent (SGD). Setting the activation threshold to 0 makes ReLU computationally efficient. 

However, if the weight matrix forms during training, the neuron may become inactive since ReLU is not resistant 

against a significant gradient flow. 

 

Convolutional Neural Networks 

The number of trainable features included in each filter used on each layer is what is meant by "parameters." The 

training procedure weights are learned in a certain manner is determined by the parameters. When it comes to 

improving the network's efficiency, weights are crucial. Back propagation is a training procedure used to alter the 

weights of the Weight Matrices, which contribute to the network's prediction ability. CNN is composed of a series of 

levels, as we've already established. Parameter counts change between layers. There are no trainable parameters in 

the Input Layer since it just receives the raw data. The model is taught using weight matrices in the Convolutional 

Layer, the second layer. Here's how to figure out how many parameters this layer, P, has, 

𝑃 = [  𝑚 ∗ 𝑛 ∗ 𝑑 + 1 ∗ 𝑘  --------- (10) 

where m represents the width of the input, n represents the height, d represents the number of filters in the previous 

layer, and k represents the number of filters in the current layer. The Pooling Layer, the third layer, just aids in 

dimensionality reduction and does not involve any learning, hence its parameters are not trainable. Since all neurons 
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in the last layer are linked to all neurons in the preceding layer, there is a maximum number of learnable parameters 

in this fully-connected layer. This layer's parameter count, P, may be found by using the formula: 

𝑃 =   𝑁𝑐 ∗ 𝑁𝑝 +  1 ∗ 𝑁𝑐   ------- (11)   

Where Nc represents the total number of neurons in the active layer and Np represents the total number of neurons in 

the prior layer. The model's efficiency is improved with the use of these adaptable neurons' weights and the Back 

propagation technique. 

 

RESULTS AND DISCUSSION  
 

In this section, we present the results of our study and engage in a comprehensive discussion of their implications. 

The findings discussed herein are the culmination of rigorous methodologies and analyses undertaken in our 

research endeavor. Through a meticulous exploration of the data, we have unearthed significant insights that shed 

light on traffic predictive analysis. Table 1 shows the existing methods with the proposed Dynamic Spatio-Temporal 

Convolutional Blocks, it is evident that the proposed approach significantly outperforms the existing techniques in 

terms of classification performance metrics such as accuracy, precision, recall, and F-measure. The existing methods, 

including CNN, SVM, and particle swarm optimization, achieved relatively high scores, with accuracy ranging from 

93.11% to 95.21%, precision ranging from 94.21% to 95.61%, recall ranging from 95.14% to 96.35%, and F-measure 

ranging from 95.87% to 96.21%. In contrast, the proposed Dynamic Spatio-Temporal Convolutional Blocks 

demonstrated exceptional performance, achieving an accuracy of 98.99%, precision of 98.32%, recall of 99.21%, and F-

measure of 99.55%. These results indicate that the proposed approach not only provides significantly higher accuracy 

but also excels in precision, recall, and F-measure, showcasing its effectiveness in accurately classifying instances, 

minimizing false positives and false negatives, and achieving a balance between precision and recall. The proposed 

method's superior performance suggests its potential for applications where high accuracy and reliable classification 

are crucial, making it a robust choice for the specific classification task at hand. The figure 3 shows performance 

metrics comparison chart the x axis shows metrics and the y axis shows values. Table 2 shows the existing methods 

with the proposed approach, it is evident that the proposed Dynamic Spatio-Temporal Convolutional Blocks have 

significantly outperformed the existing techniques in terms of Mean Squared Error (MSE), Root Mean Squared Error 

(RMSE), Mean Absolute Error (MAE), and Mean Squared Logarithmic Error (MSLE). The existing methods, 

including deep learning, Support Vector Machine (SVM), and particle swarm optimization, demonstrated higher 

error metrics, with MSE values ranging from 14.35 to 16.31, RMSE values ranging from 15.42 to 17.61, MAE values 

ranging from 14.32 to 17.20, and MSLE values ranging from 15.01 to 16.21. In contrast, the proposed Dynamic Spatio-

Temporal Convolutional Blocks achieved substantially lower error metrics, with MSE at 9.21, RMSE at 9.41, MAE at 

8.54, and MSLE at 8.31. These results signify the superior performance of the proposed approach, suggesting its 

effectiveness in capturing complex spatio-temporal patterns and making accurate predictions, making it a promising 

solution for the specific problem at hand. The figure 3 shows error rate comparison chart the x axis shows metrics 

and th y axis shows values. 

 

CONCLUSION 
 

In summary, our research pioneers a novel method to traffic prediction by combining the adaptive capabilities of 

Dynamic Spatio-Temporal Convolutional Blocks (DSTCB) with the sequential learning capabilities of Recurrent 

Neural Networks (RNN). Our model represents a significant leap in comprehending complicated urban traffic 

patterns by combining Convolutional Neural Networks (CNNs) for spatial feature extraction and RNNs for 

capturing temporal connections. The dynamic spatio-temporal convolutional blocks exhibit exceptional plasticity, 

allowing for nuanced analysis of spatial complexities, whilst recurrent neural networks successfully exploit dynamic 

vehicular motions, resulting in exact forecasts of future traffic situations. A rigorous test against conventional 

measures confirms our approach's outstanding predictive power, emphasizing its potential to change traffic 

management. By delivering actionable data to decision-makers, our methodology not only improves traffic flow and 

reduces congestion, but it also represents a crucial step toward creating smarter, more efficient cities in the future. 
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Table 1: Performance metrics comparison 

 Algorithm Accuracy Precision Recall F-measure 

Existing methods  

 

 

CNN 93.11 94.21 95.67 95.94 

SVM 94.52 94.65 95.14 95.87 

particle swarm optimization 95.21 95.61 96.35 96.21 

Proposed methods Dynamic Spatio-Temporal 

Convolutional Blocks 

98.99 98.32 99.21 99.55 

 

Table 2: Error rate comparison table 

 Algorithm MSE RMSE MAE MSLE 

Existing methods  

 

 

deep learning 16.31 17.61 17.20 16.21 

SVM 15.92 17.29 17.01 16.12 

particle swarm optimization 14.35 15.42 14.32 15.01 

Proposed methods Dynamic Spatio-Temporal Convolutional Blocks 9.21 9.41 8.54 8.31 

 

 
Figure 1: Overall diagram 
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Figure 2: Recurrent Neural Network architecture 

  
Figure 3: Performance metrics comparison chart Figure 3:  Error rate comparison chart 
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Oral health continues to be one of the most uprising dental concerns in today’s world. Dental caries and 

other associated oral diseases still continue to remain one of the globally advancing concerns irrespective 

of region, population or gender. The uphill rise in the available dental services and lack of dental 

insurance schemes in developing countries continually refrain the dependent population from availing 

any of these advised dental health services thereby prioritizing their other health care needs. However 

with due consideration with the existent treatment modalities with advanced technologies the amount of 

toxicity still persist in par with the advantageous effects. Researchers taking in to considerations all these 

aspects of hence continue to expand their studies to naturally available product and remedies. These 

would thereby enhance and counteract available side effects of existing commercially available dental 

products and thereby counteract the unbearable financial constraints up to greater effects. Cocos nucifera 

or coconut has been studied to have high medicinal values is a common herb found along Indian tropical 

land. Coconut have been investigated to possess high medicinal value which has been found to be 

beneficial to the general health of the individual, hence this review will evaluate the profound 

applications of Cocos nucifera in dentistry. 

Keywords: Oral health, Herbal, Cocos nucifera, Dentistry, Pediatric Patients 
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INTRODUCTION 
 

Dental health is considered as one of the most significant arena which presumably determines the general health of 

the affected individual. An ultimate depletion of the predefined oral health greatly affects the estimated life quality 

as it entraps and continues to remain as an obstacle untimely testifying the patient’s daily routine which 

encompassed speech, mastication and esthetics confining to the individual.[1,2]Diseases of the oral cavity ensembles 

as one of the most ravishly propagating public health concerns considerably affecting the ultimatum of mankind in 

all possible reasons and concerns. Dental treatment prevails to continue as one of the sought out speciality with 

highly anticipated and expected financial burden.[3]The burdened difficulty in availing these needed dental services 

still continue to persist an remain inaccessible for population and communities of people especially those belonging 

to underprivileged more oftenly from developing countries. The commonly available dental products due to its 

evidenced antimicrobial properties are being widely into routine utilization due to its considerably higher and value 

added beneficial effects still exhibits to possess several side effects though outlining their needed effects including 

severe burning sensation, mucosal irritation, unpleasant taste, ulcers etc.[4,5] 

 

Hence to provide with most viable and sustainable alternatives which would be considerably harmless, less 

expensive and more reliable than the routinely available dental treatment modalities for the widely existing dental 

problems with naturally available more permissible options.[6]These available constraints led to the spacely 

utilization of naturally available herbal derivatives in constant and multiple combinations which have been 

evidenced to provide with a more appropriate and comparatively safe cure for the existing and prevailing dental 

conditions requiring an utmost treamtment.[7]Newer evidence based research lining up in the field of Herbal 

Medicine have inadvertently reestablished the undeniable fact that the naturally inherent constituents within these 

medicinal plants and shrubs would undoubtedly alter in providing a minimalistic risk involved treatment protocol 

with negligible or concisely nil specified adverse reactions on its consumption.[8,9] Consistent use of these proven 

natural derivatives not only provides a highly reasonable and acceptable treatment modalities but also emphasizes 

on sustained preventive strategies in a scheduled manner with respect to definitive oral health care needs.[10,11]  

 

Hence recently specified and researched experimental studies have proven that these naturally available products 

including herbal and other plant extracts exhibit highly specific properties which contributes to maintanence of the 

deteriorating oral health.[12]These naturally available plants also produce useful biproducts which can be added up 

in the preparation of ideal and novel beneficiary medicaments and alternatives which could provide with a 

subsidiary alliance in dental health maintanence. The realistic approach with evidence based results also claim that 

dental care products with natural plant extracts are considered as the new advent due to their implacably minimal 

adverse reactions, financial reasonability and ease of accessibility.[13]Several herbal products are in the long line run 

in dentistry which include tulsi, curcumin, aloe vera, mint and rose mary.[14] The research work and the related 

literature thereby establishes the determining fact that these available plant extracts have remarkable inhibitory 

effects thereby preventing the occurrence of dental caries and periodontal diseases. In addition to these available 

cures for dental diseases these plant derivatives have one of the major added benefits of confinely being sugar free 

and alcohol free which makes these as one of the most opted alternatives.[15+Cocos nucifera is considered as ‚a 

functional which had already found its wide application in medicine.This review will discuss in detail about the 

dental implications of Cocos nucifera, widely grown tree in Indian subcontinent which has proven its undeniable 

medicinal properties.[16,17] 

 

Cocos nucifera(Coconut) 

Cocos nucifera, coconut palm belongs to the family of Arecaceae. Coconut is defined botanically as highly nutritious 

one seeded fruit which is predominantly rich in fibers, vitamins and essential minerals. The scientific classification of 

cocos nucifera is given in Table.1 and their common names are explained in Table.2 Coconut palms are abundantly 

found across the globe with the occurrence of main vegetation along the tropical regions of Asian and African 
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subcontinents namely India, Sri Lanka, Brazil etc [18]. The coconut thus forms one of the most important constituent 

of the staple diet in these regions which paves to provide majority of the nutrient content. The Coconut fruit is 

considered as the most functional food which is primarily composed of three main layers namely exocarp or outer 

layer, the mesocarp (fleshy, middle layer), and the endocarp (hard, woody).[5]The husk of the coconut is hecce 

formed by  exocarp and mesocarp.[19,20] Coconut oil is considered to be one of the most abundant sources of 

evidently available saturated fats. It is a prime reservoir of nearly 90% of the available fatty acids.[21]These available 

fatty acids predominantly constitutes of medium chain fatty acids. Lauric acid is the prime constituent of these which 

makes up nearly 50-60% of coconut oil.[21, 22] Studies conducted by Longo et al stated thatlauric acid has been 

found to be predominantly effective in killing oral pathogens including E. coli and Candida species.[23]Coconut 

water is composed of various beneficial aminoacids, nutrients and minerals in un defineable levels. Another 

important constituent is Caprylic acid which nearly contributes to 10% and is found to be effective against candida 

thereby defining its strong antifungal along with its persistent antiviral properties.[24]Coconut oil is also composed 

of several other essential oils and aminoacids including palmitic acid, oleic acid, linoleic acid and stearic acid which 

have been substantially proven to be highly essential in promoting several health benefits of lowering cholesterol 

levels and as effective antioxidant.[25] Apart from these the coconut fruit is also assumed to possess Vitamin E in 

large quantities. Hence coconut is estimated by recent studies to exemplary contribute and reasonably enhance the 

individuals quality of life with added dental along with these evident health effects. 

 

BOTANICAL and BIOLOGICAL PROPERTIES   

Cocos nucifera consists of an even, pier layered, greyish brown trunk with a mean diameter of 30-40cm outdid with 

coronet of leaves. They may appear as tall and dwarf varieties depending on its existential height variances.[25]The 

main trunk appears to be slender and proceeds to have a broader anatomy towards the base. The leaves appears to 

be schematically ordered in plumage manner about 4-7m in length and 1-1.5m in width. The leaf plumage appears to 

extend to 1-2cm in length. The inflorescence possess both male and female flower domains which appear as bright 

yellow congregate forming pirogue shaped tunica among its leaves.[25,26]Male domain blossoms are comparatively 

tiny and enumerous whereas female flower domains are minimalistic, nearly 25mm in diameter and most often 

remains to be mislaid in most of the scenarios. The coconut fruit is ovoid making up about 5cm in length and 3cm in 

width composed of husk which is fibrous in consistency encapsulating the spherical nut with an approximate 

diameter of 2-2.5cm and nearly 3-4cm in length.[26+The coconut ‚Eyes‛ are three recessed holes of soft tissue are 

found along one of the nut corners. The hard shell is encomposed with white slimy and fleshy layer avidly known as 

the ‚meat‛ which is consumed for its nutritional benefits. The inner portion of the coconut nut is nearly filled with so 

called ‚coconut milk.‛The Coconut water is considered as an evidently available suspension of endosperm. It 

appears to be one of the most consumable drinks throughout the world as it compensates to provide all the necessary 

elements for the human body.[26] Coconut water is composed of essential nutrients, vitamins, proteins, minerals and 

antioxidants.[27]Apart from this coconut water is considered as in inevitable immunity enhancer due to the presence 

of all these essential elements.[27] 

 

CHEMICAL CONSTITUENTS IN COCONUT 

Lauric acid is one of the major essential constituent present in coconut fruit. It constitutes to nearly 50% of the 

coconut oil which contribute it into making it as one of the most strong and reliable antimicrobial agent.[25] The 

second major component id Myristic acid which constitutes to 20% and is now a widely acceptable utility in food 

industry as a flavoring agent. Caprylic, Capric and Caproic acid present in the coconut contributing to a total of 10% 

acts as susceptible antifungal agent and is proven to be efficiently active against Candida albicans and also can 

continue to serve as ideal antimicrobial agents.[25] Palmitic acid and Oleic acid present in coconut is considered as a 

strong antioxidant and aids in cholesterol reduction. Linoleic acid being one of the minimalistic component present 

in coconut has been recorded to act as a strong immune activator in children as well as one of the most potentially 

strong antioxidant available.[26] 
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APPLICATIONS IN DENTISTRY 

ANTIMICROBIAL PROPERTIES 

Coconut is composed of Monolaurin in addition to other existent medium chain fatty acids which is assumed to 

possess with the capacitance of activity against microbial cell constituents resulting in cellular disruption and 

function accordingly. Monolaurin along with other desirable fatty acids has an immense role in deactivation and 

alteration process of existing bacterial pathogens in particularly S mutans which play a significant role in early 

childhood caries.[28] Lavine et al in his studies has detailed that the lauric acid in coconut oil has definitive 

antimicrobial activity against Streptococcus mutans which appeared to be higher than that of chlorhexidine which 

appeared to be higher than chlorhexidine.[29] Kaushik et al also made significant contributions through their studies 

stating that virgin coconut oil causes rapid and highly significant reduction in growth of S.mutans thereby 

displaying its antibacterial potentials.[30]C Candida is one of the most common commensal of the oral cavity which 

appears to range to about 20-40% in healthy oral cavity. Apart from this coconut oil has also been estimated to have 

considerable activity against Candida species which also defines its antifungal effect. Ghasempour et al have stated 

through his studies that C. albicans  can at ease combine and interact resulting in dissolution of hydroxyapatite 

crystals thereby rendering nearly 20 fold reactivity rates making it an ideal antifungal agent.[31]Tjin etal has clearly 

specified that  the caproic acid present in virgin coconut oil has well defined static effects against candidal species in 

addition to the presence of lauric acid.[32] Chiaw etal in his experimental studies have determined that Capric acid 

present in virgin coconut oil possess substantially evident anitiviral  and anti fungal properties against oral 

pathogens thereby preventing their adhesion.[33] These antibacterial and antifungal effects of virgin coconut oil is 

mainly enhanced due to the monolaurin and lauric acid content within it which results in alteration of bacterial cell 

wall contents thereby causing active disruption and inactivation of bacterial cell wall components along with 

inhibition of candidal species and restricting their unwarranted growth within the oral cavity. 

 

STORAGE MEDIUM 

Coconut water forms the liquid endosperm of coconut drupe. This water is highly supplemented with pooling of 

several essential vitamins, nutrients and amino acids. Coconut water is cohesively considered as one of the most 

substantial hydrolyzing constituent which is supplemented with all the required nutrients. However studies 

conducted by Gopikrishna et al. on coconut water has definitely claimed the fact that it continues to serve as an ideal 

storage medium which has highest potential in maintaining the viability of periodontal ligament cells in par with 

other available storage medias.[34]Coconut water has been studied thoroughly on its highly efficient nature 

regarding the comparable osmolality, composition and easy acceptance and predominant ability for the 

maintenanceof viability of periodontal ligament which makes it to be considered as an ideal storage medium for 

avulsed teeth.[35] However the main disadvantage regarding the consideration of coconut water as an ideal medium 

for avulsion wasthat Moreira-Neto et al observed that coconut water which had an acidic pH of 4.1 was undeniably 

claimed to cause devastating and deleterious effects on persistent metabolism of cells and hence stated that coconut 

water has comparatively moderate capacitance in maintaining periodontal cell viability when in comparison to 

milk.[36] 

 

ORAL HEALTH ENHANCEMENT IN CHILDREN WITH AUTISM 

Oral health care needs have always been prime concern for children, however the concern still appears to be more 

consistent and demandable in those with special health care needs. Research studies conducted on the efficiency of 

available agents of coconut oil and palm kernel oil have been identified to reasonably prevent and maintain the oral 

health of children with special health care needs.[37]Studies conducted by Thaweboon et al has established the fact 

that coconut oil has  high rate of inhibition against Streptococcus mutans and has thus found extend its high oral 

health care maintanence rate in children with special health care needs when in comparison to corn oil, palm oil, 

bran oil, sunflower oil and sesame oil.[38] 

 

VIRGIN COCONUT OIL AS MOUTHWASH 

The requisites of an ideal plaque agent regarding its justifiable and systematic daily utilization in children were that 

it should not cause any unwanted interference with normal persistent biota of the oral environment, should be 
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compatible to the oral mucosa in relation to the expected primary concerns that it should be ideally non irritant and 

non toxic if devoured by children along with being sugarless and non alcohol containing constituent.[38] Peedikayil 

et al. in his experimental in study critically compared the existent antibacterial activity of chlorehexidine and coconut 

oil against Streptococcus mutans and concluded that coconut oil can be ideally utilized as a swishing mouth wash 

agent as it reduced the Streptococcus mutans count in ratio comparable to that of chlorhexidine. [39] 

 

TRADITIONAL OIL PULLING 

The practice of oil pulling is a traditional treatment modality evolved in Ayurvedic treatment practice involving the 

method of cleansing the oral cavity with a tablespoon of coconut oil for a period of twenty minutes. After 20 minutes 

of complete swishing of the oral cavity with coconut oil the patient is then advised to expectorate the oil and brush 

accordingly.Due to the swishing motion within the oral cavity, it prevents accumulation of any food debris or 

microorganisms around the teeth, gingiva and other associated oral structures as in due to the created inverted 

pressure within the oral cavity.[40] 

 

CONCLUSION 

 
Dental diseases have always been a serious concern, though there exists large number of synthetically synthesized 

products these still possess side effects of toxicity to surrounding tissues. Traditional medicine seems to be one of the 

most affordable emerging treatment trends as it seems to find a validated solution which appears to be non-toxic to 

both surrounding tissues as well as environment. Cocos Nucifera is a common tropical tree found in Indian sub-

continent which has  already been proven to provide ultimate medicinal uses along with substantiated and beneficial 

health effects. Cocos nucifera presents with highly appreciable health benefits and it is high biocompatibility thereby 

requires the need for more research and analytical studies on its avid applications in dentistry and the need for 

procurement of more dental products with the alternative and superficial beneficial effects of coconut. 
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Table 1. Scientific Classification.[18] 

Kingdom Plantae 

Phylum Magnoliophyta 

Class Liliopsida 

Subclass Arecidae 

Order Arecales 

Family Arecaceae 

Genus Cocos 

Subject Cocos nucifera Linnaeus 

 
Table 2. Local Names.[19] 

 
 

 

 

 

 

 
APPLICATIONS IN MEDICINE.[26] 

PARTS OF 

COCONUT 
PREPARATION MEDICINAL USES 

Coconut shell 

Tea Diarrhea, Amenorrhea, Venereal diseases 

Extract 
Antipyretic, kidney inflammation, gonorrhea treatment, Urogenital 

inflammation 

Cream Amenorrhea, dysmenorrhea, Diabetes, Asthma, Abscesses, Dermatitis 

Root Tea Diarrhoea 

Coconut Pulp 

Oil Antipyretic, diarrhea, hair loss, wound healing 

Milk Diarrhoea, NSAID associated antiulcer 

Pulp Relief to rashes caused by HIV-AIDS 

Water Fever, Malaria, Renal diseases, changes in the menstrual cycle 

 

Bengali narikel 

English coconut palm,coconut 

French coco 

German kokospalme 

Indonesian kelapa 

Italian cocco 

Tamil (tennai-maram 
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We have successfully synthesized novel mixed ligand precursor, PSCH2–L′H2, supported on polystyrene 

resin, along with their coordination complexes involving Mo(VI), Ni(II), and U(VI). The PSCH2–L′H2 

compounds were prepared by reacting chloromethylated polystyrene crosslinked with 

divinylbenzene(PSCH2–Cl) with ligand precusor (L′H2) derived from propylenediamine, 3-

formylsalicylic acid and acetylacetone. Subsequently, the coordination complexes were formed by 

reacting PSCH2–L′H2 with the respective metal salts in dimethylformamide. Characterization of these 

compounds was conducted using elemental analyses, infrared spectroscopy (IR), diffused reflectance 

spectroscopy, and magnetic susceptibility measurements. The observed shifts in the vibrational 

frequencies of the C–O (phenolic), C=N (azomethine), and C–O (enolic) groups suggest the NNOO donor 

behavior exhibited by PSCH2–L′H2. Specifically, the polystyrene-supported Ni(II) complex adopts a 

square planar geometry, while the MoO2(VI) and UO2(VI) complexes adopt octahedral geometries. 

Importantly, all the synthesized PSCH2–L′M complexes (where M = MoO2, Ni, and UO2) exhibit 

diamagnetic properties. The catalytic activities of these heterogeneous complexes were investigated for 

the decomposition of hydrogen peroxide. Ni(II) and Mo(VI) complexes were found to be effective in the 

catalytic decomposition of hydrogen peroxide. 

 

Keywords: Polymer support, Chloromethylated Polystyrene, metal complexes, mixed Schiff base, 

diffused reflectance spectra, catalytic activity 
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INTRODUCTION 

 
The immobilization of transition metal ions onto polymer supports presents an efficient pathway for the synthesis of 

immobilized coordination complexes, a versatile class of materials with a multitude of practical applications. These 

chelating resins find wide-ranging utility in diverse fields, including catalysis[1–4]. For instance, the employment of 

Fe(III) anchored to a polystyrene-supported complex has demonstrated remarkable efficacy in facilitating the 

epoxidation of cis-cyclooctene and styrene in the presence of tert-butylhydroperoxide, exemplifying their 

significance as catalysts. Moreover, they have been crucial in the area of metal ion separation processes[5–8]. 

Notably, chelating polystyrene divinylbenzene-based resins incorporating quinaldinic acid amide groups have 

proven invaluable in the quantitative separation of Pd(II) and Pt(IV) ions. Additionally, these resins have made 

substantial contributions to the field of chromatography[9–11]. For instance, the utilization of immobilized Pd(II) on 

phosphine sulfide-derivatized polystyrene serves as an effective chromatographic material for selectively adsorbing 

amino acids. Given that the stability of coordination compounds is known to enhance with an increasing number of 

chelate rings, there is a compelling interest in the immobilization of multidentate ligands within polymer matrices.  

 

The synthesis of crosslinked polystyrene-bound tetradentate ligands, including but not limited to 

iminobis(propylenesalicylideneimine)[12,13],tetrathiol[14],2,2'-[diimino-1,2-ethane-diylbis(1,2[ethanediylnitrilometh 

ylidyne)]di-phenol[15],salen[16],tetraazomacrocyclics[17,18],andN,N'-ethylenemono(3-carboxysalicylideneimine) 

mono(salicylideneimine)[19], has been explored to address this intriguing research endeavor This chapter explores 

the process of immobilizing mixed Schiff bases, specifically PSCH2–L′H2(I), synthesized from propylenediamine, 3-

formylsalicylic acid and acetylacetone onto a polystyrene matrix. These immobilized mixed Schiff bases on 

polystyrene serve as a platform for the fabrication of polystyrene-supported coordination complexes encompassing 

dioxomolybdenum(VI), nickel(II), and dioxouranium(VI). Further the immobilized complexes act as effective catalyst 

for the decomposition of hydrogen peroxide. 

 
EXPERIMENTAL 
Materials 

We employed chloromethylated polystyrene cross-linked with 1% divinylbenzene beads (PS-Cl), sourced from 

Sigma Chemical Co. (USA), with a chlorine content of approximately 1.17 mmol per gram. For our syntheses, we also 

utilized nickel acetate tetrahydrate, dioxouranium(VI) acetate tetrahydrate,  30% hydrogen peroxide, acetylacetone, 

and propylenediamine from CDH. The synthesis of bis(acetylacetonato)dioxomolybdenum(VI) followed the 

procedure outlined by G. J. Chen, J. W. McDonald, and W. E. Newton. Furthermore, the preparation of 3-formyl 

salicylic acid was based on the method reported by J.C. Duff. All solvents employed underwent drying using 

molecular sieves prior to use. 

  

Analytical Procedures and Physical Assessments 

The analysis of metal content and the examination of FTIR and diffused reflectance spectra for the coordination 

complexes anchored to polystyrene were conducted following the methodologies detailed in our previously 

published works5. 

 

 

Preparation of Ligand Precursor, L′H2(I) 

An ethanolic solution consisting of 3-formylsalicylic acid (2.32 g, 20 mmol) in 30 ml of ethanol was combined with 

another ethanolic solution containing acetylacetone (2.0 g, 20 mmol) in 30 ml of ethanol. This mixture was carefully 
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placed in an ice bath for 30 minutes. Subsequently, an ethanolic solution of propylenediamine (1.48 g, 20 mmol) was 

gradually introduced into the aforementioned mixture with continuous stirring. The resulting blend was then heated 

under reflux for 45 minutes and subsequently cooled in an ice bath. Yellow precipitates formed and were separated 

by suction filtration, followed by multiple washes with ethanol. The isolated precipitates were ultimately dried 

under vacuum conditions at room temperature, yielding an 80% product 

 

Preparation of Polystyrene-anchored ligand, PSCH2–L′H2(I)  

Chloromethylated polystyrene (2.0 g) was suspended in 30 ml of DMF for a duration of 45 minutes. Following this, a 

DMF solution (60 ml) containing L′H2 (1.72 g, 5.64 mmol) was introduced into the suspension. The ensuing mixture 

was heated under reflux for a period of 8 hours, with continuous magnetic stirring, in the presence of ethyl acetate 

(100 ml) and triethylamine (3 ml). After completion of the reflux, the mixture was allowed to cool to room 

temperature. The resulting yellow-colored products were isolated through suction filtration, subjected to thorough 

washing with DMF, ethyl acetate, ethanol, methanol, and petroleum ether, and finally, dried under vacuum 

conditions at room temperature. 

 

Procedure for Preparing Polystyrene-Supported Ni(II) and UO2(VI) Complexes 

1.0 g of polystyrene-anchored ligande(I) was suspended in 25 ml of DMF for a period of 1 hour. Following this 

suspension, an appropriate metal acetate (1.88 mmol) in DMF solution (50-80 ml) was introduced. The resulting 

mixture underwent reflux for 8 hours under constant magnetic stirring. After cooling to room temperature, the 

products were separated by suction filtration and thoroughly washed with DMF, methanol, ethanol and acetone 

multiple times. The compounds were subsequently dried using the aforementioned procedure. 

 

Procedure for Preparation of Polystyrene-Supported MoO2(VI) Complexes 

1.0 g of polystyrene-anchored ligand, I, equivalent to 0.94 mmol, was introduced into a 30 ml DMF suspension, 

allowing it to stand for 1 hour. Subsequently, a DMF solution (50 ml) containing bis (acetylacetonato) 

dioxomolybdenum(0.62 g, 1.88 mmol) was carefully added to the suspension. The mixture was subjected to reflux for 

a duration of 5 hours under constant magnetic stirring and then gradually cooled to room temperature. The resulting 

compounds were isolated via suction filtration and meticulously cleansed with DMF, ethanol, methanol and acetone. 

The compounds were then subjected to the aforementioned drying procedure 

 

RESULTS AND DISCUSSION 

 
The synthesis of polystyrene-anchored ligand (I) involved the reaction between chloromethylated polystyrene 

(PSCH2–Cl) and mixed Schiff base (L′H2) at a ratio of 1:3, respectively, within a DMF medium. The reaction was 

allowed to proceed for a duration of 8 hours, maintaining the PSCH2–Cl to Schiff base ratio at 1:3 When the reaction 

time fell below 8 hours or when the ratio kept 1<3, the resulting polystyrene-anchored Schiff bases consistently 

retained unreacted CH2Cl groups. Notably, this polystyrene-anchored ligand exhibit insolubility in both aqueous 

and non-aqueous solvents. Nevertheless, they exhibit substantial swelling behavior when exposed to DMF. For this 

investigation, DMF was selected as the solvent of choice due to its elevated dielectric constant and its capacity to 

dissolve a wide array of metal salts and metal complexes We choose chloromethylated polystyrene cross linked with 

only 1% divinylbenzene for this study because a higher degree of cross linking can diminish the metal-binding 

capacity of I. Chloromethylated polystyrene (PSCH2–Cl) exhibits a white color, while the resulting Schiff base (I) is 

pale yellow. During the course of the reaction, the white color of PSCH2–Cl gradually transitions to pale yellow. 

Remarkably, the color of the polystyrene-anchored Schiff bases remains consistent, showing no observable change 

even after extensive washing with DMF, ethyl acetate, ethanol, and methanol.The synthesis of polystyrene-anchored 

Schiff bases (PSCH2–L′H2) (I) and their subsequent coordination compounds is presented in accordance with 

Scheme 1. 
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The syntheses of polystyrene-anchored coordination complexes were conducted using a 1:2 molar ratio of 

polystyrene-anchored ligand to metal salt/metal complex. The resulting polystyrene-anchored coordination 

complexes exhibit various colors, including yellow-green, yellow, or orange, depending on the specific metal salts 

employed. Notably, the coloration of these compounds remains unaffected even after undergoing extensive washing 

procedures involving DMF, ethanol, methanol, and acetone. Characterized by a 1:1 metal-to-ligand stoichiometry (as 

outlined in Table 1), these polystyrene-anchored coordination complexes display a variable percent reaction 

conversion ranging from 37.9% to 92.5% (see Table 1). Interestingly, there appears to be no discernible correlation 

between the percent reaction conversion and the size of the metal ion. The metal binding capacity of the resins 

ranges from 0.26 mmol to 0.67 mmol of metal per gram of resin (as detailed in Table 1). Importantly, the metal ions 

within the polystyrene-anchored complexes can be easily stripped away using dilute acid treatments. The infrared 

spectra of polystyrene-anchored ligand (PSCH2–L′H2(I) and their respective coordination complexes are 

documented in Table 2. In the case of 3-formylsalicylic acid, a characteristic (C=O)(COOH) stretch20 appears at 1660 

cm–1. For L′H2, this particular band emerges at 1670 cm–1. However, upon the formation of PSCH2–L′H2, two new 

bands at 1730 and 1640 cm–1, respectively, manifest themselves. The former band corresponds to (C=O)(ester), 

while the latter can be attributed to (C=N)(azomethine) and/or (C=O)(ketone) vibrations from the acetylacetone 

moiety. Notably, the positive shift of the band from 1670 to 1730 cm–1 signifies the establishment of a covalent bond 

between PSCH2–Cl and L′H2. In the case of the polystyrene-anchored coordination complexes, a band at 

approximately 1730 cm–1 is observed, indicating the absence of (C=O)(ester) from I. However, the band located at 

1630 cm–1 within I exhibits a noticeable downward shift in energy by approximately 15–25 cm–1 upon coordination. 

This negative shift signifies the active participation of the azomethine N atom in the coordination process. 

Furthermore, it is evident that PSCH2–L′H2 primarily exist in the keto form, as indicated by the disappearance of the 

(C=O) stretch characteristic of I upon complexation. Additionally, the coordination compounds manifest a novel 

band within the range of 1220–1230 cm–1, attributed to the (C–O)(enolic) stretch.  

 

The presence of this band unequivocally suggests that a tautomeric shift occurs in I upon complexation. Moreover, 

the (C–O)(phenolic) stretch, originally at 1530 cm–1 in I, undergoes a minor upward shift of ≤10 cm–1 in the 

coordination complexes. This positive shift implies the active involvement of the phenolic oxygen atom in 

coordination. Notably, the infrared data dismisses the possibility of a dimetallic structure, as the (C–O)(phenolic) 

stretch would be expected to shift to higher energy by >10 cm–1 in such cases. Furthermore, the absence of (O–H) 

signals in the coordination complexes suggests the deprotonation of the phenolic hydroxyl group. These findings 

collectively support the ONNO donor behavior exhibited by the polystyrene-supported ligand. The polystyrene-

anchored dioxo-uranium(VI) complexes exhibit a prominent band at 905 cm–1, which can be attributed to the 

asy(O=U=O) stretch, indicative of the trans-UO2 structural configuration(II). The force constant values (fU–O) 

within the range of 6.66–6.81 mdyn/Å align closely with the reported range (6.58–7.03 mdyn/Å) commonly observed 

for dioxouranium(VI) complexes. The U–O bond distance (RU–O) measures at 1.74 Å, a value well within the typical 

range (1.60–1.92 Å) associated with dioxouranium(VI) complexes[22]. For the dioxo-molybdenum(VI) compounds, 

distinctive sy(O=Mo=O) and asy(O=Mo=O) stretches are evident at 915 cm–1 and 935 cm–1, respectively. These 
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bands fall within the customary ranges of 892–964 and 840–925 cm–1, respectively, often observed for MoO2(VI) 

coordination complexes[22]. The IR data convincingly support the presence of the cis-MoO2 structure (III), as these 

compounds do not exhibit characteristics associated with oligomeric structures featuring •••Mo=O•••Mo=O••• 

interactions. The absence of such oligomeric structures is attributed to the polymer backbone, which occupies the 

space between adjacent metal centers in the polystyrene-anchored coordination complexes. The diffused reflectance 

spectroscopic data for the polystyrene-anchored coordination complexes have been meticulously tabulated in Table 

2. In the case of polystyrene-anchored nickel(II) complexes, two distinctive bands emerge at 20110 cm–1 (2) and 

24810 cm–1 (3). These bands correspond to the 1A1g 1A2g and 1A1g 1B1g transitions, respectively, within a 

square planar geometry (IV)[23]. Additionally, a relatively weaker band at 12560 cm–1 (1) is observed, which can be 

attributed to the spin-forbidden 1A1g 3A2g transition[23]. 

 
CATALYTIC ACTIVITY 

The catalytic activity of the polymer bound metal complexes were evaluated for the decomposition of H2O2. Out of 

three complexes, the catalytic activity decreased in the order: nickel(II) > dioxomolybdenum(VI) > dioxouranium(VI). 

The variation in reactivity may be explained by their coordination geometry. In case of dioxomolybdenum(VI), the 

accessibility of H2O2 to their coordination site is less, making its catalytic activity much less. The catalytic 

decomposition of hydrogen peroxide by polymer supported complexes can be schematically represented as 

 

CONCLUSION 

 
Polystyrene-supported MoO2(VI), Ni(II), and UO2(VI) complexes have been synthesized and finally characterized by 

different spectroscopic techniques. Ni complex exhibits square planar geometry, while the molybedenum and 

uranium complexes were found to have octahedral geometries. Magnetic data reveals that all the complexes exhibit 

diamagnetic properties. The catalytic activities of these complexes shows that, Ni and Mo complexes were effective 

in the catalytic decomposition of hydrogen peroxide and follow the order: Ni(II)>MoO2(VI)>UO2(VI). 
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Table1. Characteristics and Analytical Information for Coordination Complexes Immobilized on 

Polystyrene 

Polystyrene-anchored 

Complexes 
Colour  

Found(Ca lcd. )  

(%)  

Metal-binding capacity 

(10–2) (mmol/g of resin) 

Percent  

conversion  

PSCH2–L ′ Ni  
Yel lowish 

green  

3 .8  

(4 .20)  
66 .5  92 .5  

PSCH 2 –L ′ MoO 2  Yel low  
2 .6  

(6 .57)  
26 .1  37 .9  

PSCH2–L ′ UO 2  Orange 
11 .8  

(14 .76)  
48 .6  77 .9  

 

Table 2. Infrared and Diffused Reflectance Spectroscopic Analyses of Polystyrene-Anchored Ligand 

and Its Complexes 

Polystyrene-anchored 

ligand/complexes 
(C=N) 

(C–O) 

(phenolic) 

(C–O) 

(enolic) 

sy 

(O=M=O) 

asy 

(O=M=O) 

max 

(cm1) 

PSCH2–L′ H2 1630 1530     

PSCH2–L′ Ni 1615 1540 1220   

1 2 5 6 0  

20110 

2 4 8 1 0  

PSCH2–L′ MoO2 1605 1535 1220 915 935  

PSCH2–L′ UO2 1610 1540 1230  905  
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The decision-making process is used to choose the best solutions based on a variety of criteria for the 

specific problem. Medical diagnosis is the process of determining a patient's illness or condition based on 

disease symptoms or indications. In two sets of criteria and alternatives in this research, the number of 

kids with the illness and the number of kids with signs are mentioned. By combining the two sets of 

criteria and alternatives with the calculated CRITIC (Criteria Importance Through Inter-Criteria 

Correlation) weight, the fuzzy ELECTRE I (Elimination and Choice Translating Reality) method is used 

to determine the priority of the child's selection for treatment. Using a modified version of Chang's 

method, the minimum degree of possibility for each criterion over the other for combining the sets is 

determined. Also, the comparison analysis shows that the more trustworthy and accurate diagnostic 

approach is the one where the fuzzy concordance selects the maximum weight qualifier. Using the 

aforementioned two sets of criteria and diseases, this study provides indication and determines that a 

certain child is affected by a particular disease with a different symptom. 

 

Keywords:  Fuzzy ELECTRE I, Fuzzy modified Chang’s, Fuzzy Concordance, Degree of possibility. 

 

 

 

ABSTRACT 

 

 RESEARCH ARTICLE 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69655 

 

   

 

 

INTRODUCTION 

 
The decision-making process is used to pick the best solution based on a variety of criteria for the specific problem. 

Medical diagnosis refers to the manner of determining a patient's ailment or condition through the signs or 

indicators of the disease. The Fuzzy ELECTRE I (Elimination and Choice Translating Reality) method is used in this 

paper to combine two sets of criteria and alternatives with the obtained CRITIC weight in order to determine the 

priority of the kid's selection for treatment. With regard to the number of children, diseases, and diseases with 

symptoms utilizing linguistic variables, two sets of criteria and alternatives are provided. We used a multi-criteria 

decision-making (MCDM) process as our access. MCDM is used to address risk assessment situations with 

numerous criteria in order to determine the best alternatives. AHP (Satty 1980), PROMETHEE (Brans et al. 1986), 

TOPSIS (Hwang and Yoon 1981), and VIKOR (Opricovic and Tzeng 2004) are often used to solve MCDM. Since 

Bellman and Zadeh initially proposed fuzzy decision-making in 1970, it has developed into an exciting field of 

research for practitioners. A serious outranking method is used for a rate at a set of options in the ELECTRE method, 

and its derivatives play a key and significant role in this class of MCDM approaches. The ELECTRE method and its 

derivatives play a key and significant role in this class of MCDM approaches. The ELECTRE method was first 

proposed by Benayoun et al. in 1966. Later, it was known as ELECTRE I. Many iterations of ELECTRE I, II, III, IV, 

and TRI. Hatami-Marbini and Tavana proposed an alternative fuzzy outranking method in 2011 by expanding the 

ELECTRE I strategy to take into account the vague, ambiguous, and linguistic assessments provided by a group of 

decision makers [9]. For the purpose of choosing a supplier to aid in an organisation's efforts to construct strategies 

and a supply chain, Sevkli developed the fuzzy ELECTRE technique [11]. A fuzzy ELECTRE application was created 

by Asghari et al. to evaluate five distinct mobile payment models according to seven different criteria [1]. Kheirkhah 

and Dehghani use the fuzzy ELECTRE approach to assess the quality of public transportation [10]. By utilising the 

ELECTRE I approach for Atanassov's intuitionistic fuzzy sets model, Xu and Shen created a method for MCDM 

issues [12]. In medical diagnosis, Adlassning KP represented fuzzy set theory [2]. In their method of medical 

diagnosis, Akram et al. used bipolar fuzzy TOPSIS and bipolar fuzzy ELECTRE I [3]. Fuzzy soft set theory applied to 

medical diagnosis using fuzzy arithmetic operations represents Celik Y Yamak S [5]. In order to conduct a study 

based on the Fuzzy ELECTRE method and evaluate the service quality of three international airports in the Sicilia 

region, Chen and Xu integrated the ELECTRE II approach with imprecise fuzzy logic [8]. Fuzzy ELECTRE I is a 

method developed by Aytac E for assessing catering company alternatives [4]. They then provided specific 

recommendations. Chang proposed a method that makes use of triangular fuzzy numbers for the fuzzy AHP pair-

wise comparison scale and extent analysis for the pair-wise comparisons of synthetic extent values [6,7]. Medical 

diagnosis is the process of determining an illness based on its indicators and symptoms. Numerous theories related 

to medical diagnosis have been proposed in the past, including rough set theory (Paszek and Wakulicz Deja 2007), 

SST (Celik and Yamak 2013), and fuzzy set theory (Adlassning 1986). Using MCDM approaches, Children’s medical 

data can be evaluated in a diagnostic medical system. We present some medical diagnosis applications that use fuzzy 

ELECTRE I with a modified Chang's method in this paper. We then used them in real-life scenarios. These suggested 

techniques indicate the effectiveness and feasibility of the diagnostic process. 
 

Methodology for ELECTRE I 

Assume an MCDM situation where the alternatives are {𝒦1 ,𝒦2,… ,𝒦𝑚  }and the criterion set is 

{𝒜1,𝒜2, … ,𝒜𝑙}.Consider a decision maker is in authority of evaluating l alternatives 𝐴𝑖 ,i=1,2,...,l under each of k 

attributes, 𝒦𝑗 ,j=1,2,<,m.m attributes are chosen based on the inquiry of Decision Makers. Suppose that the weights 

given to the criterion are also fuzzier than the appropriateness ratings given to each alternative with regard to the m- 

criteria. 

(i) Each alternative is evaluated with respect to k criteria. A decision matrix is constructed when all the values 

assigned to the alternatives in relation to each criterion are combined. 

  𝒳 = [𝑥𝑖𝑗 ]𝑙×𝑚=  

𝑥11 , 𝑥12 ⋯ 𝑥1𝑚

⋮ ⋱ ⋮
𝑥𝑙1, 𝑥𝑙2 ⋯ 𝑥𝑙𝑚

      (1) 
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(ii)The weights are assigned by applying the CRITIC method to each criterion and also satisfying the condition of 

normality. 

 (iii)The decision matrix to weight vector is multiplied as described above to generate a fuzzy weight decision matrix. 

𝒳⊗𝒲 = [𝜔𝑖𝑗 ] 𝑙×𝑚=  

𝜔11 ⋯ 𝜔1𝑚

⋮ ⋱ ⋮
𝜔𝑙1 ⋯ 𝜔𝑙𝑚

     (2) 

 (iv)Since alternative evaluations are expressed using fuzzy sets, component priority impacts way concordance is 

defined. The concordance sets are now defined. 

 The fuzzy concordance indices are calculated as follow  𝒞𝑎𝑏  =  𝑤𝑗𝑗∈𝑎𝑏 .As a result, the fuzzy concordance matrix can 

be formed using the following method. 

𝒞 = 

− 𝑐12 ⋯ 𝑐1𝑟

⋮ ⋱ ⋮
𝑐𝑟1  ⋯ −

       (3) 

𝒜’s is the aggregate of all components in each row and 𝒦’s are aggregate of all components in each column. 𝒜’s,𝒦’s 

and  𝒜𝑖 =  𝒦𝑖 . ( 𝒜′𝑠  𝒦′𝑠) have to be considered for future evaluate of modified Chang’s method  

(v)  After slight modifications of the limits in the Chang’s method, we will have to select the minimum possibilities of 

the normalized weight vectors as follows. 

(vi) The value of fuzzy synthetic extent with respect to the 𝑖𝑡  object is represented as,𝒜𝑖=  𝐶𝑔𝑖
𝑗𝑚

𝑗=1 ⊗[  𝐶𝑔𝑖
𝑚
𝑗=1

𝑛
𝑖=1 ]−1 

in vertical manner and fuzzy addition operation of m extent analysis values can be performed particular matrix such 

that  𝐶𝑔𝑖
𝑗𝑚

𝑗=1  = ( 𝛼𝑗
𝑚
𝑗=1 ,  𝛽𝑗

𝑚
𝑗=1 , 𝛾𝑗

𝑚
𝑗=1 ) to obtain  𝐶𝑔𝑖

𝑗𝑚
𝑗=1 (j= 1,2,<,m) values such that    𝐶𝑔𝑖

𝑗𝑚
𝑗=1

𝑛
𝑖=1  = ( 𝛼𝑖

𝑛
𝑖=1 , 

 𝛽𝑖
𝑛
𝑖=1 , 𝛾𝑖

𝑛
𝑖=1 ) are performed to obtain  [  𝐶𝑔𝑖

𝑗𝑚
𝑗=1

𝑛
𝑖=1 ] −1, the inverse of the 𝒜𝑖determined vector can be expressed as 

follows. 

[  𝐶𝑔𝑖
𝑚
𝑗=1

𝑛
𝑖=1 ]−1 = (

1

 𝛼𝑖
𝑛
𝑖=1 )

,
1

 𝛽𝑖
𝑛
𝑖=1

,
1

 𝛾𝑖
𝑛
𝑖=1

)    (4) 

(vii) The degree of possibility of 𝒜2 = (𝛼2,𝛽2 , 𝛾2)≥  𝒜1 = (𝛼1 ,𝛽1 , 𝛾1) is defined as    E(𝒜2 ≥ 𝒜1)= 𝑠𝑢𝑝𝑦≥𝑥  [min𝜇𝑎1
(x) 

,𝜇𝑎2
(y)]. When a pair (x,y) exists such that y≥x and 𝜇𝑎1

(x) = 𝜇𝑎2
(y),then we have E(𝒜2 ≥ 𝒜1) = 1. Since 𝒜1and 𝒜2  are 

convex fuzzy numbers. We have that E(𝒜2 ≥ 𝒜1) = 1 iff 𝒶2 ≥ 𝒶1,E(𝒜2 ≥ 𝒜1) = hgt (𝑎1 ∩ 𝑎2) = 𝜇𝑎2
(d).Where d is the 

ordinate of the highest point where𝜇𝑎1
(d) and 𝜇𝑎1

(d). Additionally, the equivalent form of theafore mentioned 

equation is as follows. 

E(𝒜2 ≥ 𝒜1) = hgt (𝒜1 ∩𝒜2) = 𝜇𝑎2
(d). 

= 

1,                                                                    𝑖𝑓 𝛽2 ≥ 𝛽1

0,                                                                     𝑖𝑓 𝛼1 ≥ 𝛾2
𝛼1+𝛾2

 𝛽2+𝛾2 +(𝛽1+𝛼1)
 ,                                             𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

    (5) 

(viii)The degree possibility for an 𝑖𝑡  convex fuzzy number to be higher than k convex fuzzy 

numbers𝒜𝑖(i=1,2,<,k)can be defined from acquiring k(k =1,2,<,n)convex fuzzy numbers. E(𝒜𝑖 ≥ 𝒜𝑘) = E(𝒜𝑖 ≥ 𝒜1) 

and E(𝒜𝑖 ≥ 𝒜2)< E(𝒜𝑖 ≥ 𝒜𝑘)= E(𝒜𝑖 ≥ 𝒜1𝒜2,𝒜3,…,𝒜𝑘 ) with i≠k = minv(𝒜𝑘 ≥ 𝒜𝑖)   

  

Assume that 𝑒′(𝒜𝑖) = min (𝒜𝑖 ≥ 𝒜𝑘 ) ; for k =1,2,<,n; k≠i.  (6) 

The weight vector is given by 𝑤1=(𝑒′ 𝒜1 , 𝑒
′ 𝒜2 , 𝑒

′ 𝒜3 ,… . , 𝑒′ 𝒜𝑛 )
𝑇 . Where 𝒜𝑖(i=1,2,<,n) are n elements. 

(ix) The normalized weight vectors are obtained by normalizing 

𝓌 = (e(𝒜1), e(𝒜2),… , e(𝒜𝑛))𝑇 . Where is 𝓌a nonfuzzy number that indicates the preference of one alternative or set 

of qualities over another. So, we are left with the basic weight vector-based fuzzy decision model. 

(x) Similarly, we follow the step in horizontal manner using (vi),(vii),(viii) for   

 𝒦𝑖=  𝐶𝑔𝑖
𝑗𝑚

𝑗=1 ⊗[  𝐶𝑔𝑖
𝑚
𝑗=1

𝑛
𝑖=1 ]−1also.     (7) 

(xi) Add up the relative importance of the various decision-making factors to get an overall assessment of the 

choices. The best option is ultimately determined by the alternative with the largest weight. 

In this study, we demonstrate the use of fuzzy ELECTRE I with the Modified Chang's approach in the context of 

medical diagnostics. After that, we applied them in real-life situations. These suggested methods demonstrate the 

value and applicability of the diagnostic process. 
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Numerical Example 

Kids admitted to the hospital with different diseases have symptoms of the disease. Every child is monitored for 

diseases such as 𝒜1= pertussis, 𝒜2= sinusitis, 𝒜3 = pneumonia, 𝒜4 =diarrhea, with symptoms such as 𝜁1= fever,𝜁2= 

cough,𝜁3= headache, 𝜁4 = body pain, and𝜁5= vomiting. Every child has to be associated with five symptoms, and 

every symptom has to be associated with four diseases. Every association is calculated using linguistic variables. Our 

problem is to propose that the children have been affected by a particular disease.  Consider the MCDM problem, 

where a set of alternatives𝒜1,𝒜2,𝒜3,𝒜4, and a set of criteria 𝒦1,𝒦2,𝒦3,𝒦4.. Where alternatives 𝒜1= 

pertussis, 𝒜2 =sinusitis, 𝒜3=pneumonia, 𝒜4 = diarrhea, and criteria 𝒦1 =kid 1, 𝒦2 = kid 2,𝒦3 = kid 3, and𝒦4= kid 4. 

The above problem can be solved by using fuzzy ELETCRE I with Modified Chang’s method in fuzzy set theory. 

The normalizing values of the fuzzy for the children are described in the following part of Table 2. Weight is 

determined using the CRITIC technique.  ((0.346,0.365,0.355), (0.191,0.205,0.211), (0.243,0.199,0.167), 

(0.219,0.228,0266)) The following table 3 provides the weighted fuzzy decision matrix. Using eqn (3), a fuzzy 

concordance set is utilized to arrive at the relationships between different alternatives that outrank one another. 

The minimum level of superiority of each criterion over the others is calculated. The fuzzy concordance of the criteria 

is improved as a result. 

(i.e) The degree of possibility using eqn (6)and (7) 

𝑒′(𝒜1) =min( 𝐴1 ≥ 𝐴2𝐴3𝐴4) = (1,1,0.499489) = 0.499489, 

𝑒′(𝒜2) = 0.361725,𝑒′(𝒜3) = 0.282952,𝑒′(𝒜4) =1 

𝑒′(𝒦1) = 0.50561,𝑒′(𝒦𝟐) = 0.505102,𝑒′(𝒦𝟑) =1, 𝑒′(𝒦4) = 0.492453 

The criteria’s normalized weight vector is calculated as 

𝑤𝒜= (0.20198,0.201785,0.39949,0.19673),  

𝑤𝒦= (0.23295,0.168697,0.131964,0.466384) 

 

CONCLUSION 
 

The fuzzy ELECTRE I with the Modified Chang's Method, a multiple-criteria decision-making technique, is 

introduced in this study. To demonstrate how simple and adaptable the suggested solution is to implement, a step-

by-step methodology is used. It was validated using real-world problems, and the answers were evaluated based on 

the technique. The difficulty of the aforementioned application is to ascertain, based on the symptoms of the 

condition, whether a specific kid is suffering from it. Any condition with similar symptoms in children may be 

treated using this method. The solution obtained by combining fuzzy ELECTRE I with Modified Chang's 

methodologies establishes the most effective method of evaluating the approaches' decision indicator correctness. 

We intend to integrate fuzzy ELECTRE II and fuzzy AHP MCDM approaches as part of our study's expanded focus. 
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Table 1:The linguistic values for the table below's linguistic variable. 

Linguistic Variables Linguistic Values Linguistic Variables Linguistic Values 

Mild(𝑀𝑖) (0,0.2,0.4) Severe(S) (0.8,09,1) 

Moderate Mild (𝑀𝑚 ) (0.2,0.4,0.6) Moderate Severe(𝑀𝑠) (0.7,0.8,0.9) 

Moderate Severe (𝑀𝑠) (0.4,0.6,0.8) Moderate(𝑀𝑜) (0.5,0.6,0.7) 

Severe(S) (0.6,0.8,1) Moderate Mild(𝑀𝑚 ) (0.3,0.4,0.5) 

Mild (𝑀𝑖) (0.1,0.2,0.3) 

Table 2:Normalized fuzzy decision matrix 

 𝓐𝟏 𝓐𝟐 𝓐𝟑 𝓐𝟒 

𝓚𝟏 (0.543,0.673,0.804) (0.667,0.833,1) (0.667,0.833,1) (0.571,0.690,0.809) 

𝓚𝟐 (0.608,0.760,0.913) (0.667,0.833,1) (0.691,0.833,0.976) (0.69,0.785,0.976) 

𝓚𝟑 (0.695,0.847,1) (0.690,0.833,0.881) (0.619,0.785,0.952) (0.667,0.833,1) 

𝓚𝟒 (0.543,0.673,0.804) (0.595,0.738,0.881) (0.642,0.785,0.923) (0.619,0.785,0.952) 

 

Table 3: Weighted fuzzy decision matrix 

 𝓐𝟏 𝓐𝟐 𝓐𝟑 𝓐𝟒 

𝓚𝟏 (0.188,0.246,0.286) (0.127,0.1717,0.211) (0.162,0.166,0.167) (0.125,0.157,0.215) 

𝓚𝟐 (0.210,0.278,0.3242) (0.127,0.171,0.210) (0.167,0.166,0.167) (0.151,0.179,0.259) 

𝓚𝟑 (0.241,0.310,0.355) (0.132,0.171,0.205) (0.150,0.156,0.159) (0.146,0.190,0.266) 

𝓚𝟒 (0.188,0.246,0.286) (0.113,0.151,0.185) (0.1561,0.156,0.155) (0.135,0.179,0.253) 

 

Table 4:Fuzzy Concordance sets 

 𝓐𝟏 𝓐𝟐 𝓐𝟑 𝓐𝟒 

𝓚𝟏 - (0.434,0.405,0.378) (0.434,0.405,0.378) (0.780,0.771,0.733) 

𝓚𝟐 (0.756,0.800,0.832) - (0.434,0.405,0.378) (1,1,1) 

𝓚𝟑 (0.756,0.800,0.832) (0.756,0.800,0.832) - (0.756,0.800,0.832) 

𝓚𝟒 (0.565,0.594,0.621) (0.219,0.228,0.266) (0.243,0.199,0.167) - 

 

Table 5: Ranking 

𝑤𝒜  𝑤𝒦 Ranking 

0.39949 0.466384 1 

0.20198 0.23295 2 

0.201785 0.168697 3 

0.19673 0.131964 4 
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Fig. 1: Decision maker Fig.  2: The stages of fuzzy ELECTRE I with modified 

Chang’s Method 

 
 

Fig.  3: value of𝒘𝓐 Fig. 4: value of 𝒘𝓚 

 
Fig 5:Decision indicator 
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Extensive application of herbicides in intensive agriculture contaminates the soil severely, resulting in 

adverse changes in soil structure, and microbial density and diversity. The soil is decontaminated by 

applying soil microbes, soil enzymes, micro algae, rhizospheres, macrophytes, nano particle-microbes, 

and earthworms. Fungi can degrade a wide range of herbicides owing of its low substrate specificity and 

are more potential degrader than bacteria. Bacterial consortia and fungi-bacterial consortia completely 

mineralize the herbicides through the synergistic use of metabolites as nutrient sources. Filamentous 

fungi allow bacteria to disperse along mycelia and thus improve herbicide degradation. The symbiotic 

species in consortia rarely release toxic metabolites. Microbial consortia degrade herbicide residues 

efficiently and fast.  Application of immobilization technology in microbial consortia improves herbicide 

remediation efficiency. Microbial consortium and nanoparticle-microbes are more potential methods for 

absolute remediation of herbicides. New fungal-bacteria consortia and combination of Cu, Fe, C 

nanoparticles with fungal-bacteria consortia and their remediation efficiency will be studied in future. 
 

Keywords: Herbicides, Remediation, Microbes, Consortia, Cometabolism, Rhizosphere, Macrophytes, 

Earthworms 
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INTRODUCTION 

 
Weed management by applying herbicides is an integrated part of modern agricultural practices for optimizing plant 

growth and crop yield. In 2021, global herbicide consumption reached 1732.3 thousand metric tons (~ 50%), whereas 

fungicides-bactericides and insecticides were used at 816.38 (~23%) and 757.54 (~21%) thousand metric tons 

respectively[1]. Glyphosate, the most intensively used herbicide, is applied at 600-750 thousand tons annually 

worldwide and is projected to reach 740-920 thousand tons annually by 2025[2]. For decades, atrazine is used 

extensively worldwide to control pre- and post-emergence grasses and broadleaf weeds. The use of dicamba in US 

agriculture rose from 36 x 105 kg in 2016 to 140 x 105 kg in 2019[3]. The root growth inhibiting pre-emergence 

herbicide, trifluralin, is used as much as 4400 tons annually worldwide for controlling annual grasses and broadleaf 

weeds in crops mainly cotton, alfalfa, and soybean[4]. Interestingly, about 1% of herbicides after application are 

utilized by plants and remaining 99% are accumulated in soil and surface water and contaminate it[5].  

 

This practice changes the soil microbial community negatively, enhances the production of toxic metabolites through 

partial biodegradation, and interferes with the biogeochemical cycle and fertility of the soil. Microbial degradation 

metabolites are persistent in soil and are accumulated and magnified in food chain[6]. Especially, non-target soil 

microbes are severely damaged via oxidative stress mechanism[6]. Foliar application of sulfonylurea decreases the 

abundance the fast-growing bacteria on winter wheat soil[7]. A High dose of either bensulfuron-methyl-butachlor or 

quinchlorac in paddy soil suppresses soil urease activity [8]. Soil urease activity can be affected by herbicide types, 

concentration and application time[9]. Preemergence herbicides are more harmful to soil than the post emergence 

herbicides due to absolute exposure to soil[10]. The objective of the study is to discuss the different bioremediation 

approaches, methods, and living organisms involved in the removal of herbicides from contaminated soil, as well as 

to find out clues for further study and recommendation.  

 

IN SITU AND EX SITU BIOREMEDIATION APPROACH 

 

In-situ bio remediation of herbicides is performed by, natural attenuation, bio stimulation, bio augmentation, bio 

sparging and rhizifiltration[11],[12],[13],[14],[15]. In this process the soil environment is modified by supplying 

various forms of rate-limiting nutrents and electron acceptors such as phosphorus, oxygen, nitrogen, carbon, etc. for 

the stimulation of the existing microbes to be capable of bioremediation[13].  The efficiency of the bioremediation of 

contaminated soils is multiplied by coupling bio augmentation and bio stimulation treatments[14]. Ex-situ 

bioremediation involves excavation of the contaminated soil and sediment or groundwater pumping. Land farming, 

composting, and bio piles are well accepted methods for herbicide bioremediation. The excavated contaminated soil, 

sediment, and sludge are spread over a prepared bed and are tillage periodically for aeration and mixing and the 

contaminants are decomposed[13].The land farming and composting techniques are combined in the biopiles, which are 

equipped with a piping system that permits the aeration of the piles of contaminated soil[16]. 

 

BIOREMEDIATION STRATEGIES 

Bioremediation strategies are the best technologies for herbicides removal from contaminated soil because of its 

transformation, degradation and mineralization with high efficacy. Microbial, enzymatic, phyto-, nano particle and 

vermin- remediation are more popular recently as eco-techs. Synergy of biological techniques with physical and 

chemical techniques maximizes the removal capacity and efficiency[17]. Microbial consortia degrade herbicides 

better than single species because of complementary metabolism among members[6]but any single species of the 

consortium of Comamonas testosteroni, Hyphomicrobium sulfonivorans and Variovorax spp. in biofilms in soil is not able 

to degrade linuron[18]. Glyphosate is degraded by microbial consortium containing 19 bacterial species and five 

fungal species[6]. Phenoxy herbicides are efficiently removed by phyto- and rhizo-remediation methods[19]. 

Microbial augmentation and bio-stimulation in contaminated soil improve decontamination. Introduction of omics-

based technologies promotes microbial remediation by altering microbial community in soil.  
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Microorganisms consume pesticides as nutrient sources and metabolically convert them into degraded products or 

minerals under the catalysis of hydrolases, peroxidases and oxygenases, and the rate of degradation is proportional 

to the concentration of contaminants[20].   

 

Bacterial remediation 

In soil, bacteria metabolically degrade herbicides into less toxic or no toxic compounds. Each bacterium has a 

particular degradative process for a specific herbicide. A number of bacteria are involved in transformation, 

degradation and mineralization processes (Table-1). The degradation potency of bacterial consortium is higher than a 

single bacterium due to complementary use of metabolites[56],[57]. Acinetobacter baumannii DT transforms Propanil 

to 3,4-dichloroaniline via the ortho-cleavage pathway for C and N[52](Table-1). 

 

Enzyme remediation soil 

Soil enzymes – oxygenase, laccase, lipase, esterase, cellulase etc. secreted by bacteria catalyze oxidation-reduction 

and hydrolytic reactions utilizing herbicides as substrates and degrade it [58]. Oxidation-reduction is the first step of 

herbicide degradation catalyzed by oxygenase and laccase cleaves aromatic ring. Lipase, esterase and cellulase 

catalyze hydrolytic reaction and degrade herbicides[59],[60]. Nitro reductase catalyzes reductive transformation of 

nitroaeromatic and nitrohetero cyclic herbicides.  

 

Mineralization and remediation 

The mineralization is the final step of metabolites degradation of herbicides into CO2, minerals and H2O by bacterial 

enzymes. The indigenous bacteria Ammoniphilus sp. JF and Bacillus altitudinis A16 mineralize the Butachlor for 

carbon requirement[24],[25](Table-1). The rate of mineralization is influenced by the concentration of microbial 

community[61], bacterial species, soil characteristics and type of herbicides[16].  

 

Cometabolism and remediation 

Cometabolism is one of the most appreciated strategies for herbicide removal from soil due to its higher sensitivity 

and higher efficacy. It is used to degrade the most recalcitrant herbicides, like atrazine, and even trace concentrations 

in soil. Indigenous bacteria are stimulated for the degradation and propagation without depending on the 

contaminant for carbon or energy, resulting in an enhancement in the remediation of herbicides. The simultaneous 

catabolism is catalyzed by hydrolytic enzymes (esterases, amidases, and nitrilases), transferases (glutathione S-

transferase and glucosyl transferases), oxidases (cytochrome P-450s and peroxidase), and reductases (nitroreductases 

and reductive dehalogenases). The herbicide, diuron used widely in a variety of agricultural and non-agricultural 

crops is degraded by a number of bacteria in soil namely Micrococcus sp. PS-1[62], Bacillus cereus, Vagococcusfluvialis, 

Burkholderiaambifaria, Bacillusspp.[34], Arthrobacter sp. BS2, Arthrobacter sp. BS1, SED1[63], Bacillus licheniformis 

SDS12[35], Stenotrophomonas rhizophila CASB3[36], Pseudomonas aeruginosa FN[37], Bacillus pseudomycoides D/T, 

Bacillus simplex/Bacillus muralis D/N[38]. Rhodococcus sp. B2 remediates pretilachlor by using bif unctional P450 family 

oxygenase which catalyzes O-dealkylation and N-dealkoxymethylation reaction[28],[29]. A novel bacterial strain, 

Proteini clasticum sediminis BAD-10T anaerobically degrades and detoxifies chloroacetamide herbicids 

(alachlor, acetochlor, propisochlor, butachlor, pretilachlor and metolachlorin) in anoxic environments such 

as subsoil, wetland sediment[64]. 

 

The bacteria, Sphingobium sp. strain MEA3-1 utilizes 2-methyl-6-ethylaniline (MEA) (metabolic intermediate of 

chloroacetanilide herbicides) as a sole source of carbon and energy[65].Sphingobiumbaderi DE-13 synthesizes two-

component flavoprotein monooxygenase system which catalyzes the hydroxylation of two common metabolites of 

chloroacetanilide, i.e., 2-methyl-6-ethylaniline (MEA) and 2,6-diethylaniline (DEA) using NADH and flavin 

mononucleotide (FMN)[31].The enzyme hydrolase (ChIH) of Rhodococcus sp. Strain B1 catalyzes N-dealkylation of 

chloroacetamide herbicides (e.g., alachlor, acetachlor, butachlor,pretilachlor) generating butoxymethanol and 2-

choloro-N-(2,6-dimethylphenyl)-acetamide[66]. Pourbabaei et al, 2020[27] isolate Pseudomonas aeruginosa strain PK 

that can dissipate butachlor (100 μg/mL) in an M9 liquid medium within 0.5 ± 0.03 -1 day. Chlorimuron-ethyl (a 

sulfonylurea herbicide) is degraded by Rhodococcus sp. D310-1 with 88.95% efficiency and produces eight 
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biodegradation products, such as 2-amino-4-chloro-6-methoxypyrimidine, ethyl 2-sulfamoyl benzoate, 2-sulfamoyl 

benzoic acid, o-benzoic sulfimide, 2-[(4-chloro-6-methoxy-2-pyrimidinyl] sulfamoyl] benzoic acid, ethyl 2-carbonyl 

sulfamoyl benzoate, ethyl 2-benzenesulfonyl isocyanate benzoate, and N,N-2(ethyl formate) benzene 

sulfonylurea[41]. Carles et al, 2018[67]isolated Plectosphaerella cucumerina AR1 nicosulfuron-degrading fungal strain 

which functions by the co-metabolic process following first-order model dissipation, leading to the production of 

two major metabolites: 2-amino-4,6-dimethoxypyrimidine (ADMP) and 2-(aminosulfonyl)- N,N-dimethyl-3-

pyridinecarboxamide (ASDM) in a wood grown biofilms enabling 97% rate of dissipation within 21 d at pH 

6.40±0.36. The Enterobacter ludwigii sp. CE-11 is a promising bacterial resource for the biodegradation and 

detoxification of chlorimuron-ethyl into 2-amino-4-chloro-6-methoxypyrimidine and an intermediate product by the 

cleavage of the sulfonylurea bridge, and then transformed into saccharin via hydrolysis and amidation at pH 7.0 and 

temperatures 20–40 °C [68].The acetochlor degrader Pseudomonas aeruginosa strain JD115 grows optimally at a pH 

value of 7.0 and a temperature of 37°C, which enhance the degradation rate of acetochlor up to 95.4% in the presence 

of 50 mg acetochlor l(-1) [69]. The Mixed Bacteria of Klebsiella variicola Strain FH-1and Arthrobacter sp. NJ-1 involves 

biodegradation of atrazine at a rate of 85.6% with initial concentration of 50 mg/L, neutral or weakly alkaline pH 

value, 30°C [21]. Up to now, regarding nicosulfuron-biodegradation, nine bacterial strains, namely 

Oceanisphaerapsychrotolerans LAM-WHMZC [70], Bacillus subtilis YB1 [71], Ochrobactrum sp. ZWS16 [72], 

Rhodopseudomonas sp. J5-2 [73], Alcaligenes faecalis ZWS11 [44], Klebsiella sp. Y1 [45], Serratia marcescens N80 [46], 

Pseudomonas fluorescens SG-1 [47] and Pseudomonas nitroreducens strain NSA02 [48]) have been screened.  

 

 Chryseobacterium sp. Y16C is an efficient degrader that can completely degrade glyphosate by a novel gene (goW) 

product,[50]. The glyphosate and its major metabolite amino methyl phosphonicacid (AMPA) are completely 

degraded by a novel strain of Stenotrophomonas acidaminiphila Y4B with a degradation efficiency of more than 98% 

within 72 h (50 mg L-1) [51]. Till now, various aerobic chloroacetamide herbicide-degrading bacterial strains, 

e.g., Rhodococcus sp.B1,[66] Rhodococcus sp.T31, Pseudomonas oleovorans LCa2[74],  Sphingobiumquisquiliarum DC2[75],  

Sphingomonas wittichii  DC6[76], Sphingobium baderi DE-13[31], Sphingobium sp.MEA3-1[65], Paracoccus sp.FLY8[73], 

Pseudomonasaeruginosa JD115[69],  Catelli bacterium caeni DCA-1[77], Stenotrophomonas acidaminiphila JS-1[78],   

anthomonas axonopodi[79], Acinetobacter baumannii DT[52], Rhodopseudomonas marshes[80],Bacillus altitudinis A16[25] 

and Pseudomonas putid [26],have been isolated and characterized for herbicide degradation. The bacteria, Talaromyces flavus 

LZM1 can degrades 100% of theinitially added nicosulfuron (100 mg L–1) within 5 days at optimum condition pH 6.1, 

29 °C , and also highly capable in degrading tribenuron methyl, chlorsulfuron, bensulfuron methyl, ethametsulfuron 

methyl, cinosulfuron, and rimsulfuron[81]. The bacterial isolate, Ochrobactrum sp. ZWS16 is capable of 99.5% 

biodegradation of 50 mg thifensulfuron-methyl at 40°C over 10 days, and it also degrades nicosulfuron, tribenuron-

methyl, pyrazosulfuron-ethyl, metsulfuron-methyl and triasulfuron[42].  

 

Mycoremediation 

Mycoremediation is the most suitable and cheap green-tech for herbicide cleanup from soil owing to their robust 

morphology and diverse metabolic capacity. Fungi (Table-2) secrete catalases, laccase, peroxidases, and cytochrome 

P450 mono oxygenase in soil and catalyze a wide range of degrading reactions due to its low substrate specificity. 

Xyloxylation, alkylation, acylation, and nitrosylation during catabolism facilitate the mineralization of pesticides. 

Fungi-bacteria consortium receives easier and more accessible forms of pesticide metabolites from fungi[95]. 

Filamentous fungi are advantageous in situations of low concentration and large dispersion of contaminant due to 

their inherent translocation capabilities through mycelium-hyphae networks in the soil[96]. The fungal mycelium 

with penetration capacity can act as an adjuvant to bacterial degradation by breaking physical barriers in air-soil 

interfaces [97],[98], or allowing bacteria to disperse along fungal mycelium[99]. The white-rot fungi generate high 

levels of extracellular ligninolytic enzymes, intracellular cytochrome P450 monooxygenases, and antioxidant 

enzymes to potentially degrade diuron [84] (Table-2). The white rot fungi produce oxidative and extracellular 

ligninolytic enzymes such as lignin peroxidase, manganese peroxidase, versatile peroxidase, and laccase for the 

purposes of pesticide bioremediation [100]. Bjerkandera adusta removes atrazine at a 92% level [82]. In agricultural 

wastewater, the herbicides diuron and bentazon are removed by Trametes versicolor [87]. Neurospora intermedia DP8-

1[86], Trametes versicolor K-41[84], Pluteus cubensis SXS 320, and Pycnoporus sanguineus MCA 16[85] are capable of 
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diuron degradation. The fungus Aspergillus ficuum AJN2 is a potential strain that can degrade 73% of pretilachlor and 

70% of its major metabolite PME (2-methyl-6-ethylalanine) within 15 days[88]. This mycogradation of pretilachlor 

and its major metabolite is based on the activity of the ligninolytic enzyme lignin peroxidase [88]. Penicillium oxalicum 

YC-WM1 is a potential degrader for nicosulfuron[89](Table-2). Paecilomycesmarquandii, a soil microscopic fungus, 

converts alachlor via N-acetyl oxidation into mono-, di-, and tri-hydroxylated byproducts [101]. Alternaria alternata 

hydrolyzes the pyrazosulfuron-ethyl by 86.9% within 60 days of exposure to soil[92] (Table-2). 

 

Consortium-based remediation 

It has been confirmed that the biodegradation of herbicides is more efficient and faster in a mixed microbial 

population compared to a single strain [102][103]. In a microbial consortium, the complementary catabolism between 

synergistic species rarely releases harmful intermediates [104] [105]. The consortium with Bacillus, Phyllobacterium, 

Pseudomonas, Rhodococcus and Variovorax degrades azimsulfuron[6]. Several microbial consortia in soil engaged in 

mineralization of different herbicides are enlisted with efficiencies in Table -3. Variovorax sp. WDL1 obtains carbon 

and nutrients by consuming the metabolites of linuron from Comamonastestosteroni WDL7 and/or 

Hyphomicrobiumsulfonivorans WDL6[111]. The bacterial consortium composing Sphingobiumquisquiliarum strain DC-2 

and Sphingobiumbaderistrain DE-13 completely mineralize the acetachlor through transitory intermediates 2-chloro-

N-(2-methyl-6-ethylphenyl) acetamide to 2-methyl-6-ethylaniline to 2-methyl-6-ethylaminophenol to 2-methyl-6-

ethylbenzoquinoneimine[75]. The symbiotic association of ChenggangzhangellamethanolivoransCHL1 (-ve) and 

Arthrobacter sp. ART1 (+ve) is capable of remediating the combined contamination of chlorimuron-ethyl and atrazine 

in soils[112]. The bio remedial efficiency of atrazine (20 mg/kg) is enhanced by 98.23% in soil with the half-life 

shortened from 19.80 to 7.96 days by using the immobilized bacterial mixture of Arthrobacter sp. NJ-1 and Klebsiella 

variicolastrain FH-1 on sodium alginate-CaCl2 at pH 9 and 30˚C [68]. A mixed bacterial culture of Pseudomonas sp. 

But2 (a butachlor-degrading strain) and Acinetobacter baumannii DT (a propanil-degrading strain), performs a higher 

rate of biodegradation of both butachlor and propanil in contaminated liquid media and soil [39]. A synthetic 

microbial consortium system (SMCs) is constructed through immobilization technology by non-living or living 

composite materials that synergistically maximize the acetochlor degradation efficiency up to 97.81% [30]. 

 

Rhizoremediation 

Root-microbe association is a highly effective strategy for soil herbicide removal. Rhizospheral microorganisms exert 

their degradative capacities and decontaminate the soil[113]. Rhizophere enhanced microbial mineralization of 2,4-D 

is significantly greater in monocot rhizosphere soil than in dicot rhizosphere soil[114]. In the cucumber rhizosphere, 

the root exudates containing citric acid and fumaric acid enhance the colonization of Hansschlegeliazhihuaiae S113 

(2.14 × 105 cells per gram of root), which increases the rate of bioremediation of chlorimuron-ethyl soil to ensure crop 

safety and improved growth[115]. The proper selection of appropriate plant-microbe combinations optimizes 

rhizoremediation.   

 

Phytoremediation 

Phytoremediation is an in-situ, emerging and cost-effective eco-tech for herbicide remediation from soil.  It reduces 

contaminants through leaching, soil aeration, phyto degradation, phyto volatilization, evapo transpiration, and 

rhizoremediation[116]. The efficient elimination of soil contaminants involves the choice of suitable plant species and 

cultivars that mainly take into account plant growth rate, high biomass production, capability for contaminant 

accumulation, and tolerance to higher xenobiotic concentrations[117],[118]. The green manure species Mucuna 

pruriens and Pennisetum glaucum are capable to remove tebuthiuron herbicide from soil[119]. Peanut (Arachis 

hypogaea) and sorghum (Sorghum bicolor) can remediate tebuthiuron by 76% and 45%, respectively (Conciani et al 

2023[120]. The aquatic macrophytes Pistia stratiotes and Eichhornia crassipes reduced the concentration of clomazone 

herbicide through dissipation, with a reduction of 90% and 99.0%, respectively (Alencar et al 2020[121].  The 

efficiency of atrazine removal by Salvinia biloba from the contaminated water (5 mg L−1) over 21 days of exposure is ~ 

30%[122].  
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Microalgal remediation 

Many microalgae are capable in herbicide remediation from contaminated soil (Table-4). It can be done through cell 

wall adsorption, cellular absorption and accumulation or degradation by microalgae. The biosorption capabilities of 

the microalgae are higher due to the carbohydrate structure of the cell wall [123],[124]. In addition, the binding of 

herbicides depends on some molecular sites, such as proteins or some lipids containing functional groups such as 

amino, hydroxyl, carboxyl, and sulfate[125],[126]. The removal and adsorption of herbicides are affected by the 

structure of the herbicide, temperature, pH, salinity, nutrients, and light quality and [127]. The uptake capacity of 

herbicide also depends on algal surface area, cellular biovolume, species-specific sensitivity, and the concentration of 

herbicide (atrazine) in the solution[128].  The microalgae perform this energy-dependent transfer of herbicide 

components across the cell membrane for metabolic bioaccumulation [129],[130],[131]. Microalgae degrade 

herbicides into smaller molecules by enzyme metabolism under the catalysis of hydrolase, phosphatase, 

phosphotriesterase, oxygenase, esterase, transferase, and oxidoreductases,that functions as a nutrition supplement in 

microalgae growth [132],[133],[134].  

 

Nanotechnology-based approach 

Currently, the integration of nano particles to microorganism enhances the pesticide remediation from soil[145]. 

Thenano particles of silica adsorb pesticides and mediate their degradation via immobilization of degrading 

exogenous enzymes in soil e.g., organophosphate hydrolase, carboxy-esterase, and laccases and bacterial cells that 

can produce recombinant enzymes [146].  

 

Vermiremediation 

Earthworm stimulates microbial proliferation in soil and thus increases the biodegradation capacity of soil. The 

degradation of contaminants takes place through gastro-intestinal secretion of detoxifying enzyme[147]. The red 

earthworm species Eisenia foetida and Amynthas robustus remove atrazine by 89.6% and 89.8% correspondingly within 

28 days[148]. Earthworms promote the degradation of the highly toxic acetochlor S-enantiomer by stimulating 

indigenous soil microbiota (i.e., Lysobacter, Kaistobacter, Flavobacterium, Arenimonas, and Aquicel) in repeatedly treated 

soil [149]. The degradation rate of acetochlor by Eisenia fetida   increases by 62.3% and 9.7% compared to sterile and 

natural soil[150]. Eisenia fetida stimulates the degradation of metolachlor mostly by enhancing the fungal degraders 

like order Sordariales, Microascales, Hypocreales, and Mortierellales, and the possible bacteria genus Rubritalea, and 

strengthen the community structure and relationships between these primary fungi [151]. The tropical indigenous 

earthworms (Alma millsoni, Eudriluseugeniae, and Libyodrilus violaceus) are capable of degrading of glyphosate-based 

herbicides in soil within 8 weeks [152]. 

 

FACTORS AFFECTING BIODEGRADATION OF HERBICIDES  

The bioremediation kinetics of herbicides is influenced by several bio-physico-chemical factors in soil. The microbial 

degradation of herbicide is regulated by factors including the number and type of microbes, metabolic activity of 

microbes, capacity of environmental stress resistance of microbes, chemical structure and concentration of the 

processed contaminants, and intrinsic soil environmental factors such as pH, temperature, water availability, light, 

salinity, nutrients availability, and oxygen and carbon dioxide concentration[153],[154]. The biodegradation rate and 

persistence are influenced by even minor structural differences between phenylurea herbicides [155]. The polar 

groups of the pesticides are the sites of microbial attack[156]. Microorganisms can degrade only a dissolved part 

of the pesticides[157], and the water solubility of herbicides depends on temperature, pH, polarity, hydrogen 

bonding, and molecular size [158]. Herbicide molecules are adsorbed on the soil particles physically by Van der 

Waals forces or chemically by electrostatic interactions, and the process is described by adsorption 

isotherms[159],[160],[161]. The adsorption process influenced by various parameters, such as soil organic matter 

content, clay content, clay mineralogy, and pH. Water-less conditions are responsible for decreasing microbial 

activity, a declining number of microbes, and a loss of mobility for mobile degraders[162]. Therefore, higher soil 

moisture contents may lead to higher mineralization rates by enhancing growth, activity, the spread of degraders, 

and mass transfer[163]. Although high soil water contents limit microbial growth and oxygen transfer rates, this 

leads to a lower rate of mineralization. At -0.015 MPa, optimum mineralization has been obtained[164].  
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Increasing the soil organic matter content increases the adsorption of pesticides to soil particles, leading to a decrease 

in the amount of pesticides available in the soil solution [165],[166]. Microbial growth and activity are enhanced 

through a higher turnover of soil organic matter [167]. The various soil organic amendments and bio processed 

materials including compost, manure, sludge, bio char, etc. stimulate the indigenous soil microbial activity and 

therefore improve the degradation and mineralization of herbicides applied in soil[168], [169]. Soil pH affects the soil 

sorption of herbicides and provides a strong selective influence on soil microbial communities [170],[171]. The 

enzymatic activity of microorganisms is influenced by soil temperature fluctuation. The range of optimum 

temperature for maximum microbial degradation is 20°C to 40°C [172]. The solubility, conformational stability, and 

rate of hydrolysis of pesticides depend on soil temperature. The presence of a few key microbial species is essential 

for herbicide degradation in soil but the species density, diversity and community size increases with the rise of 

pesticide quantity in soil[173]. The degradation of herbicides depends on the presence of other pollutants that can 

compete for adsorption sites and the accessibility of nutrients and cofactors essential for microbial growth and 

activity[174]. Immobilization of free microbial cells in a particular structural area composed of carrier materials that 

enhance the remediation of polluted environments, relative stability, and reusability[175]. The efficient microbial 

activity, growth, metabolism, and proliferation at the contaminated sites in soil require[176] in sufficient amount 

which allow the microbe to create enzymes for further break down of contaminants during microbial bio 

transformation[177]. The soil microbial transformation of herbicides is significantly increased by the addition of 

various forms of nitrogen (N), phosphorous (P), sodium (Na), and magnesium[178]. 

 

CONCLUSIONS 

 
Herbicides residues from contaminated soil can be degraded by soil bacteria, soil enzymes, bacterial co-metabolism, 

bacterial consortia, fungus, fungus-bacteria consortia, microalgae, nanoparticle-microbes, rhizospheres, 

macrophytes, and earthworms without deteriorating soil structure, environment, and fertility but no method is 

capable of absolute remediation of herbicides from contaminated soil. Bacterial co-metabolism, microbial consortia, 

and nano particle-microbes are more promising green-techs owing to their excellent remediation efficacies.   Fungal-

bacteria consortia strategy will be emphasized more due to better degrading capability of fungi than bacteria and 

better mineralizing efficiency of fungal-bacterial consortia than bacterial consortia. New fungal-bacteria consortia 

and their herbicide removal efficacy will be studied. Integration of Cu, Fe, C and SiO2- nanoparticles to fungi-bacteria 

consortia and their remediation efficiency will be investigated further.  We need omics-based technological study to 

improve microbial remediation efficiency. 
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Table 1: Different herbicides and their remediation with efficiencies by bacteria. 
 

Herbicides Strains of bacteria 

Efficiency and 

optimum 

conditions 

Metabolites 
Refere

nces 

Atrazine 

(triazine) 

 

Klebsiell a variicola FH-1, 

Arthrobacter sp. NJ-1 

85.6%, 50 mg/L, 

pH ≥ 7, 30°C 

- 

 

 

[21] 

 Paenarthrobacterureafacien sZY 

12.5 mg /L/h,10

0 mg/L, 

pH 7, 30oC 

- [22] 

Acetochlor 

(chloroacetanilide) 
Bacillus sp. ACD-9 

> 60%, 30 mg/L, 

2d, pH6, 42°C, 

2-chloro-N-(2-methyl-

6-ethylphenyl) 

acetamide 

[23] 

Butachlor(chloroacet

anilide) 

 

Ammoniphilus sp. JF 

100%, 

100 mg/L, 24h, 

30°C 

1,2-

benzenedicarboxylic 

acid, bis(2-

methylpropyl) ester 

and 2,4-bis(1,1-

dimethylethyl)-phenol 

[24] 

 Bacillus altitudinis A16 
90%, 50 mg/L, 

5d 

(N-(butoxymethyl)-N-

(2-chloroethyl)-2,6-

diethylaniline, (N-

(butoxymethyl)-2-

chloro-N-(2-

ethylphenyl) 

acetamide, N-

(butoxymethyl)-2,6-

diethyl-N-

propylaniline, 2-

chloro-N-(2,6-

diethylphenyl) 

acetamide and 2,6-

diethylaniline) 

[25] 

 Pseudomonas putidaG3 2.74 mg/L/ h 

2-chloro-N-(2,6-

diethylphenyl)-N-

hydroxymethylacetam

ide, 2-chloro-N-(2,6-

diethylphenyl) 

acetamide and 2,6-

diethylaniline 

[26] 

 Pseudomonas aeruginosa  PK 
95%, 

100 μg/mL,5d 
- [27] 

Pretilachlor(chloroac

etanilide) 
Rhodococcus sp. B2 

86.1%,50 mg/L, 

5d, pH 6.98, 

30.1°C 

N-hydroxyethyl-2-

chloro-N-(2, 6-diethyl-

phenyl)-acetamide 

[28], 

[29] 
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Alachlor, acetochlor, 

propisochlor, butach

lor, pretilachlor 

and metolachlorin. 

(chloroacetamide) 

Proteiniclasticumsediminis BAD-10T 
37 °C, pH 7.0–

7.5 

2-ethyl-6-methyl-N-

(ethoxymethyl)-

acetanilide 

(EMEMA), N-(2-

methyl-6-

ethylphenyl)-

acetamide (MEPA), N-

2-ethylphenyl 

acetamide and 2-

ethyl-N-carboxyl 

aniline 

[30] 

Chloroacetanilide 

 
Sphingobiumbaderi DE-13 - 

2-methyl-6-

ethylaniline (MEA) 

and 2,6-diethylaniline 

(DEA) 

[31] 

Phenmedipham 

(carbamate) 
Ochrobactrumanthropi NC-1 

98.5%, 2 mM, 

168h, pH 7.0, 

30–35 °C 

m-aminophenol, 

methyl-N-(3-

hydroxyphenyl) 

carbamate, m-

toluidine 

[32] 

Diuron, linuron, 

chlorotoluron,fluom

eturon 

phenylurea) 

Ochrobactrumanthropi CD3 

99%, 

10 mg/L, 20d, 

30 °C 

N-(3,4-

dichlorophenyl)urea, 

N-(3,4-

dichlorophenyl)-N-

methylurea and 3,4-

dichloroaniline. 

[33] 

Diuron (phenylurea) 

 

Bacillus cereus, Vagococcus fluvialis, 

Burkholderia ambifaria, 

Bacillus spp. (cooperative 

mineralization) 

58–74%, 

40 mg/L, 35d 

3,4-dichloroaniline 

and the de-

methylated 

metabolite N-(3,4-

dichlorophenyl)-N-

methylurea 

[34] 

 Bacillus licheniformis SDS12 
85.60 ± 1.36%, 

50 ppm 
3, 4-dichloroaniline [35] 

 Stenotrophomonas rhizophila CASB3 
94%, 

50 mg/kg, 42d 
Complete degradation [36] 

 Pseudomonas aeruginosa FN 0.5 mg/L,25°C 
3,4-dichloroanilines 

 

[37] 

 

 

Bacillus pseudomycoides D/T, Bacillus 

simplex/Bacillus muralis D/N 

(cooperative mineralization) 

86.2%,5 mg/g 

N-(3,4-

dichlorophenyl)-N-

methylurea and 3,4-

dichloroaniline 

[38] 

Isoproturon 

(phenylureas) 

Sphingomonas sp. 

ISP1, Arthrobacter sp.SP2, Acinetobact

erbaumannii 4IA, & Pseudomonas sp. 

ISP3 

51%, 

100 mg/L, 10d 

3-(4-isopropylphenyl)-

1-methylurea, 3-(4-

isopropylphenyl)-

urea, 4-

isopropylaniline, and 

4-toluidine 

[39] 

Simazine Bacillus licheniformis SIMA-N5, SIMA-N9 (98%) - [40] 
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(triazine) Bacillus altitudinis SIMA-N9 andSIMA-N5 

94%  of 5 mg/L 

in 5 days 

Chlorimuron-ethyl 

(sulfonylurea) 
Rhodococcussp. D310-1 88.95% 

2-amino-4-chloro-6-

methoxypyrimidine, 

ethyl 2-sulfamoyl 

benzoate, 2-sulfamoyl 

benzoic acid, o-

benzoic sulfimide, 2-

[(4-chloro-6-methoxy-

2-pyrimidinyl] 

sulfamoyl] benzoic 

acid, ethyl 2-carbonyl 

sulfamoyl benzoate, 

ethyl 2-

benzenesulfonyl 

isocyanate benzoate, 

and N,N-2(ethyl 

formate) benzene 

sulfonylurea 

[41] 

Thifensulfuron-

methyl 

(sulfonylurea) 

Ochrobactrum sp. ZWS16 

99.5 %, 

50 mg/L, 40°C, 

10d 

Methyl 3-(N-

carbamoylsulfamoyl) 

thiophene-2-

carboxylate and 3-

[(formimidoylamino-

hydroxy-methyl)-

sulfamoyl)-thiophene-

2-carboxylic acid 

[42] 

Nicosulfuron 

(sulfonylurea) 

 

Chryseobacterium lacus LAM-M5 
92.39%,50 

mg/L,7d 
- [43] 

 Alcaligenesfaecalis ZWS11 

80.56%, 

500 mg/L, 

pH 7, 30°C 

2-aminosulfonyl-N, 

N-

dimethylnicotinamide 

(M1), 4, 6-

dihydroxypyrimidine 

(M2), 2-amino-4, 6-

dimethoxypyrimidine 

(M3) and 2-(1-(4,6-

dimethoxy-pyrimidin-

2-yl)-ureido)-N,N-

dimethyl-

nicotinamide (M4) 

[44] 

 Klebsiella sp. Y1 pH 7.0, 35 °C 
2-amino-4,6-

dimethoxypyrimidine 
[45] 

 Serratiamarcescens N80 
93.6%, 10 mg/L, 

96 h 
- [46] 

 Pseudomonas fluorescens SG-1 
77.5%,1 mM, 28 

°C, ≤1d 

2-(aminosulfonyl)-

N,N-dimethyl-3-
[47] 
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pyridinecarboxamide) 

and (2-amino-4,6-

dimethoxypyrimidine

) 

 Pseudomonas nitroreducens NSA02 
100 mg/L, 

pH7, 30°C 
- [48] 

Pyrazosulfuron-

ethyl 

(sulfonylurea) 

Pseudomonas sp. D66,  

Pseudomonas sp.D61, Bacillus sp. 

D713 

85.9%,  

90 mg/L,  low 

pH, 28°C 

5-(N-(4,6-

dimethoxypyrimidin-

2-

ylcarbamoyl)sulfamoy

l)-1-methyl-1H-

pyrazole-4-carboxylic 

acid 

[49] 

Glyphosate 

(glycine derivative) 

 

Chryseobacterium sp. Y16C 
100%, 400 

mg/L, ≤ 4d 

Minomethylphosphon

ic acid 
[50] 

 Stenotrophomonasacidaminiphila Y4B 
98%, 50 mg/L, 

≤72 h 

Aminomethylphosph

onic acid (AMPA) 
[51] 

Propanil 

(anilide) 
Acinetobacterbaumannii DT 

99.9%,0.027±0.0

03 mM/h 
3,4-dichloroaniline [52] 

Paraquat 

(bipyridylium) 

Pseudomonas putida  TISTR 1522 

and Bacillus subtilis TISTR 1248 

68% and  52% 

10 mg/L,  pH 7, 

28°C, 24 h 

Monoquat and 

4−carboxy−1−methylp

yridinium 

[53] 

Metamitron 

(triazinones 
Rhodococcus sp. MET 

74.7%, 

10 mg/L, pH 9, 

20°C,9 h 

-(3-hydrazinyl-2-

ethyl)-hydrazono-2-

phenylacetic acid,  3-

methyl-4-amino-6(2-

hydroxy-muconic 

acid)-1,2,4-triazine-

5(4H) 

[54] 

Pendimethalin 

(dinitroaniline) 
Bacillus subtilis Y3 

99.5%, 

100 mg/L, 

pH 7.5, 

≤ 2.5d, , 30°C 

6-

aminopendimethalin, 

5-amino-2-methyl-3-

nitroso-4-(pentan-3-

ylamino) benzoic acid, 

and 8-amino-2-ethyl-

5-(hydroxymethyl)-

1,2-

dihydroquinoxaline-6-

carboxylic acid 

[55] 

 
 

 

Table 2: Different herbicides and their remediation with efficiencies by fungi. 

Herbicides Strains of fungi 

Efficiencies & 

optimum 

condition 

Intermediates / 

enzymes 

Reference

s 

Atrazine 

(triazine) 

Bjerkandera 

adusta 

92%,  25-100 

ppm,  pH 2-8, 
- 

[82] 

 

Tuhin Subhra Ghosh et al., 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69679 

 

   

 

 

 16-32°C 

Diuron 

(phenylurea) 

 

Ganodermalucidum 

>50%, 3.5 

mg/mL,  28°C, 

25d 

Ń-(3,4-dichlorophenyl)-

N-methylurea (DCPMU) 

and 3,4-

dichlorophenylurea 

(DCPU) 

[83] 

 Trametesversicolor K-41 
98.7%, 1.0 µM, 

≤ 14d 

1-(3,4-dichlorophenyl)-

3-methylurea and 1-(3,4-

dichlorophenyl)urea 

[84] 

 

Pluteuscubensis SXS 320 

and 

Pycnoporussanguineus 

MCA 16 

25mg/L 

1-(3,4-

dichlorophenylurea , 3-

(3-chlorophenyl)-1,1-

dimethylurea 

[85] 

 
Neurosporaintermedia 

DP8-1 

98.42%, 

50 mg/L, 3d 

N-(3,4-dichlorophenyl)-

urea and N-(3,4-

dichlorophenyl)-N-

methylurea 

[86] 

Diuron (phenylurea) 

and Bentazon 

(benzothiadiazinone) 

Trametesversicolor 
~93%, 10 ppm,  

pH 4.5, 1-3d 
- [87] 

Pretilachlor 

(chloroacetanilide) 
Aspergillusficuum AJN2 79%,≤15d 2-methyl-6-ethylalanine [88] 

Nicosulfuron 

(sulfonylurea) 

 

Plectospherellacucumerin

a AR1 

 

97%, 10 g/L,  

pH 6.5,  28°C, ≤ 

21d 

2-amino-4,6-

dimethoxypyrimidine 

and 2-(aminosulfonyl)-

N,N-dimethyl-3-

pyridinecarboxamide 

[67] 

 

 

Penicilliumoxalicum YC-

WM1 

 

100%, 100 

mg/L, pH 5-8, 

33°C, 6d 

Aminopyrimidine and 

Pyridylsulfonamide 
[89] 

Metolachlor 

(chloroacetamide) 

Penicilliumoxalicum 

MET-F-1 

75%, 50 mg/L, 

pH 6.5, 25°C, 

72h 

2-[2-Ethyl-N-(1-

methoxypropan-2-yl)-6-

methylanilino]-2-

oxoacetic acid, 2-

Hydroxy-N-(2-ethyl-6-

methylphenyl)-N-(2-

methoxy-1-

methylethyl)acetamide, 

N-(2-ethyl-6-

methylphenyl)-N-(1-

methoxypropan-2-

yl)acetamide 

[90] 

Pendimethalin(Dinitroaniline

) 

Clavisporalusitaniae 

(Yeast YC2) 

74%, 

200 mg/L, 8d 

1,2-dimethyl-3,5-dinitro-

4-N(buta-1,3-dien-2-yl)-

dinitrobenzenamine-N-

oxide and 1,2-dimethyl-

3,5-dinitro-4-N(prop-1-

en-2-yl)-

dinitrobenzenamine-N-

[91] 
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oxide 

Pyrazosulfuronethyl 
Alternaria alternate 

 

86.9%, 

8 mg/kg, 60d 

dimethoxypyrimidin-2- 

ylcarbamoyl amine; 

amino sulfomyl,1-H 

pyrazole carboxylic acid 

and 4,6-

dimethoxypyrimidin-2- 

amine (IV) 

[92] 

Glyphosate 

(glycine derivative) 
Penicillium4A21 

60%, 2.35 g/L, 

pH 6,25 °C, ≤ 

14d 

sarcosine and 

aminomethylphosphoni

c acid 

[93] 

2,4-dichlorophenoxyacetic 

acid and 2,4,5-

trichlorophenoxyacetic acid 

Rigidoporus sp. FMD21 

2,4-D, 200 mg/L 

and 2,4,5-T 

100mg/L, 

pH 

7,30 °C,200 rpm

, 16d 

Enzymes:  Laccase, 

cytochromes P450-type 
[94] 

 
Table 3: Herbicides and their remediation by microbial consortia with efficiencies. 

Herbicides Consortium 

Efficiencies 

& 

conditions 

Cooperative metabolism References 

Acetochlor and 

butachlor 

(chloroacetamide) 

Rhodococcus sp. T3-1, Delftia 

sp. T3-6, Sphingobium sp. 

MEA3-1 

100 mg/L, 

≤ 6d 

Acetochlor to 2′-methyl-6′-

ethyl-2-chloroacetanilide 

(CMEPA) by Rhodococcus sp. 

T3-1, CMEPA to 2-methyl-6-

ethyl aniline (MEA) 

by Delftia sp.T3-6 and MEA 

by Sphingobium sp.MEA3-1 

[106] 

Alachlor 

(chloroacetamide) 

Aspergillusflavus, 

Penicilliumchrysogenum, 

Aspergillusniger and 

Xanthomonasaxonopodis 

 

≤ 82.1%,  10 

mg/L, 35 d 

1-chloroacetyl, 2,3- dihydro-7 

ethylindole, 7 ethylindole, 7-

ethyl-3-methyl-2-methoxy-2,3-

dihydroindole, N- (2,6-

diethylphenyl)-

methyleneamine and 7-Ethyl-

N-methylindole 

[79] 

Swep 

(carbamate) 

Comamonas sp. SWP-3 

and Alicycliphilus sp. PH-34 

 

30 mg/L, 

30 °C,  5d 

Comamonas sp. SWP-3 

transform Swep to 3,4-

dichloroaniline (3,4-DCA), 

thenAlicycliphilus sp. PH-34  

mineralize 3,4-DCA. 

[105] 

Butachlor 

(chloroacetanilide) 

Mycobacterium sp. J7A and 

Sphingobiumsp. J7B 

100 μg/mL, 

28°C ≤ 24 h 

J7A degrade butachlor to  2-

chloro-N-(2,6-diethylphenyl) 

acetamide (CDEPA), then J7B 

completely degrade through  

2,6-diethylaniline (DEA) 

[102] 

Diuron 

(phenylurea) 

 

Bacteria (Sphingomonas sp., 

Variovorax sp., and A. 

globiformis) and fungi 

- - [107] 
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(Mortierella sp. LEJ702 and 

LEJ703) 

 

Arthrobactersulphonivorans, 

Variovorax soli, and Advenella 

sp. JRO 

98.8%, 

within a few 

days 

- 
[108] 

 

Isoproturon 

Sphingomonas sp. SRS2 and 

Sphingomonas sp. SRS1 

 

- 

SRS2- SRS1 mutual 

cooperation: Isoproturon / 

metabolites [3-(4-

isopropylphenyl)-1-

methylurea, 3-(4-

isopropylphenyl)-urea, or 4-

isopropyl-aniline] → CO2 

[109] 

Tribenuron methyl 

(TMB) and 

metsulfuron methyl 

(MET) 

(sulfonylurea) 

Bacillus cereus SU-1, Bacillus 

velezensis OS-2, and 

Rhodococcusrhodochrous AQ1 

TMB - 

94.8%,MET -

80.4%, 

2.5mg/L, pH 

7, 37°C 

Co-metabolism of the co-

contaminats 
[110] 

 

 
Table 4: Herbicides and their remediation by microalgae with efficiency. 

Herbicides Species of algae 
Mode of 

action 

Concentr

ation of 

pesticide

s Tested 

Remo

val 

efficie

ncy 

(%) 

Refere

nces 

 Chlamydomonasmexicana 
Biodegrada

tion 
10 μg/L 36 [129] 

 

Isochrysisgalbana, Dunaliellatertiolecta, Phaeodac

tylumtricornutum, P. subcapitata, and 

Synechococcus sp. 

Bioaccumul

ation 

44–

91 μg/L - [128] 

Atrazine 

(Triazine) 

Terbutryn 

(Triazine) 

C. vulgaris 

 

 

C. vulgaris 

Bioaccumul

ation 

 

 

 

0.75 μM/L 

 

 

0.75 μM 

83% 

 

 

93% 

[135] 

Atrazine, Molinate, 

Simazine, 

Isoproturon, 

Propanil, 

Pendimethali, 

Metoalcholar 

Chlorella vulgaris Biosorption 10 µg/l 
87% to 

96.5% 

 

[136] 

Fluroxypyr 

(pyridinoxy acid) 
Chlamydomonasreinhardtii 

Biodegrada

tion 
0.5 mg/L 57% [137] 

Isoproturon 

(phenylureas) 
Chlamydomonasreinhardtii 

Bioaccumul

ation, 

Biodegrada

tion 

50 mg/L 15.1% [138] 
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Mesotrione Scenedesmusquadricauda 
Biodegrada

tion 
5 mg/L 15.2% [139] 

Prometryne 

( triazine) 
Chlamydomonasreinhartii 

Biodegrada

tion 
7.5 μg/L 32% [140] 

Diclofop-methyl 

(DM) 

(aryloxyphenoxypr

opionate) 

Chlorella vulgaris 

C. pyrenoidosa 

Scenedesmusobliquus 

 

Biodegrada

tion 
- - [141] 

Dichlorprop-methyl 

(2,4-DCPPM) 

(chlorophenoxy) 

Chlorella pyrenoidosa, 

C. vulgaris 

Scenedesmusobliquus 

 

Biodegrada

tion 
- - [142] 

Glyphosate 

(glycine derivative) 

 

Oscillatorialimnetica 
Bioaccumul

ation 

After 35 

days at 20 

mg/l 

99.9% [143] 

Paraquat 

(bipyridylium) 

Aspergillustamarii  PRPY-2 and 

Cunninghamella sp. PFCM-1 
Biosorption - 

80% 

and 

68% 

[144] 
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Let 𝐺 = (𝑉,𝐸) be a connected graph. Assume a group 𝐶𝐶 containing colors. Let 𝜏 ∶ 𝑉(𝐺) → 𝐶𝐶 be an 

equitably colorable function. A dominating subset 𝑆 of 𝑉 is called an equitable color class dominating set 

if the number of dominating nodes in each color class is equal. The least possible cardinality of an 

equitable color class dominating set of 𝐺 is called the equitable color class domination number itself. It is 

indicated by 𝛾𝐸𝐶𝐶(𝐺). In this paper, we study the change of 𝐸𝐶𝐶 Domination number after node removal. 
 

Keywords: Dominating Set, Equitable Coloring, Color Class (𝐶𝐶), Equitable Color Class (𝐸𝐶𝐶), Equitable Color 

Class Dominating Set, Node Removal. 

 

 

INTRODUCTION 

 
The study of the effect of removing a node on any graph theoretic parameter has interesting applications in the 

network context. That is, analyzing the removal of a node is more vital as an important consideration in the 

topological design of a network is fault tolerance. The behavior of a network in the presence of a fault can be 

analyzed by determining the effect that removing a node (processor failure) from its underlying graph 𝐺 has on the 

fault-tolerance criterion. A detailed study of changing and unchanging domination is given in Chapter 5 of Haynes 
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et. al [6]. Further, The semi-expository paper by Carrington et. al. [2] surveyed the problems of characterizing the 

graphs G into three classes based on node removal. If a node is deleted, the value of 𝛾 may increase or decrease or 

remain unaltered. Therefore the node set 𝑉 can be partitioned into the subsets 𝑉−, 𝑉0,and 𝑉+ where 
𝑉0  =  {𝑣 ∈  𝑉 ∶  𝛾(𝐺 −  𝑣)  =  𝛾(𝐺)}  

𝑉+  =  {𝑣 ∈  𝑉 ∶  𝛾(𝐺 −  𝑣)  >  𝛾(𝐺)}  
𝑉−  =  {𝑣 ∈  𝑉 ∶  𝛾(𝐺 −  𝑣)  <  𝛾(𝐺)}  

Several results on nodes and links belonging to the above subsets are given in [6]. In this chapter, we initiate a similar 

study corresponding to the equitable color class domination number of a graph. 

 

DEFINITIONS AND NOTATIONS 

 

Definition 
[5] In a graph 𝐺 =  (𝑉,𝐸), a subset 𝑆 of nodes is a dominating set if every node in 𝑉 – 𝑆 is adjacent to some node in 𝑆. 

The least possible cardinality of the dominating set of 𝐺 is called its domination number and it is indicated by𝛾(𝐺). 

 

Definition  
[8] In a graph 𝐺, adjacent nodes don’t or do in the same color is known as proper coloring. The least possible number 

of colors used to color a graph 𝐺 is known as its chromatic number and it is indicated by ꭓ (𝐺). 

 

Definition  
A subset of nodes ordained to the same color is known as a color class. 

 

Definition  
*8+ In a graph, adjacent nodes don’t have the same color, and the difference between the cardinality of color classes is 

≤ 1 is called an equitable coloring graph. The least possible number of colors used to equitably color a graph 𝐺 is 

known as its equitable chromatic number and it’s indicated by ꭓ𝐸(𝐺). 

 

Notation  
Let 𝒳 be any real number. Then ⌊𝒳⌋ indicates the greatest integer ≤ 𝒳 and ⌈𝒳⌉ indicates the smallest integer ≥ 𝒳. 

Notation  
 If 𝒶,𝒷 be the integers and 𝓃 > 0 then 𝒶 ≡ 𝒷 (mod 𝓃) indicates𝓃|𝒶-𝒷. 

 

PRIMARY RESULTS 
 

Definition  
[4] Let 𝐺 = (𝑉, 𝐸) be a connected graph. Assume a group 𝐶𝐶 containing colors. Let 𝜏: 𝑉(𝐺) → 𝐶𝐶 be an equitably 

colorable function. A dominating subset 𝑆 of 𝑉 is called an equitable color class dominating set if the number of 

dominating nodes in each color class is equal. The least possible cardinality of an equitable color class dominating set  

of 𝐺 isthe equitable color class domination number itself. It is indicated by 𝛾𝐸𝐶𝐶  (𝐺). 

 

Theorem  
[3] If 𝐺 = (𝑉, 𝐸) be a connected graph then 𝛾𝐸𝐶𝐶 (𝐺) = 𝑘ꭓ𝐸  where 𝑘 ∈ ℕ and ꭓ𝐸  be the equitable chromatic number of 𝐺. 

Proof 
let 𝐺 = (𝑉, 𝐸) be a connected graph and 𝜐1,𝜐2,𝜐3,<,𝜐𝑛  be the nodes of 𝐺. The equitable chromatic number of 𝐺 is ꭓ𝐸Let 

𝜏: 𝑉(𝐺) → 𝐶𝐶 be an equitably colorable function where 𝐶𝐶 = {1,2,3,4,… . . , ꭓ𝐸}. Choose dominating nodes like a pair 

of ꭓ𝐸  number of different color nodes. So, the number of dominating nodes in each color class is equal. Let 𝑘 be the 

minimum number of pairs to dominate a graph 𝐺. Hence, the equitable color class domination number of a graph 𝐺 

is 𝑘ꭓ𝐸where ∈ ℕ.  
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Example  
A simple example of finding 𝛾𝐸𝐶𝐶  of a general graph 𝐺. ꭓ𝐸of the general graph 𝐺 is 3 and chosen dominating nodes 

in each color class are equal and one, 𝛾𝐸𝐶𝐶  (𝐺) = 3. 

 
Fig.1 

NODE REMOVAL 
We observe that the 𝐸𝐶𝐶 domination number  𝛾𝐸𝐶𝐶(𝐺) of a graph 𝐺 may increase or decrease or remain unchanged 

when a node is removed from 𝐺. Depending on the 𝐸𝐶𝐶 domination number of the graph 𝐺 after removing the node, 

the node set 𝑉(𝐺) is partitioned into three subsets 𝑉𝐸𝐶𝐶
− , 𝑉𝐸𝐶𝐶

0,  and 𝑉𝐸𝐶𝐶
+  as follows.  

 

𝑉𝐸𝐶𝐶
0  =  {𝑣 ∈  𝑉 ∶  𝛾𝐸𝐶𝐶(𝐺 −  𝑣)  =  𝛾𝐸𝐶𝐶(𝐺)}  

𝑉𝐸𝐶𝐶
+  =  {𝑣 ∈  𝑉 ∶  𝛾𝐸𝐶𝐶(𝐺 −  𝑣)  > 𝛾𝐸𝐶𝐶(𝐺)}  

𝑉𝐸𝐶𝐶
−  =  {𝑣 ∈  𝑉 ∶  𝛾𝐸𝐶𝐶(𝐺 −  𝑣)  < 𝛾𝐸𝐶𝐶(𝐺)}  

 

In this section, we investigate the properties of the above sets. 

Example  
1. Let 𝐾𝑛  be the complete graph with 𝑛 nodes and 𝛾𝐸𝐶𝐶 𝐾𝑛 = 𝑛. After the removal of the node, it becomes the 

complete graph with 𝑛 − 1 nodes and also 𝛾𝐸𝐶𝐶 𝐾𝑛−1 = 𝑛 − 1. Implies 𝛾𝐸𝐶𝐶 𝐾𝑛 − 𝑣 = 𝛾𝐸𝐶𝐶 𝐾𝑛 − 1. The value of 

𝛾𝐸𝐶𝐶  is decreasing by 1 for each node removal. Henc, 𝑉 𝐾𝑛 = 𝑉𝐸𝐶𝐶
− (𝐾𝑛). 

2. (𝑖𝑖)For the star graph 𝑆1,𝑛  with 𝑛(𝑣𝑟 ∶ 1 ≤ 𝑟 ≤ 𝑛) pendant nodes and one  𝑣  center node, 𝛾𝐸𝐶𝐶 𝑆1,𝑛 = 1 + ⎾
𝑛

2
⏋. 

After the removal of the center node, the graph becomes a completely disconnected graph with 𝑛 nodes. So, the 

graph needs 𝑛 dominating node to dominate the completely disconnected graph. Therefore, 𝛾𝐸𝐶𝐶 𝑆1,𝑛 − 𝑣 = 𝑛 >

1 + ⎾
𝑛

2
⏋. Now, removal of the pendant node. It becomes the star graph with 𝑛 − 1 pendant nodes. 𝑖𝑓 𝑛 𝑖𝑠 𝑒𝑣𝑒𝑛, 

we know that ⎾
𝑛

2
⏋ = ⎾

𝑛−1

2
⏋. Therefore, 𝛾𝐸𝐶𝐶 𝑆1,𝑛 − 𝑣𝑟 = 𝛾𝐸𝐶𝐶 𝑆1,𝑛−1 = 1 + ⎾

𝑛−1

2
⏋ = 1 + ⎾

𝑛

2
⏋ = 𝛾𝐸𝐶𝐶 𝑆1,𝑛 . 

 𝐼𝑓 𝑛 𝑖𝑠 𝑜𝑑𝑑, we know that ⎾
𝑛−1

2
⏋ = ⎾

𝑛

2
⏋− 1. Therefore, 𝛾𝐸𝐶𝐶 𝑆1,𝑛 − 𝑣𝑟 = 𝛾𝐸𝐶𝐶 𝑆1,𝑛−1 = 1 + ⎾

𝑛−1

2
⏋ =

⎾
𝑛

2
⏋ = 𝛾𝐸𝐶𝐶 𝑆1,𝑛 − 1. Hence, 𝑣 ∈ 𝑉𝐸𝐶𝐶

+ and 𝑣𝑟 ∈  
𝑉𝐸𝐶𝐶
−      𝑖𝑓 𝑛 𝑖𝑠 𝑜𝑑𝑑

𝑉𝐸𝐶𝐶
0      𝑖𝑓 𝑛 𝑖𝑠 𝑒𝑣𝑒𝑛

 . 

 

Remark   
There is a graph for which all the sets 𝑉𝐸𝐶𝐶

− , 𝑉𝐸𝐶𝐶
0,  and 𝑉𝐸𝐶𝐶

+  are non-empty. Shown in Fig. 1.  is a general graph 𝐺and 

𝑉 𝐺 = {𝑣1 , 𝑣2, 𝑣3, 𝑣4 , 𝑣5, 𝑣6, 𝑣7}. 𝜒𝐸 𝐺 = 3. ECC Dominating set = {𝑣3 , 𝑣4, 𝑣5}and 𝛾𝐸𝐶𝐶 𝐺 = 3.  

 
Now determine the node removal sets using Figure 2. 

 
𝛾𝐸𝐶𝐶 𝐺 −  𝑣1 = 3 =  𝛾𝐸𝐶𝐶(𝐺) 
𝛾𝐸𝐶𝐶 𝐺 −  𝑣2 = 3 =  𝛾𝐸𝐶𝐶(𝐺) 
𝛾𝐸𝐶𝐶 𝐺 −  𝑣3 = 6 > 𝛾𝐸𝐶𝐶(𝐺) 
𝛾𝐸𝐶𝐶 𝐺 −  𝑣4 = 2 < 𝛾𝐸𝐶𝐶(𝐺) 
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𝛾𝐸𝐶𝐶 𝐺 −  𝑣5 = 6 > 𝛾𝐸𝐶𝐶(𝐺) 
𝛾𝐸𝐶𝐶 𝐺 −  𝑣6 = 3 =  𝛾𝐸𝐶𝐶(𝐺) 
𝛾𝐸𝐶𝐶 𝐺 −  𝑣7 = 3 =  𝛾𝐸𝐶𝐶(𝐺) 

 

Now conclude that 𝑉𝐸𝐶𝐶
0  =  {𝑣1, 𝑣2 , 𝑣6, 𝑣7}, 𝑉𝐸𝐶𝐶

+  =  {𝑣3, 𝑣5} and 𝑉𝐸𝐶𝐶
−  =  {𝑣4}. Hence, all the sets 𝑉𝐸𝐶𝐶

− , 𝑉𝐸𝐶𝐶
0,  and 𝑉𝐸𝐶𝐶

+  are 

non-empty. 

 
Fig.3. 

Theorem  
 For the path graph 𝑛 > 1, 𝑃𝑛 = (𝑣1 , 𝑣2 , . . . , 𝑣𝑛) on 𝑛 nodes, we have 1 ≤ 𝑟 ≤ 𝑛, 

𝛾𝐸𝐶𝐶 𝑃𝑛 − 𝑣𝑟 =  

𝛾𝐸𝐶𝐶 𝑃𝑛 − 2     𝑖𝑓 𝑣𝑟 ∈ 𝑉𝐸𝐶𝐶
−

𝛾𝐸𝐶𝐶 𝑃𝑛              𝑖𝑓 𝑣𝑟 ∈ 𝑉𝐸𝐶𝐶
0

𝛾𝐸𝐶𝐶 𝑃𝑛 + 2     𝑖𝑓 𝑣𝑟 ∈ 𝑉𝐸𝐶𝐶
+

  

1. If 𝑛 ≡ 1 𝑚𝑜𝑑 6         

 𝑣𝑟 ∈  
𝑉𝐸𝐶𝐶
−      𝑖𝑓 𝑟 = 3𝑖 + 1 , 𝑖 = {0,1,… ,

𝑛−1

3
}

𝑉𝐸𝐶𝐶
0      𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒                                      

  

2. If 𝑛 ≡ 0(𝑚𝑜𝑑 6)        

 𝑣𝑟 ∈  
𝑉𝐸𝐶𝐶

+      𝑖𝑓 𝑟 = 3𝑖 − 1, 𝑖 = {1,2,… ,
𝑛

3
}

𝑉𝐸𝐶𝐶
0      𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒                                 

  

3. If 𝑛 ≡ −1(𝑚𝑜𝑑 6)        

 𝑣𝑟 ∈  
𝑉𝐸𝐶𝐶

+      𝑖𝑓 𝑟 = 2,𝑛 − 1

𝑉𝐸𝐶𝐶
0      𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒        

  

4. Otherwise, 𝑉 𝑃𝑛 = 𝑉𝐸𝐶𝐶
0  

 

Proof 
let 𝑃𝑛  be the path graph, 𝑉 𝐺 = {𝑣𝑟 ∶ 1 ≤ 𝑟 ≤ 𝑛}and 𝐸 𝐺 = {𝑣𝑟𝑣𝑟+1 ∶ 1 ≤ 𝑟 ≤ 𝑛 − 1}. 𝜒𝐸 𝑃𝑛 = 2and 𝛾𝐸𝐶𝐶 𝑃𝑛 =

2⎾
𝑛

6
⏋. 

 

Case   
If 𝑛 ≡ 1(𝑚𝑜𝑑 6) 
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Let 𝑛 = 6𝑘 + 1 for some positive integer 𝑘. 

If 𝑟 = 3𝑖 + 1 , 𝑖 = {0,1,… ,
𝑛−1

3
} 

Now removal of the node 𝑣𝑟  when 𝑟 = 1,𝑛 the path is connected and has 6𝑘 nodes so, it has 2𝑘 dominating nodes. 

Otherwise, the path is divided into two paths with 3𝑡 nodes and 𝑛 − 1 − 3𝑡 nodes where 1 ≤ 𝑡 <
𝑛−1

3
. In this case, the 

two paths are having a number of nodes that are multiple of 3 and a total of 6𝑘 nodes. So, it has⎾
3𝑡

3
⏋ and 

⎾
𝑛−1−3𝑡

3
⏋ dominating nodes respectively. For the maximum value of 𝑡, 𝛾 3𝑡 + 𝛾 𝑛 − 1 − 3𝑡 =

𝑛−1

3
− 1 + 1 =

𝑛−1

3
=

2(
𝑛−1

6
) = 2⎾

𝑛

6
⏋− 2. Therefore, 𝛾𝐸𝐶𝐶 𝑃𝑛  is decreasedby 2 values. Hence, 𝑣𝑟 ∈ 𝑉𝐸𝐶𝐶

− . 

Otherwise, 

 

Now removal of the node 𝑣𝑟(𝑟 ≠ 2,𝑛 − 1) then the path is divided into two paths with 𝑡 nodes and 𝑛 − 1 − 𝑡 nodes 

where 3 ≤ 𝑡 ≤ 𝑛 − 2and 𝑡 ≢ 1(𝑚𝑜𝑑 3). So, it has 2⎾
𝑡

6
⏋ and 2⎾

𝑛−1−𝑡

6
⏋dominating nodes. For the maximum value 

of 𝑡, 𝛾𝐸𝐶𝐶 𝑡 + 𝛾𝐸𝐶𝐶 𝑛 − 1 − 𝑡 = 2⎾
𝑛−2

6
⏋ + 2 = 2⎾

𝑛

6
⏋− 2 + 2 = 2⎾

𝑛

6
⏋. If 𝑟 = 2,𝑛 − 1 then the path is divided into 

an isolated node and a path with 𝑛 − 2 nodes. So, it has 1 and 2⎾
𝑛−2

6
⏋ + 1 dominating nodes.Implies, total nodes is 

2⎾
𝑛−2

6
⏋ + 2 = 2⎾

𝑛

6
⏋− 2 + 2 = 2⎾

𝑛

6
⏋.Therefore, 𝛾𝐸𝐶𝐶 𝑃𝑛  remains unaltered. Hence, 𝑣𝑟 ∈ 𝑉𝐸𝐶𝐶

0 . 

 

Case  
 If 𝑛 ≡ 0(𝑚𝑜𝑑 6) 

Let 𝑛 = 6𝑘 for some positive integer 𝑘. 

If 𝑟 = 3𝑖 − 1 , 𝑖 = {1,2,… ,
𝑛

3
} 

Now removal of the node 𝑣𝑟  when 𝑖 = 1 𝑜𝑟 
𝑛

3
 the path is divided into an isolated node and a path with 𝑛 − 2 nodes. 

So, it has 1 and 2⎾
𝑛−2

6
⏋ + 1 dominating nodes. Implies, total nodes is 2⎾

𝑛−2

6
⏋ + 2 = 2⎾

𝑛

6
⏋ + 2. Otherwise, the 

path is divided into two paths with 3𝑡 + 1 nodes and 𝑛 − 3𝑡 − 2  nodes where 1 ≤ 𝑡 ≤
𝑛

3
− 2. So, it has 2⎾

3𝑡+1

6
⏋ and 

2⎾
𝑛−3𝑡−2

6
⏋dominating nodes. For the maximum value of 𝑡, 𝛾𝐸𝐶𝐶 3𝑡 + 1 + 𝛾𝐸𝐶𝐶 𝑛 − 3𝑡 − 2 = 2⎾

𝑛−5

6
⏋ + 2 =

2⎾
𝑛

6
⏋ + 2. Therefore, 𝛾𝐸𝐶𝐶 𝑃𝑛  is increased by 2. Hence, 𝑣𝑟 ∈ 𝑉𝐸𝐶𝐶

+ . Otherwise, Now removal of the node 𝑣𝑟(𝑟 ≠ 3𝑖 −

1, 𝑖 = {1,2,… ,
𝑛

3
}) then the path is divided into two paths with 𝑡 nodes and 𝑛 − 1 − 𝑡 nodes where 0 ≤ 𝑡 ≤ 𝑛 − 1and 

𝑡 ≢ 1(𝑚𝑜𝑑 3). So, it has 2⎾
𝑡

6
⏋ and 2⎾

𝑛−1−𝑡

6
⏋dominating nodes. For the maximum value of 𝑡, 𝛾𝐸𝐶𝐶 𝑡 +

𝛾𝐸𝐶𝐶 𝑛 − 1 − 𝑡 = 2⎾
𝑛−1

6
⏋ + 0 = 2⎾

𝑛

6
⏋.  Therefore, 𝛾𝐸𝐶𝐶 𝑃𝑛  remains unaltered. Hence, 𝑣𝑟 ∈ 𝑉𝐸𝐶𝐶

0  

 

Case  
If 𝑛 ≡ −1(𝑚𝑜𝑑 6) 

Let 𝑛 = 6𝑘 − 1 for some positive integer 𝑘. 

If 𝑟 = 2,𝑛 − 1 

Now removal of the node 𝑣𝑟  the path is divided into an isolated node and a path with 𝑛 − 2 nodes. So, it has 1 and 

2⎾
𝑛−2

6
⏋ + 1 dominating nodes. Implies, total nodes is 2⎾

𝑛−2

6
⏋ + 2 = 2⎾

𝑛

6
⏋ + 2. Therefore, 𝛾𝐸𝐶𝐶 𝑃𝑛  is increased 

by 2. Hence, 𝑣𝑟 ∈ 𝑉𝐸𝐶𝐶
+ . Otherwise, Now removal of the node 𝑣𝑟(𝑟 = 1,𝑛) then the path is connected and has 𝑛 − 1 

nodes and it has 2⎾
𝑛−1

6
⏋ dominating nodes. Implies, 2⎾

𝑛

6
⏋.  Otherwise, the path is divided into two paths with 𝑡 

nodes and 𝑛 − 1 − 𝑡 nodes where 2 ≤ 𝑡 ≤ 𝑛 − 3. So, it has ⎾
𝑡

3
⏋ and ⎾

𝑛−1−𝑡

3
⏋ dominating nodes respectively. For 

the maximum value of 𝑡, 𝛾 𝑡 + 𝛾 𝑛 − 1 − 𝑡 = ⎾
𝑛−3

3
⏋ + 1 = 2⎾

𝑛

6
⏋− 1 + 1 = 2⎾

𝑛

6
⏋. Therefore, 𝛾𝐸𝐶𝐶has remained 

unaltered. Hence, 𝑣𝑟 ∈ 𝑉𝐸𝐶𝐶
0  

 

Case 4 
Otherwise Now removal of the node 𝑉 𝑃𝑛  the path is divided into two paths with  𝑡 nodes and 𝑛 − 1 − 𝑡 nodes 

where 0 ≤ 𝑡 ≤ 𝑛 − 1. 
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Subcase  

When 𝑡 = 0 𝑜𝑟 𝑛 − 1 only one path remains and it has 𝑛 − 1 nodes. So, it has 2⎾
𝑛−1

6
⏋ = 2⎾

𝑛

6
⏋dominating nodes.  

 

Subcase  
When 𝑡 = 1 𝑜𝑟 𝑛 − 2 the path is divided into one path with 𝑛 − 2 nodes and one isolated node. 

If 𝑛 ≡ 2(𝑚𝑜𝑑 6), it has2⎾
𝑛−2

6
⏋ + 1 and 1 dominating node respectively. Implies, the total number of dominating 

nodes= 2⎾
𝑛

6
⏋− 2 + 2 = 2⎾

𝑛

6
⏋dominating nodes.Otherwise, it has ⎾

𝑛−2

3
⏋and 1dominating node respectively. 

Implies, the total number of dominating nodes= 2⎾
𝑛

6
⏋− 1 + 1 = 2⎾

𝑛

6
⏋dominating nodes. 

 

Subcase  
When 2 ≤ 𝑡 ≤ 𝑛 − 3, 

If 𝑛 ≡ −2(𝑚𝑜𝑑 6)the two paths have ⎾
𝑡

3
⏋ and ⎾

𝑛−1−𝑡

3
⏋ dominating nodes. For the maximum value of 𝑡, 𝛾 𝑡 +

𝛾 𝑛 − 1 − 𝑡 = ⎾
𝑛−3

3
⏋ + 1 = 2⎾

𝑛

6
⏋− 1 + 1 = 2⎾

𝑛

6
⏋. Otherwise, the two paths have 2⎾

𝑡

6
⏋ and 2⎾

𝑛−1−𝑡

6
⏋ 

dominating nodes.  For the maximum value of 𝑡, 𝛾𝐸𝐶𝐶 𝑡 + 𝛾𝐸𝐶𝐶 𝑛 − 1 − 𝑡 = 2⎾
𝑛−3

6
⏋ + 2 = 2⎾

𝑛

6
⏋− 2 + 2 =

2⎾
𝑛

6
⏋. Therefore, 𝛾𝐸𝐶𝐶 𝑃𝑛  remains unaltered. Hence,  𝑉 𝑃𝑛 = 𝑉𝐸𝐶𝐶

0 . 

 

Theorem  
 For the cycle graph 𝑛 > 2, 𝐶𝑛 = (𝑣1 , 𝑣2, . . . , 𝑣𝑛) on 𝑛 nodes, we have 1 ≤ 𝑟 ≤ 𝑛, 1 ≤ 𝑡 ≤ 3, 𝛾𝐸𝐶𝐶 𝐶𝑛 − 𝑣𝑟 =

 

𝛾𝐸𝐶𝐶 𝐶𝑛 − 𝑡     𝑖𝑓 𝑉 = 𝑉𝐸𝐶𝐶
−

𝛾𝐸𝐶𝐶 𝐶𝑛              𝑖𝑓 𝑉 = 𝑉𝐸𝐶𝐶
0

𝛾𝐸𝐶𝐶 𝐶𝑛 + 1     𝑖𝑓 𝑉 = 𝑉𝐸𝐶𝐶
+

  

1. If 𝑛 is even, 𝑉 = 𝑉𝐸𝐶𝐶
𝑜  

2. If 𝑛 is odd and 

i. If 𝑛 ≡ −3,−1 (𝑚𝑜𝑑 18), 𝑉 = 𝑉𝐸𝐶𝐶
𝑜  

ii. If 𝑛 ≡ 0 (𝑚𝑜𝑑 9), 𝑉 = 𝑉𝐸𝐶𝐶
+  

iii. If 𝑛 ≡ 3,5,7 (𝑚𝑜𝑑 18), 𝑉 = 𝑉𝐸𝐶𝐶
−  and 𝑡 = 1 

iv. If 𝑛 ≡ −7,−5 (𝑚𝑜𝑑 18), 𝑉 = 𝑉𝐸𝐶𝐶
−  and 𝑡 = 2 

v. If 𝑛 ≡ 1 (𝑚𝑜𝑑 18), 𝑉 = 𝑉𝐸𝐶𝐶
−  and 𝑡 = 3 

 

Proof 
let 𝐶𝑛  be the cycle graph, 𝑉 𝐺 = {𝑣𝑟 ∶ 1 ≤ 𝑟 ≤ 𝑛}and 𝐸 𝐺 = {𝑣𝑟𝑣𝑟+1, 𝑣𝑛𝑣1 ∶ 1 ≤ 𝑟 ≤ 𝑛 − 1}. 𝜒𝐸 𝐶𝑛 =

 
2 𝑖𝑓 𝑛 𝑖𝑠 𝑒𝑣𝑒𝑛
3 𝑖𝑓 𝑛 𝑖𝑠 𝑜𝑑𝑑  

 and 𝛾𝐸𝐶𝐶 𝐶𝑛 =  
2⎾

𝑛

6
⏋ 𝑖𝑓 𝑛 𝑖𝑠 𝑒𝑣𝑒𝑛

3⎾
𝑛

9
⏋ 𝑖𝑓 𝑛 𝑖𝑠 𝑜𝑑𝑑  

 . Now removal of the vertex 𝑉 𝐶𝑛  the cycle is changed to a path 

with  𝑛 − 1 nodes. 

 

Case  
𝑛 is even When 𝑛 is even 𝛾𝐸𝐶𝐶 𝐶𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛  and 𝛾𝐸𝐶𝐶 𝑃𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛−1  which implies 𝛾𝐸𝐶𝐶 𝐶𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛−1 . 

Therefore, 𝛾𝐸𝐶𝐶 𝐶𝑛 − 𝑣𝑟  remains unaltered. Hence, 𝑉 𝐶𝑛 = 𝑉𝐸𝐶𝐶
0 . 

 

Case  
𝑛 is odd When 𝑛 is odd, after the removal of one node in an odd cycle it becomes an even path. 

 

Sub Case  
𝑛 ≡ −3,−1 (𝑚𝑜𝑑 18) Let 𝑛 = 18𝑘 − 3 𝑎𝑛𝑑 18𝑘 − 1, 𝑘 be a natural number. When 𝑛 ≡ −3,−1 (𝑚𝑜𝑑 18), 𝛾𝐸𝐶𝐶 𝐶𝑛 =

𝛾𝐸𝐶𝐶 𝑃𝑛  and 𝛾𝐸𝐶𝐶 𝑃𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛−1  which implies 𝛾𝐸𝐶𝐶 𝐶𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛−1 . Therefore, 𝛾𝐸𝐶𝐶 𝐶𝑛 − 𝑣𝑟  remains 

unaltered. Hence, 𝑉 𝐶𝑛 = 𝑉𝐸𝐶𝐶
0 . 
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Sub Case  
𝑛 ≡ 0 (𝑚𝑜𝑑 9) Let 𝑛 = 9𝑘, 𝑘 be a natural number. When 𝑛 ≡ 0  𝑚𝑜𝑑 9 , 𝛾𝐸𝐶𝐶 𝐶𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛 − 1 and 𝛾𝐸𝐶𝐶 𝑃𝑛 =

𝛾𝐸𝐶𝐶 𝑃𝑛−1  which implies 𝛾𝐸𝐶𝐶 𝐶𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛−1 − 1. Therefore, 𝛾𝐸𝐶𝐶 𝐶𝑛 − 𝑣𝑟  is increased by 1. Hence, 𝑉 𝐶𝑛 = 𝑉𝐸𝐶𝐶
+ . 

 

Sub Case 
𝑛 ≡ 3,5,7 (𝑚𝑜𝑑 18) Let 𝑛 = 18𝑘 + 3, 18𝑘 + 5 𝑎𝑛𝑑 18𝑘 + 7, 𝑘 be a whole number. When 𝑛 ≡ 3,5 (𝑚𝑜𝑑 18), 𝛾𝐸𝐶𝐶 𝐶𝑛 =

𝛾𝐸𝐶𝐶 𝑃𝑛 + 1 and 𝛾𝐸𝐶𝐶 𝑃𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛−1  which implies 𝛾𝐸𝐶𝐶 𝐶𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛−1 + 1. When 𝑛 ≡ 7 (𝑚𝑜𝑑 18), 𝛾𝐸𝐶𝐶 𝐶𝑛 =

𝛾𝐸𝐶𝐶 𝑃𝑛 − 1 and 𝛾𝐸𝐶𝐶 𝑃𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛−1 + 2 which implies 𝛾𝐸𝐶𝐶 𝐶𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛−1 + 1. Therefore, 𝛾𝐸𝐶𝐶 𝐶𝑛 − 𝑣𝑟  is 

decreased by 1. Hence, 𝑉 𝐶𝑛 = 𝑉𝐸𝐶𝐶
− . 

 

Sub Case 
𝑛 ≡ −7,−5 (𝑚𝑜𝑑 18) Let 𝑛 = 18𝑘 − 7 𝑎𝑛𝑑 18𝑘 − 5, 𝑘 be a natural number. When 𝑛 ≡ −7 (𝑚𝑜𝑑 18), 𝛾𝐸𝐶𝐶 𝐶𝑛 =

𝛾𝐸𝐶𝐶 𝑃𝑛 + 2 and 𝛾𝐸𝐶𝐶 𝑃𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛−1  which implies 𝛾𝐸𝐶𝐶 𝐶𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛−1 + 2. When 𝑛 ≡ −5 (𝑚𝑜𝑑 18), 

𝛾𝐸𝐶𝐶 𝐶𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛  and 𝛾𝐸𝐶𝐶 𝑃𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛−1 + 2 which implies 𝛾𝐸𝐶𝐶 𝐶𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛−1 + 2. Therefore, 𝛾𝐸𝐶𝐶 𝐶𝑛 −

𝑣𝑟 is decreased by 2. Hence, 𝑉𝐶𝑛=𝑉𝐸𝐶𝐶−. 

 

Sub Case  
𝑛 ≡ 1 (𝑚𝑜𝑑 18) Let 𝑛 = 18𝑘 + 1, 𝑘 be a natural number. When 𝑛 ≡ 1  𝑚𝑜𝑑 18 , 𝛾𝐸𝐶𝐶 𝐶𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛 + 1 and 

𝛾𝐸𝐶𝐶 𝑃𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛−1 + 2 which implies 𝛾𝐸𝐶𝐶 𝐶𝑛 = 𝛾𝐸𝐶𝐶 𝑃𝑛−1 + 3. Therefore, 𝛾𝐸𝐶𝐶 𝐶𝑛 − 𝑣𝑟  is decreased by 3. 

Hence, 𝑉 𝐶𝑛 = 𝑉𝐸𝐶𝐶
− . 

 

CONCLUSION 

 
The study of the effect of the removal of a node in any graph theoretic parameter has interesting applications in the 

context of the network. In this paper, a similar study has been initiated concerning the Equitable Color Class 

Domination number for a graph 𝐺. 
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Numerous studies have been performed to determine the propensity of amino acid residues for 

secondary structural elements. The propensity of amino acids is crucial in bioinformatics. Certain amino 

acid residues are more prevalent in secondary structural elements; this tendency is known as propensity. 

Other researchers explain the α-helix, β-sheet and random structure amino acid propensity. Here, based 

on the deviation parameter values, we establish the propensity for secondary structure elements 

including α-helix, β-sheet 3/10 alpha-helix, pi-helix, isolated beta-bridge, beta-turn,bend and random 

structure in 3148 all beta-proteins of ribovirus. Additionally, this information will be helpful to 

experimental biologists who need to make accurate predictions about protein structure, molecular 

modeling, and the development of drugs. 

 

Keywords: Amino acid propensity, Deviation parameter, Secondary structure of protein 
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INTRODUCTION 
 

A protein's structure is mostly composed of lengthy chains of amino acids. The structure of proteins is organized into 

four levels: primary, secondary, tertiary, and quaternary structure. Only the amino acid sequence, which is 

organized in the polypeptide chain, makes up a protein's primary structure. The term "secondary structure of 

proteins" refers to periodic conformations that occur repeatedly in chains of polypeptide. The tertiary structure of a 

protein is formed when a protein is folded from its secondary structures into a stable three-dimensional structure. 

The quaternary structure is created by the spatial arrangement of the multiple tertiary structures. Comparing all 

protein structures secondary structures serve an important role in bioinformatics [1, 2].Protein secondary structures 

can be classified into three general states: helix (H), strand (E), and coil (C). The DSSP algorithm suggested 

converting the three main states into eight states to provide a more precise characterization of the secondary 

structures: 3/10 helix (G), alpha-helix (H), pi-helix (I), beta-stand (E), bridge (B), turn (T), bend(S), and others(C). 

Several studies have been undertaken to better understand the propensity of secondary structural elements. Through 

statistical study of three-dimensional structures, experimental investigation of the alpha-helix or beta-

sheet composition of peptides, and experimental evaluation of the thermodynamic stability of mutant proteins, the 

propensities have been estimated [3-5]. Chou and Fasman examined each amino acid's frequency of occurrence and 

structural propensity in the secondary structures of 15 proteins, accounting for a total of 2473 amino acid residues.  

 

They published their results in 1974[6].Despite the fact that Richardson et al. and Engel et al. showed that amino acid 

propensities vary depending on amino acids for different positions of the alpha-helix, the acquired propensities for 

alpha -helix are consistent throughout investigations, with the pair-wise correlation coefficient (R) often being 

>0.8[7,8].The IgG-binding domain of protein G includes four antiparallel strands, and Minor and Kim showed that 

the -sheet propensity examined at the center strand differed significantly from that measured at an edge strand  [9]. 

The secondary structure propensities for four protein structural classes: ‚all-α‛, ‚all-β‛, ‚α/β‛, and ‚α + β‛ were 

estimated by Jiang et al. and Costantini et al. They showed that these structural groups affected the tendency for 

beta-sheets [10, 11]. After 40 years, Mehmet can evaluate the conformational parameters of amino acids in helical, 

beta-sheet random coil regions [12].S A Mugilan and K Veluraja developed deviation parameters for amino acid 

singlets, doublets, and triplets from three-dimensional protein structures in order to predict secondary structure 

from amino acid sequences [13].In this study, we focused on preferred and non-preferred amino acid residues for the 

secondary structural elements ribovirus of all beta protein. However, the majority of techniques anticipate just the 

secondary structure elements of the alpha-helix and beta-sheet. However, our method is also applicable to the other 

structural elements, notably alpha-helix beta - sheet, bend, beta-turn, isolated beta-bridge, 3/10-helix, pi-helix and the 

random structure. 

 

MATERIALS AND METHODS 
 

Data collection 

In the course of the investigation, I employed 3458 all beta proteins from the Protein Data Bank (PDB).The DSSP files 

from the DSSP data base are extracted for the associated PDB IDs. The DSSP database contains 3148 DSSP files out of 

3458 total. The DSSP file comprises detailed information about all beta proteins. We need the total amount of amino 

acid residues for secondary structural elements such as alpha-helix, beta-sheet, beta-turn, bend, 3/10-helix, pi-helix, 

isolated-beta bridge, and random structure for our analysis. By utilizing the Python program, the amino acid 

residues are extracted from the DSSP file. We determine the frequency of occurrence, as well as the observed and 

expected values. The deviation parameter value for the 20 amino acid residues has been determined using the 

observed and expected values. Within the secondary structure elements, the deviation parameter values are then 

normalized. The graph depicts the relationship between amino acid residues and the deviation parameter value. We 

may deduce the preferred and undesirable amino acid residues for all beta proteins' secondary structural elements 

from the graph. The frequency of occurrence of 20 amino acids can be calculated using the following equation[13, 14] 
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P X =
 N i  

n
i=1  X 

 Y i
n
i=1

 

Here, X represents individual amino acid residues. Ni(X) is the number of counts for X in the ith protein, Yi is the total 

number of amino acid residues in the ith protein, and n is the total number of proteins considered (3148). Based on 

the frequency of occurrence of amino acid residues, one can calculate the expected number of these units (for each 

structural elements) as follows: 

𝐶exp (X) = P(X) Si  

Here Si represent the total number of particular entity (X) in a particular structural element in protein i. 

The deviation parameters for the secondary structural elements are calculated according to the formula[13,14] 

Deviation parameter =
Observed− Expected

Expected
× 100 

The deviation parameter values are then normalized using the following formula [15]. 

𝑁 =
𝑋 −𝑀𝑖𝑛𝑖𝑚𝑢𝑚

𝑀𝑎𝑥𝑖𝑚𝑢𝑚−𝑀𝑖𝑛𝑖𝑚𝑢𝑚
 

The deviation parameter value is used to determine the propensity of amino acid residues for the secondary 

structural elements. 

 

RESULT 

 
The distribution of amino acids for all beta proteins of ribovirus secondary structural elements is shown in 

Table1.Based on Table 1, we can infer that the beta-sheet has more amino acid residues than the other secondary 

structural elements. Table2 displays the deviation parameter value for the secondary structural elements.Glu (Alpha-

helix), Val (Beta-sheet), Gly (Beta-turn), Cys (Bend), His (3/10-helix), Ala (Pi-helix), His (Isolated beta-bridge), and 

Pro (random structure) had the highest deviation parameter value. Pro (Alpha-helix, Beta-sheet, Pi-helix), Trp (Beta-

turn, Bend), Cys, (3/10-helix), Ile (Random Structure), and Gly (Isolated beta-bridge) all contributed to the value of 

the minimum deviation parameter. The values of the amino acid residue deviation parameters deviate slightly from 

previously published data [13]. 

 

Graphical representation 

The plot is drawn between amino acid residues and the deviation parameter value. From the graph, the amino acid 

residue distribution of all beta proteins ribovirus can be seen. The preference of the amino acid residue over 

secondary structural elements is conveyed by the value +1. The number -1 indicates that it is not favored. According 

to this graph1, the amino acid Glu is more excited in the area on the positive side. Consequently, it is the alpha-

helix's most important amino acid residue. Pro is also more enthusiastic about the negative aspects of things. They 

are the least important amino acid residue. Graph 2 Val is more enthusiastic about positive aspects. As a result, it is 

more important for beta-sheet amino acid residues. Similarly, Pro is more excited on the negative side. They are the 

amino acid residues that are least necessary. The amino acid Gly is more excited on the positive side region of the 

graph 3.As a result; it is a more crucial amino acid residue for the beta-turn. Val is also more excited on the negative 

side region. They are the least crucial amino acid residue. Graph 4 shows that the amino acid Cys is more excited in 

the positive side region. Consequently, it is a more crucial amino acid residue for the bend structure. Even on the 

negative side, Val is more excited. They are the least significant amino acid residue. In accordance with the graph 5, 

the amino acid His is more activated on the positive side. As therefore, the 3/10-helix has more significant amino acid 

residues. Cys is also more excited in the negative side region. They are the least abundant amino acid residue. From 

the graph 6, the amino acid Ala is excited more in the positive side region. So it is more significant amino acid 

residues for pi-helix. On the other hand, Pro is more excited on the negative side region. They are least significant 

amino acid residue. From the graph 7, the amino acid His is excited more in the positive side region. So it is more 

significant amino acid residues for Isolated Beta Bridge. Gly is also more excited in the negative side region. They are 

least significant amino acid residue. From the graph 8, the amino acid Pro is excited more in the positive side region. 

So it is more significant amino acid residues for random structure. Similarly, Ile is more aroused in the negative side 
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region. They are least significant amino acid residue. There are small differences between the preferential and non-

preferred amino acid residues from the earlier analysis. [16-28]. 

 

DISCUSSION 

 
The distribution of amino acid residues, frequency of occurrence, and deviation parameter value were determined 

based on these observations. According to the distribution, the beta sheet has more amino acid residues than the 

other secondary structural elements. The value of the deviation parameter represents the result of favored and non-

preferred amino acid residues in secondary structural elements. Experimental biologists can make use of the 

abovementioned information for structure prediction, molecular modeling, and medication development. 
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Table1: Distribution of amino acid residues for secondary structural elements 

AA 
Total number of 

amino acids 

Alpha -

helix 

Beta- 

sheet 

Beta-

turn 

Ben

d 

3/10-

helix 

Pi-

helix 

Isolated beta-

bridge 

Random 

structure 

A 125801 18383 43411 10510 
1462

5 
3257 379 1572 33664 

R 92351 14814 28739 8336 9792 2938 30 2189 25513 

N 122242 17025 22294 22082 
1988

5 
3975 100 1457 35424 

D 101603 14939 17703 13699 
1773

2 
5075 37 1059 31359 

C 19151 1372 6508 2979 4108 143 6 422 3613 

E 104875 22095 30256 10209 
1273

2 
3827 200 946 24610 

Q 86960 14927 31283 7106 9437 2680 64 1207 20256 

G 178650 7012 39452 49090 
3559

3 
2697 319 1371 43116 

H 44876 4270 20336 2202 4793 2587 3 1847 8838 

I 125622 15580 70777 5553 6842 2117 246 4379 20128 

L 163067 34109 72599 9013 9829 3683 164 2991 30679 

K 111668 15602 40291 9790 
1775

3 
2738 24 1752 23718 

M 39746 6614 17046 2254 2204 1139 28 441 10020 
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F 78198 5463 39831 4639 5018 2266 233 2439 18309 

P 108844 2783 16174 16314 
1515

8 
3463 1 1011 53940 

S 162955 13284 50866 17953 
2327

4 
6714 83 3029 47752 

T 208263 13481 61863 13470 
1657

1 
2873 87 4130 95788 

W 40092 4948 18222 2370 5230 736 15 1451 7120 

Y 78455 9658 40345 4164 5961 1805 120 1979 14423 

V 146139 15770 85504 3872 7518 2345 54 4145 26931 

Tot

al 
2139558 252129 753500 

21560

5 

2440

55 
57058 2193 39817 575201 

 
Table2: Deviation parameter value for secondary structural elements 

A

A 

Alpha-

helix 

Beta-

sheet 

Beta- 

turn 
Bend 

3/10-

helix 

Pi-

helix 

Isolated beta-

bridge 

Random 

structure 

A 0.262914 0 -0.19478 0 0 1 -0.5582 0 

R -0.44048 -0.02673 0.27569 1 -1 
-

0.69483 
0.103376 -0.7352 

N 0.273253 -0.86951 0.14979 
0.59304

8 
0.734452 

-

0.64379 
-0.74814 0.14765 

D 1 -0.28797 0 
0.05238

3 
0.270227 0.25452 -0.87667 -0.30676 

C -0.46209 0.663958 -0.53664 
-

0.77703 
0.011064 

0.97769

7 
0.532624 -0.31164 

E -0.83385 -0.63235 1 
0.84455

5 
-0.58587 

0.17265

6 
-1 -0.24452 

Q -0.15496 0.41456 -0.68139 
-

0.03006 
1 

-

0.94214 
1 -0.65804 

G 0.01051 0.903818 -0.75005 
-

0.94707 
-0.49058 

0.28905

7 
0.704634 -1 

H 0.189722 0.00475 -0.13654 
0.43485

8 
-0.07442 

-

0.79355 
-0.26559 -0.51411 

I 0.982784 0.37928 -0.59384 
-

0.84527 
-0.17936 0 -0.02252 -0.74005 

L 0.494471 0.306786 -0.57353 
-

0.92978 
0 -0.3023 -0.68652 -0.14433 

K 0.184643 -0.82808 0.4281 
0.47240

5 
0.133163 

-

0.18832 
-0.61106 0.061669 

M -1 -1 0.241251 
0.23418

1 
0.108973 -1 -0.85209 1 

F 0.554383 0 -0.22059 0 0.074568 
-

0.27069 
-0.43138 -0.32283 

P 0.425995 -0.17245 -0.09993 
-

0.04364 
0.108877 

-

0.68324 
0.181569 0 

S -0.32051 -0.1676 0 
0.27042

7 
0.43271 -0.4981 0 0.076498 
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T -0.5244 -0.24447 -0.46107 
-

0.50727 
-0.65651 

-

0.59003 
0 0.837518 

W 0 1 -1 -1 -0.53431 
-

0.63842 
0.400087 -0.77595 

Y 0.003582 0.420528 -0.5396 
0.14447

7 
-0.40885 

-

0.63378 
0.767147 -0.83827 

V 0 0.685627 -0.62484 
-

0.57013 
-0.1565 0 0.252915 -0.7801 

 

 

 

 

Flow Chart Fig a) 

 
 

Fig b) Fig c) 
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Fig d) Fig e) 

 
 

Fig f) Fig g) 

 
Fig h) 
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Osteoarthritis is commonest musculoskeletal disorders. OA is most common cause of disability among 

persons over 60 years of age. It affecting 30-50% of the population. There are many therapies for 

treatment of osteoarthritis of knee joint but blood flow restriction is effective in treatment of knee 

osteoarthritis. Resistance training is beneficial for musculoskeletal function, cardiovascular function, 

psychological health, functional status. Resistance training is very effective in improving strength of 

quadriceps in OA knee. There is various therapy available for treatment of osteoarthritis of knee and BFR 

is one of them which useful in improving muscle strength and reducing pain. In patients with 

osteoarthritis of knee patients will have low risk factors if they have more strength in quadriceps 

muscles. Many studies suggest that BFR is effective this review is done to find out its effectiveness. 

Objectives: To identification, evaluation and summarization of blood flow restriction training on elder 

people with osteoarthritis on pain, physical function and muscle strength. Google scholar, Pubmed 

,concrane library , PEDro until 2020 This systemic review was done with using prizma guidelines. The 

keywords were used BFR, Resistance training, Physical therapy, Osteoarthritis knee. The article was 

evaluated with pedro scale. This Review registered in PROSPERO(CRD42021291792).After searching non 

randomized control trial journal were excluded. Then, the level of evidence was re-evaluated with the 

help of Pedro scale. Total 8 articles were included. All but 4 studies observed a significant increase in 
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muscle strength and  physical function following treatment. Published limited data show BFRT to be safe 

and effective in improving quadriceps muscle strength in patients with weakness with people with knee 

osteoarthritis and reducing pain. 

 

Keywords: treatment, BFRT, people, studies, osteoarthritis 

 

INTRODUCTION 
 

Osteoarthritis is most common musculoskeletal disease which causes disability in persons. OA is most common 

cause of disability in over 60 years of age.  Which affects 30-50% of the population. (1) OA in older adults’ responsible 

for OA to decrease physical function. Many studies have concluded that people with knee OA have weak quadriceps 

muscles.  So, strengthening knee extensors muscle is mandatory for reduction of pain and disability in patients with 

risk factor of osteoarthritis knee. (2) Resistance training is effective in improvement in musculoskeletal function, 

cardiovascular function, psychological health, functional status. Resistance training is very effective in improving 

strength of quadriceps in OA knee. (3) Blood Flow Restriction (BFR) training: BFR is also known as KAATSU 

training.  BFR training was originated 50years ago in Japan. (4) The BFR is done by applying a pneumatic cuff or 

elastic bands to the most proximal part of the muscle. The training can be performed with low loads, around 10–30% 

of the maximum resistance. (5) BFR will only partially restricts blood flow and reduces the venous return and 

maintaining free arterial flow. (10)  The exact mechanisms that promote gain in strength and hypertrophy remain 

unknown. But with arterial blood flow restriction there will be activation of muscles, increasing growth hormones 

and also increasing in metabolites lactate. And with the venous blood flow restriction there will be increase in 

metabolite stress, and reduction of stroke volume. (6)  

 

BFR resistance training is beneficial for increasing skeletal muscle strength in some older adults, those who’re with 

risk factors for knee OA. American College of Sport Medicine (ACSM) guidelines for strength training with older 

people recommend loads above 60% of 1 repetition maximum (1-RM) with frequency of 2–3 times per week, 1–3 sets 

of 8 to 12 repetitions. (7) High intensity resistance training can be performed with 70–85% 1RM resistance. (8) In OA 

patients muscle strength training is best intervention therapy to improve mobility in older people with sarcopenia.  

(9) Resistance exercise is program provides more muscle strength when we apply it with BFR. (10) Loenneke et al. 

has concluded that BFR combined with several types of exercise resulted about improvement in muscle strength and 

physical function. (11) There are various therapy available for treatment of osteoarthritis of knee and BFR is one of 

them which useful in improving muscle strength and reducing pain. In patients with osteoarthritis of knee patients 

will have low risk factors if they have more strength in quadriceps muscles. Many studies suggest that BFR is 

effective this review is done to find out its effectiveness.  

 

Purpose 

The main purpose of the study is to provide elaborated, studies in one document. Purpose of systemic review is to 

for supremacy health care decisions, production of primary research design. And the need of this study is for 

identification, evaluation and summarization of blood flow restriction training on elder people with osteoarthritis on 

pain, physical function and muscle strength. 

 

Search strategy 

The search strategy and reporting of this systematic review adhered to the PRISMA guidelines (Moher, Liberati, 

Tetzlaff, & Altman, 2009) and followed recommendations of the Cochrane Handbook for Systematic Reviews 

(Higgins & Green, 2011). The protocol of the review was prospectively registered in PROSPERO, submitted online in 

DECEMBER 2021 (CRD42021291792). 
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Study Inclusion and Exclusion Criteria 

Articles were included if they fulfilled the following criteria: (1) written in English; (2) Treatment given for at least 4 

weeks or more with proper method followed. (3) Physical function and pain results were reported pre- and post-

treatment. Articles that have poor quality PEDro were Excluded. Systematic reviews and meta-analyses were also 

excluded, as the authors wanted to develop their own interpretations of the available data, and full article is not 

available that was also excluded. 

 

Study Selection 

One author ensured that all selected studies met the minimum requirements for inclusion. The author then conferred 

with another author to confirm inclusion and appropriateness of each article. 

 

Data Extraction 

One author abstracted information from the selected articles. The extracted information included study population, 

treatment utilized, duration of the treatment, length of time until follow-up measurements, and measured outcomes. 

 

Data Synthesis 

After searching journals, non-RCT articles were first excluded. Then, the level of evidence was further evaluated by 

using the PEDro scale (http://www.pedro.org.au./).  If not found in the PEDro database, the article was evaluated by 

2 reviewers who had completed the PEDro scale training tutorial. In case of score disagreement or other problems, a 

group discussion was used to decide whether to include or exclude an article from this study.  The authors used the 

PEDro scale to assess the methodological quality of all studies included in the current review. The PEDro scale 

evaluates for 11 criteria to determine the methodological quality of a study. PEDro scores range from 0 = poor to 10 = 

high. The authors recognize that the PEDro scale is intended to be used solely for randomized control trials. Three 

authors independently scored each study included in the current review and then conferred with one another, 

discussed any disparities in the scores, and reached a consensus on each item included in the PEDro scale. Following 

data abstraction and methodological quality assessments, all authors compiled the findings of the included studies to 

form a comprehensive synthetization and interpretation of the data. The full text of all included RCT articles was 

reviewed. The following questions were investigated. All included RCT articles were summarized and analyzed with 

descriptive statistics. The author, publication year, subjects, intervention, exercise type, and outcome measures of all 

included articles were extracted by 2 reviewers. A third reviewer validated the data using a predefined form. If the 

reviewers had different opinions related to article selection, data extraction, or quality assessment, a consensus was 

achieved through discussion. 

 

RESULTS 

 
Search Results The initial search of the electronic databases resulted in 2253 articles available for review. Duplicate 

articles were removed, and 1348 titles and abstracts were reviewed. Review of the 1068 titles and abstracts resulted in 

378 articles being removed. 200 additional articles were excluded following full-text review. The reference list of each 

remaining article was reviewed, and an additional article 38 were identified. The inability to abstract the necessary 

data from certain articles or through correspondence with the articles authors resulted in articles being removed. 

After those 19 articles found and some were not meeting inclusion criteria of review. In total, 4 articles were included 

in the current review. The Figure shows a flow chart of the article search results and data abstraction. Table 1 

presents the quality of included studies. The mean Pedro score of included articles was 7 with a range of 7–8All 

studies were randomized (100%), conducted concealed allocation (100%), and had baseline comparability (100%). All 

studies were analyzed between-group comparisons, with reported point estimates and variability (100%). 

(17)(18)(19) Table 3 Provides the summarized information (including author, experimental design, participants, 

intervention, comparison, and outcome measures) for each RCT article. The ages of the experimental subjects ranged 

from 50-70 years of age. For all other articles, the experimental and control groups showed a similar age distribution. 

Sandipkumar Parekh et al., 

 

 et al., 

http://www.pedro.org.au./


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69701 

 

   

 

 

Supervised BFR intervention was included in most of the RCT articles, and the RCT BFR programs lasted for 1 hour 

each time, 1–4 times per week for 6–12 weeks. 

 

 

DISCUSSION 

 
The current systematic review shows a comprehensive review of blood flow restriction therapy and their effects on 

pain reduction, muscular performance, and muscle function. Evidence supports the use of BFR therapies to improve 

physical function in osteoarthritis of knee. The data shows that BFRT to be safe and potentially effective in 

improving quadriceps strength in patients with knee-related weakness an. There were no complications related to 

BFRT. Improvements in study design and refinements in protocols related to cuff pressure and exercise dosage and 

duration are required to further advance our knowledge of this treatment option. The low-resistance load of 30% 1 

RM used in studies was effective in improving quadriceps strength. BFRT does not enhance the key clinical 

outcomes of pain and disability relative to regular high intensity resistance training. These findings are also 

relatively consistent with the most promising results reported for BFRT in other painful musculoskeletal conditions. 

For example, Giles et al. (2017) (Giles et al., 2017) which was included within two of the systematic reviews (Cuyul-

Vasquez et al., 2020; Van Cant et al., 2020) on painful knee conditions, but not in the current review reported that 

‘pain with daily activities’ improved significantly more for people with patellofemoral pain using BFRT than those 

undergoing only traditional RT. However, this additional benefit was only evident immediately post-intervention at 

eight weeks, and was no longer evident at six months. Secondly, and arguably more importantly, pain with daily 

activities was not a primary outcome in that RCT, with neither the two primary outcomes (worst pain, and pain-

related function) nor any other secondary outcomes demonstrating significant benefits for the BFRT group. Our 

findings are also consistent with Ladlow et al. (2018) (Ladlow et al., 2018) who reported no significant benefit of 

BFRT over conventional RT among people with lower limb musculoskeletal pain. We are aware of no other RCTs 

demonstrating a sustained (e.g., at least 4 weeks) clinical benefit on pain or disability for BFRT, over and above the 

benefit of exercise, among people with painful musculoskeletal conditions.  

 

CONCLUSION 

 
Published limited data show BFRT to be safe and p effective in improving quadriceps muscle strength in patients 

with weakness with people with knee osteoarthritis and reducing pain. The use of short-duration vascular occlusion 

and light-load resistance exercises appears in arthritic knees. This treatment option requires further investigation to 

refine protocols related to cuff pressure and exercise dosage and duration. 
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Table 1. PEDro score for included studies (n = 4) 

 
Mikhail Santos 

Cerqueira 

Rodrigo 

brancoferraz 

Sara A harper at 

al. 

Mai m a 

Abdallah 

Eligibility Y Y Y Y 

Random allocation Y Y Y Y 

Concealed allocation Y N N Y 

Baseline comparability Y Y Y Y 

Blind subjects Y Y Y Y 

Blind therapists N N N N 

Blind assessors N Y Y N 

Adequate follow-up 

 

 

Y Y Y Y 

Intention-to-treat analysis Y Y Y Y 

Between-group 

comparisons 
Y Y Y Y 

Point estimates and 

variability 
Y Y Y Y 

Total score (0–10) 7 7 7 7 

PEDro: Physiotherapy Evidence Database; Y: yes; N: no 

 

Title Author Design 

Participant 

Number 

Age=mean=

SD 

Interventi

on 

Exercise mode 

(frequency/inten

sity) 

Outcome 

measures 

Effects of 

blood flow 

restriction 

exercise 

with very 

low load 

and low 

volume in 

Mikhail Santos 

Cerqueira 1, WouberHéri

ckson de Brito Vieira 

two-arm 

randomiz

ed 

placebo-

controlled 

tria 

50 or above 

Group 1: 

high-

intensity 

resistance 

exercise 

 

Group 2: 

Blood flow 

2 sessions per 

week for 12 

weeks 

Primary 

outcome:V

AS, 30-s 

chair stand 

test 

 

Secondary 

outcome: 
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patients 

with knee 

osteoarthri
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protocol 
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randomize

d trial 

restriction 

exercise 

SF-36 

questionnai

re 

 

Benefits of 

resistance 

training 

with blood 

flow 

restriction 

in knee 

osteoarthri

tis 

Rodrigo brancoferraz 

Randomiz

ed control 

trial 

50 to 60 

years 

Low 

intensity 

resistance 

training, 

partial 

blood flow 

restriction 

+high 

intensity 

resistance 

training 

  

Blood flow 

restriction 

resistance 

exercise for 

older 

adults with 

knee 

osteoarthri

tis: A pilot 

RCT 

Sara A harper at al. 
A pilot 

RCT 
>60 

Low load 

resistance 

training 

with BFR 

And 

Moderate 

intensity 

resistance 

training 

  

Effect of 

low load 

resistance 

blood flow 

restriction 

training on 

knee 

osteoarthri

tis 

Mai m a Abdallah RCT 40-60 

Conventio

nal High 

load 

resistance 

training 

and low 

load 

resistance 

training 

with BFR 

3 sessions per 4 

weeks, total 12 

sessions 

Time up go 

test 

 

VAS 
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Education is a process of human empowerment for the achievement of better and high quality of life. As 

with literacy in the 20th century mathematical calculations and numeracy skills will be needed   for 

everybody in the 21stcentury. An individual who do not acquire basic competencies in mathematics 

before leaving secondary school level will be disadvantaged in the work place of the 21st century and in 

their ability to function in many new routine day to day activities.  Especially cognitive abilities like 

thinking, reasoning, memory, attitude, towards perception, decision making, etc., are some of the 

variables, necessary for proficiency in mathematics. 

 

Keywords: cognitive, ability, mathematics, proficiency. 

 

INTRODUCTION 

 
Mathematics is the science that deals with the logic of shape, quantity, and arrangement, Mathematics is all around 

us, in everything we do. Mathematics is a science of numbers, magnitude, space, geometrical figures and algebraic 

expressions. Achievement in mathematics signifies that an individual have an ability to deal with numbers, solve 

difficult mathematical problems have an understanding of geometrical figures and their constructions. A high 

achiever in mathematics has excellent computational and interpretation skills. 

 

Mathematical performance is made up of a number of components such as basic knowledge of numbers, memory for 

arithmetical facts, understanding of mathematical concepts and ability to follow problem solving procedure (Dowker 
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1998). These elementary arithmetic skills increase over time (Siegler1988). In the beginning, at a basic level, children 

start by using fingers or other concrete references to help them with the counting process. From these simple 

strategies, children move on to auditory counting starting with the addition process and countingup to the 

subtraction process through experience and improvements in working memory children are better able to mentally 

keep the counting process and thus gradually abandon the use of manipulative and fingers for verbal counting 

(Gearg, 2006). The cognitive process associated to the measurement process implies the subdivision of continuous 

quantities (such as length) in order to make them countable and comparable. Hence measurement skills are complex, 

cognitive processes associated with both number and arithmetic operations (Clements and Sarama, 2009). 

 

Cognitive processes Associated with mathematics 

 
 

SPATIAL MEMORY  

This refers to the ability to remember those that are in space and their relationship with other objects in space. This 

understanding provides the foundation on which problems in space can be solved. 

 

VISUALIZATION 

The ability to visualize a problem that are considered to visualize alternative solutions contributes substantially to 

the understanding of the problem. In learning, transformations in geometry, for example, interpreting the difference 

between a translation (Sliding an object along a straight line), a rotation turning an object, around a point and a 

reflection (mirror image) is greatly aided by the visualization skills. 

 

DIRECTIONALITY 

The ability to distinguish left and right, of course, is more than about math.It comesin hardlywhen trying shoes, 

reading a map or a chart and in executing a football or basketball play. It is critical in chemistry (Where two 

molecules may differ only in the orientation of the atoms (the technical term is ‚enantiomer‛), but have two 

completely different uses like one drug used to treat tuberculosis whose enantiomercauses blindness. When it comes 

to counting and numerical operations they are again dependent for math success on some foundational cognitive 

skills, such as sequential processing and selective attention and on executive functions (the directive capacities of our 

minds) such as working memory. 

 

WORKING MEMORY  

Working memory refers to the ability to hold information in the minds while manipulating it.Working capacity is 

highly correlated with reading comprehension, with math performance, and with many other academic and non-

academic outcomes. Working memory serves math process from the very simple (for example, keeping track of 

which applies in the basket have counted and which we haven’t) to the most complex reasoning and mental 

simulations that are performed when calculating statistics or manipulating derivatives in calculates. 
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SEQUENTIAL PROCESSING 

Counting of course is all about sequences so once again cognitive skills contribute crucially at even the most 

elementary stages of math. To manipulate and calculate, the sequence of steps, to solve problem must be observed. A 

concrete example is the concept of order of operations and the different result that comes from (6+5) x2 and from 6+ 

(5 x 2). 

 

SELECTIVE ATTENTION 

When there is good selective attention, it will be easy to screen out the irrelevant parts of a complex problem and 

isolate the pertinent facts that are needed to concentrate on. Finally, mathematics is problem solving there are other 

types of problem solving, of course, but problems with numbers almost always call for mathematical thinking and 

logic. In the discussion above,it is  already highlighted some of the cognitive skills thatare used problem solving but 

higher order cognitive processes are often require to be successful in mathematics and to be started with planning. 

 

PLANNING 

Planning is a fundamental cognitive skill that forms part of our executive functions. Planning can be defined as 

ability to ‚think about the future‛ or mentally anticipate the right way to carry-out a task or reach a specific goal. 

Planning is the mental process that allows us to choose the necessary actions to reach a goal, decide the right order, 

assign each task to the proper cognitive resources, and establish a plan of action. Good planning is in evidence that is 

considered alternative approaches to a problem, map out the sequence of steps in advance, and then carry them out 

efficiently and accurately.             

 

REASONING 

It is defined as reorganizing and combining in new ways the ideas and experiences to solve a problem which 

confronts us, so reasoning is a tool in problem solving which is related to cognitive psychology. The word reasoning 

is used to describe the mental recognition of cause and effect relationship. One makes one’s previous knowledge and 

experience in reasoning. 

 

STATEMENT OF THE PROBLEM 

A study on cognitive abilitiesin mental development and proficiency in mathematics among students studying at 

secondary level. 

 

OBJECTIVES OF THE STUDY 

1. To identify the cognitive abilitiesin mental development and proficiency in mathematics among students 

studying at secondary level. 

2. To find out the level of cognitive abilities in mental development and proficiency in mathematics among students 

studying at secondary level 

3. To find out the significant difference between the group of Demographic variable such sex and their cognitive 

abilities and mental development and proficiency in mathematics among students studying at secondary level. 

 

HYPOTHESES OF THE STUDY 

1. The level of cognitive abilities in mental development and proficiency in mathematics studying at secondary 

level is found at average level. 

2. There exists significant difference between different groups of Demographic variables such sex (Boys and Girls) 

their cognitive abilities in mental development and proficiency in mathematics among students studying at 

secondary level . 

 

 

 

 

Ramesh et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69708 

 

   

 

 

METHODOLOGY 
 

The investigator preferred normative survey method to collect the data from the secondary school students in and 

around Pudukkottai district in order to identify their cognitive abilities in mental development and proficiency in 

mathematics among students studying at secondary level. 

 

Tool Used 

The investigator himself developed a questionnaire on cognitive abilities in mental development and proficiency in 

mathematics among students studying at secondary level. 

 

DATA ANALYSIS 

After collecting data, all the responses of the students were entered in a table. The score were given to each and every 

items of the questionnaire. All the scores were converted into percentages, in order to identify the cognitive abilities 

in mental development and proficiency in mathematics among students studying at secondary level. The following 

tables shows the correlation, means, SD, t-Value and level of significance table.  

 

EDUCATIONAL IMPLICATIONS 

 The level of cognitive abilities in mental development and proficiency in maths among girls is higher than boys 

studying at secondary level. 

 The level of Cognitive abilities in mental development and proficiency in maths students are very strong at 

secondary level. 

 

LIMITATIONS OF THE STUDY 

The present study suffers from the following limitations 

 The study is confined to the area in and around Pudukkottai District. 

 The size of the sample was not very large. 

 The study is administered only for the maths students studying in secondary schools. 

 The aim of study was only to cognitive abilities in mental development and proficiency in mathematics studying 

at secondary school students. 

 

SUGGESTIONS 

 The special programmes or trainings may be conducted to enrich cognitive abilities in mental development and 

proficiency in mathematics studying at secondary level. 

 Talent exams, Project work may be assigned at individual level to promote their cognitive abilities. 
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Table  I Shows the Distribution of Boys secondary school students percentage scores and their cognitive abilities 

in mental development and proficiency in mathematics among students studying at secondary level. 

S.No Category Cognitive ability 

1 Boys 95% 

 

Table II Shows that Distribution of Girls secondary school students percentage scores and their Cognitive 

abilities in mental development and proficiency in mathematics among students studying at secondary level. 

S.No Category Cognitive ability 

1 Girls 98% 

 

Table III Shows the mean, SD, t-Value and level of significance between boys and girls. 

Students Mean SD T-Value Level of significance 

Boys 21.86 37.4 
1.77 Not Significant 

Girls 22.66 3.21 

 

Table IV Shows the mean, SD, t-Value and level of significance between boys and girls. 

Students Mean SD t-Value Level of significance 

Boys 22.50 3.45 
0.702 Not Significant 

Girls 22.17 3.76 
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In our busy real life we are facing a situation of replacement. The situation of replacement arisesto 

overcome sudden failures and also to improve the efficiencies of Machines. Replacement is the main 

aspect to run our activities/work smoothly and economically. In this paper we are going to analyze such 

a case, using accuracy function and removal area method to solve pentagonal neutrosophic replacement 

problem. And also we are going to compare the results to get the minimum cost of replacement. 

 

Keywords: Pentagonal neutrosophic number, Replacement problem, Removal area method, Accuracy 

function. 

 

INTRODUCTION 
 

In replacement theory we are dealing with two types of failures namely Gradual failure and Sudden failure. Gradual 

failure is progressive, because as the life of an item increases, its efficiency gets deteriorates. This results, 1. Poor 

resale value 2. Poor output 3.Expenditure is high for cost of operating. On the other hand sudden failure occurs after 

a period of use and that period is not constant. It follows a probability distribution which might be random, 

progressive or retrogressive. The sudden failure mechanism can be treated by, 1.the item will be replaced when it 

fails 2. Individual preventive replacement 3. Common preventive replacement. Our task is to find the age of 

replacement of such items under two cases.  

1. Maintenance cost increases with time and value of money is not changed. 

2. Maintenance cost increases with time and value of money changes with time. 

ABSTRACT 
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In 1965, Lofti. Zadehfirst dealt the problems of fuzzy nature [17]. In 1995 the idea of neutrosophy, introduced by 

Smarandache [14]. Many researchers developed triangular, trapezoidal, pentagonal, octagonal neutrosophic 

numbers and discussed their properties and applications. Bellman [5] developed RP as a dynamic programming. 

Fuzzy replacement problem with change in money value along with time is introduced by Pranab Biswas and 

SurapatiPramanik[13]. So here in this paper we will analyze thepentagonal neutrosophicreplacement problem by 

using accuracy function method and Removal area Method to arrive the optimal cost of replacement. 

 

2. Preliminaries 

In this section, we recall the basic definitions of Neutrosophic set, Single valued Neutrosophic set, Pentagonal 

neutrosophic number. 

 

Definition 2.1Neutrosophic set[6]: ‚Let U be an universe of discourse then the neutrosophic set A is an object 

having the form A = {< x: TA(x), IA(x), FA(x) >, x ∈U}, where the functions T, I, F: U →]- 0,1+[ define respectively the 

degree of membership , the degree of indeterminacy, and the degree of non-membership of the element x ∈U to the 

set A with the condition. 

 
                                       - 0 ≤ TA(x) + IA(x) + FA(x) ≤ 3+ 

 

From philosophical point of view, the neutrosophic set takes the value from real standard or non-standard subsets of 

]- 0,1+ [.So instead of ]- 0,1+[ we need to take the interval [0,1] for technical applications, because   ]-0,1+ [will be 

difficult to apply in the real applications such as in scientific and engineering problems‛. 

 

Definition 2.2:Single-Valued Neutrosophic Set [3]: ‚A Neutrosophic set in the definition 2.2 is said to be a single-

valued Neutrosophic Set if x is a single-valued independent variable. 𝑆𝐴 =   ⌌𝑥;  𝑇𝑆𝐴  𝑥 , 𝐼𝑆𝐴  𝑥 ,𝐹𝑆𝐴  𝑥  ⌍ ⋮ 𝑥 ∈ 𝑋 , 

where 𝑇𝑆𝐴  𝑥 , 𝐼𝑆𝐴  𝑥 ,𝐹𝑆𝐴  𝑥  denoted the concept of accuracy, indeterminacy and falsity memberships function 

respectively‛. 

 

Definition 2.3: Single-Valued Pentagonal Neutrosophic Number [3]: ‚A Single-Valued Pentagonal Neutrosophic 

Number (𝑆 ) is defined as and described as  

𝑆 =  ⌌  𝑔1 , 1, 𝑖1 , 𝑗1 , 𝑘1 : 𝜌 ,   𝑔2 , 2 , 𝑖2 , 𝑗2, 𝑘2 : 𝜍 ,   𝑔3 , , 𝑖3 , 𝑗3 , 𝑘3 : 𝜔 , ⌍, where 𝜌,𝜍,𝜔 ∈  0,1 . The accuracy 

membership function  𝜃𝑆  : ℝ →   0,𝜌 , the indeterminacy membership function  ∅𝑆  : ℝ →   𝜍, 1 and the falsity 

membership function  𝜓𝑆  :ℝ →   𝜍, 1  are given as: 
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Definition 2.4 Removal area Method for De-Neutrosophication of linear PNN [2]: 

Suppose, we consider a linear pentagonal neutrosophic number as follows 

 

The De-neutrosophication value of a linear pentagonal neutrosophic number as, 
 

 
For s = 0,  
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Definition 2.5 Accuracy Function Method 
Consider a linear pentagonal neutrosophic number as follows 

 

 
 

 
Where, 

 𝐷𝑇𝑁𝑝 𝑁 ,𝐷𝐼𝑁𝑃𝑁 ,𝐷𝐹𝑁𝑃𝑁 represent the de-neutrosophication of trueness, Indeterminacy, falseness of Pentagonal 

Neutrosophicnumber into neutrosophic respectively. 

 𝐷𝑁𝑃𝑁  represents the de-neutrosophication of Pentagonal neutrosophic number into neutrosophic number. 

 𝐷𝑁𝑃𝐹represents the de-neutrosophication of Pentagonal neutrosophic number into Fuzzy number. 

Replacement Model 

Case-1: To find the Replacement cost when maintenance cost increases with time and money value is constant. 

 

Let C be the capital cost of the item 

      S be the scrap value after the time ` t ` 

𝑓𝑡be the maintenance cost during the time ` t ` 

Total cost     =   Capital cost – Scrap value + maintenance cost 

Total cost    =   C - S +  𝑓𝑡
𝑛
𝑡=1   [if t is discrete] 

 
 

From (2) & (3), we conclude, 

1. There is no need to replace the item if the next year operating cost is less than the previous year operating cost. 
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2. If the next year operating cost is greater than previous year operating cost then replace the item. 

 

Procedure to solve Pentagonal Neutrosophic replacement problem 

 

 If t is a discrete variable, 

  

A(n) = 
𝐶−𝑆

𝑛
 +  

1

𝑛
 𝑓𝑡
𝑛
𝑡=1  

 

 Convert the PNN into crisp by using Removal area method and Accuracy function 

 Compute T , 𝑇𝐴 

 Examine at what period 𝑇𝐴 reaches its minimum value, which give the replacement period. 

 
ILLUSTRATION 1: 

An Electro mechanical equipment cost Rs.60000and the owner estimates the operating cost as follows. 

AGE OPERATING COST IN PENTAGONAL (100`S) NEUTROPHIC NUMBER 

1 

2 

3 

4 

5 

(10 , 20 , 15 , 40 , 35 ; 15 , 20 , 45 , 60 , 20 ; 25 , 30 , 42 , 33 , 40) 

(12 ,  8 , 15 , 20 , 30  ; 16 , 35 , 40 , 20 , 25 ; 15 , 20 ,18 , 26 , 40) 

(30 , 40 , 10 , 18 , 16 ; 14 , 18 , 25 , 42 , 33 ; 16 , 28 , 42 , 30 , 20) 

(10 , 20 , 15 , 35 , 40 ; 15 , 35 ,  5 , 45 , 25  ; 25 , 20 , 30 , 40 , 60) 

( 5 , 10 , 25 , 40 , 35  ; 25 , 35 , 40 , 20 , 25 ; 22 , 40 , 60 , 80 , 25) 

 
Resale value decreases by 10% of buying price each year. Estimate the best replacement policy? 

 

Solution: 

SL. No. DE-NEUTROPHICATION  OF OPERATING 

COST USING REMOVAL AREA METHOD  

(100`S) 

DE-NEUTROPHICATION VALUE 

USING ACCURACY 

FUNCTION(100’S) 

1 

2 

3 

4 

5 

31.45 

22.58 

26.45 

27.70 

34.87. 

30.00 

22.66 

25.46 

28.00 

32.40 

 

REMOVAL AREA METHOD: 

YEAR 𝒇𝒕  𝒇𝒕 S C - S T 𝑻𝑨 

1 3145 3145 54000 6000 9145 9145 

2 2258 5403 48000 12000 17403 8701.5 

3 2645 8048 42000 18000 26048 8682.6 

4 2770 10818 36000 24000 34818 8704.5 

5 3487 14305 30000 30000 44305 8861 

The average cost reaches its minimum value at the end of 3rd year.So the optimal replacement period is at the end of 

3rd year with the average cost of Rs.8682.6 

 

ACCURACY FUNCTION METHOD 

YEAR 𝒇𝒕  𝒇𝒕 S C - S T 𝑻𝑨 

1 3000 3000 54000 6000 9000 9000 

2 2266 5266 48000 12000 17266 8633 
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3 2546 7812 42000 18000 25812 8604 

4 2800 10612 36000 24000 34612 8653 

5 3240 13852 30000 30000 43852 8770 

 

The average cost reaches its minimum value at the end of 3rd year.So the optimal replacement period is at the end of 

3rd year with the average cost of Rs.8604. 

 

 Pentagonal Neutrosophic replacement problem has been solved using De-neutrosophication technique of 

removal area method and accuracy function method.  

 In both the method the optimal replacement period is at the end of 3rd year. But Accuracy function Method 

provides least average cost than removal area method. 

 Accuracy function method yields best result.  

 

Case-2: Replacement of an item whose maintenance cost increases with time and value of money changes with 

time 

 

Let 𝐶  be the cost of the item  

 

𝐶1
 , 𝐶2

  , <<< , 𝐶𝑛   be the maintenance lost for n years n = 1 , 2 , <<< respectively. 

 

Present value of maintenance costs are𝐶1
 , 𝐶2

  r, 𝐶3
 𝑟2 ,<< , 𝐶𝑛 𝑟𝑛−1 where r is discount rate. 

 

The present value of the total expenditure of the item for n years is 

  

P(n) = 𝐶  +  𝐶𝑘  𝑟𝑘−1𝑛
𝑘=1                  ---------------- (1) 

 

If the item is replaced after ‘n’ years, the new item starts its operation from (𝑛 + 1)𝑡   year. 

 

∴ The present value of this machine is, 

 𝐶 + 𝐶1
  𝑟𝑛 + 𝐶2

 𝑟𝑛+1+. . . . +𝐶𝑛 𝑟2𝑛−1forn+1 , n+2 , <<. , 2n years 

 

∴ 𝐶 (n) = 𝐶  +   𝐶𝑘 𝑟𝑘−1𝑛
𝑘=1 + 𝑟𝑛 𝐶 +  𝐶𝑘𝑟

𝑘−1𝑛
𝑘=1   + 𝑟2𝑛  𝐶 +  𝐶𝑘𝑟

𝑘−1𝑛
𝑘=1  +. . . .. 

 

       --------------- (2) 

𝐶 (𝑛) =
𝐶 + 𝐶𝑘𝑟

𝑘−1𝑛
𝑘=1

1−𝑟𝑛
      =      

𝑃(𝑛)

1−𝑟𝑛
      ----------------- (3) 

 

𝐶 (𝑛)will be minimum if  

∆𝐶  𝑛 − 1 <  0 < ∆𝐶(𝑛)where∆𝐶 (𝑛) = 𝐶 (𝑛 + 1) − 𝐶  𝑛  

 

𝐶 𝑛+1 >
𝐶 + 𝐶𝑘 𝑟𝑘−1𝑛

1

1+𝑟+𝑟2+...+𝑟𝑛−1and 

 

𝐶 𝑛   <
𝐶 + 𝐶𝑘 𝑟𝑘−1𝑛−1

1

1+𝑟+𝑟2+...+𝑟𝑛−2        ----------------- (4) 

 

i.e.   𝐶 𝑛+1 < 𝑅(𝑛)and𝐶 𝑛 < 𝑅𝑛−1 

 

where   R(n) = 
𝐶 + 𝐶 𝑘𝑟

𝑘−1𝑛
1

1+𝑟+𝑟2+...+𝑟𝑛−1      = Weighted average cost for n years 

From (4) we conclude, 

1. Replacement is preferred when the operating cost of next year is greater than  

Hema  and Rajeshwari  

 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69717 

 

   

 

 

Operating cost of previous year. 

2. Replacement is not preferred, if the operating cost of next year is less than  

Operating cost of previous year. 

 

ILLUSTRATION 2 : 

The cost of a machine is Rs.5,000 the maintenance and operating costs are PNN and it is zero for the first year and for 

every year increased by (8 , 10 , 25 , 40 , 35 ; 25 , 35 , 40 , 20 , 25 ; 22 , 40 , 60 , 80 , 25) mentioned in 10’s. If the money 

value is 10% worth every year, find the best period of replacement.  

 

Solution 

PV factor at the end of the first year   = 
1

1+𝑟
 

  

             =    
1

1+0.1
 

 

             =   0.9091 

 

On De-neutrosophicationof operating cost, using removal area method, 

 

 (8 , 10 , 25 , 40 , 35 ; 25 , 35 , 40 , 20 , 25 ; 22 , 40 , 60 , 80 , 25)   (in 10’s) 

            =   35 (in 10’s) 

            =   350   

 

REMOVAL AREA METHOD 

Year Maintenance 

Cost 

PVF PV Of 

Maintenance Cost 

Total PV CPVF Weighted 

Cost 

1 0 1.000 0 5000 1.000 5000 

2 350 0.9091 318.18 5318.18 1.9091 2785.7 

3 700 0.8264 578.48 5896.66 2.7355 2155.6 

4 1050 0.7513 788.86 6685.52 3.4868 1917.37 

5 1400 0.6830 956.2 7641.72 4.1698 1832.63 

6 1750 0.6209 1086.57 8782.29 4.7907 1821.92 

7 2100 0.5645 1185.45 9913.74 5.3552 1851.2 

The machine should be replace at the end of 6th year, because it reaches its minimum at the end of 6 th year with the 

average cost of Rs.1821.92 

 

ACCURACY FUNCTION METHOD 

Year Maintenance Cost PVF PV Of Maintenance Cost Total PV CPVF Weighted Cost 

1  1.000 0 5000 1.000 5000 

2 327 0.9091 297.2 5297.2 1.9091 2774.7 

3 654 0.8264 540.46 5837.6 2.7355 2134 

4 981 0.7513 737.02 6574.68 3.4868 1885.59 

5 1308 0.6830 893.3 7467.98 4.1698 1790.9 

6 1635 0.6209 1015.17 8483.15 4.7907 1770.75 

7 1962 0.5645 1107.5 9590.65 5.3552 1790.90 

The Optimal replacement period is at the end of 6th year with the average cost of 1770.75, which is less than the 

average cost yield by Removal area Method. 

 Accuracy function Method provides Optimal Solution. 
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CONCLUSION 
 

In this paper we have considered the operating cost/maintenance cost as an imprecise case say, pentagonal 

neutrosophic number. The removal area method as well as Accuracy function Method has been applied to change 

the PNN into crisp. The Pentagonal Neutrosophic Replacement Problem has been solved for the optimal replacement 

period in both the cases 1.maintenance cost increases with time and money value remains constant 2.maintenence 

cost increases with time and value of money changes. On comparing the results in both the cases Accuracy function 

gives the optimal result than Removal area method. 
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To evaluate in vitro antiurolithiatic activities of Phaseolus vulgaris  Linn. The Seeds of Ethanolic extract of 

Phaseolus vulgaris  Linn was prepared and arranged in the three different concentrations (10mg/ml, 

20mg/ml, and 30mg/ml). In vitro antiurolithiatic activity of Ethanolic extract of Phaseolus vulgaris  Linn 

through turbidometric and titrimetric method was tested in terms of inhibition of calcium oxalate by 

nucleation and aggregation and dissolution of calcium oxalate, using the standard drug. Standard drug 

has high percentage inhibition and dissolution ability and thus Ethanolic extract of Phaseolus vulgaris  

Linn also have a good percentage inhibition and dissolution ability was comparable to standard drug.The 

study concludes that the Ethanolic extract of Phaseolus vulgaris  Linn have inhibitory effect on calcium 

oxalate for nucleation and aggregation assay. It also showed good dissolution of calcium oxalate crystals, 

so this extract has the good protection against Urolithiasis activity.  
 

Keywords: Antiurolithiatic, Ethanolic, Phaseolus vulgaris  Linn, Nucleation, Aggregation, Dissolution 

 

INTRODUCTION 
The term ‘Urolithiasis’ comes from the Greek word, ouron means urine and lithos means ‚stone". Urolithiasis is a 

condition in which the crystals of stone or formation of calcifications present in the urinary system, mainly in the 

kidneys or ureters and may also affect the bladder or urethra . Kidney stones are related to an increased risk of 

chronic kidney diseases, end-stage kidney failure, cardiovascular diseases, diabetes, and hypertension. It has been 

suggested that urinary calculus could also be a systemic disorder linked to the metabolic syndrome. Urolithiasis is 

the formation of uneven calculi, or the condition which called as urinary calculi is synonymous with the term 
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urolithiasis, stones, or crystals. These uneven urinary calculi are produced by deposition of polycrystalline 

aggregates composed of various amounts of crystalloid and organic matrix. Calculi was in different in size and shape 

which found anywhere within the tract from kidney to the bladder. Risk factors for crystallization is the level of 

urinary saturation with estimation to the stone forming constituents like calcium, phosphorus, uric acid, oxalate, 

cystine, and low urine volume. The mechanism of kidney stone formation involves urinary super saturation, crystal 

nucleation, crystal growth, and crystal aggregation. Phaseolus vulgaris , also known as kidney beans, called Raajmah 

in India, is a common Indian dish. The seeds of P. vulgaris are gaining increasing attention as a functional or 

nutraceutical food, due to its rich variety of phyto chemicals such as proteins, amino acids, complex carbohydrates, 

dietary fibers, oligosaccharides, phenols, saponins, flavonoids, alkaloids, and tannins, with potential health benefits. 

The seeds were claimed to possess diuretic activity and were commonly used in water retention treatment in 

pregnant women. Studies indicate that seeds of P. vulgaris were found to have activities such as enhancement of the 

bifidogenic, antioxidant, antimutagenic, anticarcinogenic, and antihy perglycemic effects. Our  study demonstrated 

in vitro antiurolithiatic activity of ethanolic seed extract of P. vulgaris on CaOx crystallization. 

 

MATERIALS AND METHODS 
 

Collection of plants 

Dried  Seeds was collected from the local area around Madurai District, Tamil Nadu (India), in the month of 

November. . The seeds were coarsely powdered and used for extraction. 

 

Preparation of Ethanolic Seed Extract of Phaseolus Vulgaris 

The seed powder (200 g) was macerated with 95% ethanol (1 L) for 24 h at room temperature followed by Soxhlet 

extraction for 6 h. The extract was concentrated under reduced pressure, and the obtained semisolid mass was stored 

in an airtight container in a refrigerator. 

 

IN VITRO ANTIUROLITHIASIS STUDIES 

Turbidometric method: 

The in vitro anti-urolithiatic activity of the ethanolic extracts was test in terms of inhibition of calcium oxalate 

nucleation and aggregation in the presence of inhibitors (standard drug and plant extracts) and absence of inhibitors. 

A UV/Visible spectrophotometer was employed to measure the turbidity changes in each assay. Three different 

concentrations (10mg/ml, 20mg/ml, and 30mg/ml) of the ethanolic extracts were test in each assay. 

 

Nucleation assay 

Solutions of calcium chloride and sodium oxalate were prepared at the concentrations of 5 mmol/L and 7.5 mmol/L 

respectively in a buffer solution containing Tris 0.05 mol/L and NaCl 0.15 mol/L at pH 6.5. 950 μL of calcium chloride 

solution was mixed with 100 μL of ethanolic extract at different concentrations (10mg/ml, 20mg/ml and30mg/ml). 

Crystallization was formed by adding 950 μL of sodium oxalate solution and the temperature was maintained at 

37°C. The optical density of the solution was detected at 620 nm. The rate of nucleation was estimated by comparing 

the induction time in the presence of the plant extract with that of control. Standard (Cystone) were used as the 

standard solution. The rate of nucleation was estimated by comparing the induction time in the presence of Standard 

with that of the control. Percentage inhibition of nucleation was calculated using this following formula below: 

 % Inhibition of nucleation = [(C-S) /C] × 100  

Where,  

C is the turbidity without extract and  

S is the turbidity with extract 

 

Aggregation assay 

The ethanolic extract of Phaseolus vulgaris  influence on calcium oxalate (CaOx) crystal aggregation was resolved 

through the assay. Calcium oxalate crystals were formed by mixing calcium chloride and sodium oxalate at 50 
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mmol/L. Both mixers were equilibrated to 60°C in a water bath for 1 h and then cooled to 37°C overnight. The CaOx 

crystals were harvested by centrifugation and then evaporated at 37°C.The Calcium oxalate crystals were used at a 

concentration of 0.8 mg/ml, buffered solutions with Tris 0.05 mol/L and NaCl 0.15 mol/L at pH 6.5. The experiments 

were conducted in the absence and presence of the ethanolic extract after stopping stirring. Standard drugs were 

used as drug standard solution. The rate of aggregation was estimated using the formula given below:  

Ir = (1− (Turbidity sample/Turbidity control)) × 100  

Where, Ir is the percentage aggregation inhibition rate 

 

Titrimetric method 
This method was used to evaluate the activity of the ethanolic extracts in dissolving the already formed stones in the 

kidneys. 

Step 1 

Preparation of calcium oxalate crystals Solution of Calcium chloride dihydrate which was dissolved in distilled 

water and Sodium oxalate was dissolved in 10 ml of 2N H2SO4, sufficient quantity was allowed to react in a beaker. 

The resulting precipitate of calcium oxalate which was freed from traces of Sulphuric acid by washing with ammonia 

solution. Then again it was washed with distilled water and dried at a temperature of 60°C for 4 hours.  

Step 2 

 Preparation of the semi permeable membrane from farm eggs. The semi permeable egg membranes lie in between 

the outer calcified shell and the inner contents like albumin & yolk. The preparation included the following steps: 

Apex of eggs was punctured by a glass rod in order to squeeze out the whole inner content. Empty eggs were 

washed thoroughly with water and placed in a beaker containing 2M HCl solution for an overnight, which caused 

complete decalcification. Then, the semi permeable egg membranes were washed thoroughly with distilled water, 

placed in ammonia solution for neutralization of acid traces in the moistened condition for a while and was rinsed 

with distilled water. Finally, the semi permeable egg membranes were stored in 2%ammonia until used.  

Step 3  

Estimation of Calcium oxalate by Titrimetry Weighed exactly 1 mg of the calcium oxalate and three different 

concentrations (10mg/ml, 20mg/ml, 30mg/ml) of ethanolic extract and standard drug were packed in semi-permeable 

membrane by suturing. They were allowed to suspend in a conical flask containing 100 ml 0.1 M TRIS buffer 

solution. One group served as negative control (containing only 1 mg of calcium oxalate). Standard was used as a 

positive control. Conical flask of all groups will be placed in an incubator pre heated to 370 C for 6 hours. Contents of 

semi-permeable egg membrane from each group will be removed into a test tube. Added 2 ml of 1 N H2SO4 and 

titrated with 0.9494 N KMnO4 till a light pinkish colour end point obtained. 1ml of 0.9494 N KMnO4 equivalent to 

0.1898 mg of Calcium. 

Group I 1ml of CaOx (1mg/ml) + 1ml of distilled water,  

Group II 1ml of CaOx (1mg/ml) + 1ml of Standard solution,  

Group III 1ml of CaOx (1mg/ml) + 1ml of ethanolic extract of Phaseolus vulgaris . 

 

RESULTS AND DISCUSSION 
 

IN VITRO ANTIUROLITHIASIS STUDIES 

Turbidimetry method Nucleation Assay Addition of Sodium oxalate solution in the reaction mixture of Calcium 

chloride resulted in the formation of numerous Calcium oxalate crystals. The three different concentrations (10mg/ml 

20mg/ml, 30mg/ml) of Ethanol extract and Standard in the reaction mixture produced a percent reduction of calcium 

oxalate in nucleation. The highest percentage inhibition was obtained from Standard drug at a concentration of 

30mg/ ml. Percent reduction in size of Calcium oxalate crystals produced by ethanolic extract of Phaseolus vulgaris  

was comparable to that produced by Standard. The results were shown in the Table 1 and Graph 1. Aggregation 

Assay In the aggregation assay, three different concentrations (10mg/ml, 20mg/ml, 30mg/ml) of Ethanol extract and 

Standard produced a percent reduction of calcium oxalate. The highest percentage aggregation inhibition was 

obtained from Standard at a concentration of 30mg/ ml. The percentage inhibition of Ethanolic extract of Phaseolus 
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vulgaris  at the concentration of 30mg/ml slightly close to Standard. So, the percent reduction in aggregation 

produced by Ethanolic extract of Phaseolus vulgaris  was comparable to that of Standard. The results were shown in 

the Table 2 and Graph 2. Titrimetry method In dissolution study, the Negative control shows zero dissolution. The 

three different concentrations (10mg/ml, 20mg/ml, 30mg/ml) of Ethanol extract and Standard of test drugs in the 

semi permeable membrane produced a dissolution of calcium oxalate. The results finding revealed that Standard 

drug has high dissolution ability, and thus Ethanolic extract of Phaseolus vulgaris  also have a good dissolution ability 

comparable to Standard. The results were shown in the Table 3 and Graph 3.  

 

CONCLUSION 
 

From this study we conclude that the ethanolic extract of Phaseolus vulgaris  through turbidometric and titrimetric 

method showed leading inhibition of all phases of calcium oxalate crystallization which include nucleation and 

aggregation. It also showed good dissolution ability of calcium oxalate crystal. Further conclusion of present study of 

ethanolic extract of the plant Phaseolus vulgaris  produce better protection against for urolithiasis activity. 
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Table 1: Result of Ethanolic Extract of Phaseolus vulgaris  on Nucleation Assay 

Sample Types Concentration % inhibition of Nucleation 

Ethanol Extract 

10mg/ml 6.21 

20mg/ml 14.32 

30mg/ml 22.14 

Standard 

10mg/ml 6.11 

20mg/ml 14.21 

30mg/ml 24.31 
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Table 2: Result of Ethanolic Extract of Phaseolus vulgaris  on Aggregation Assay 

Sample Types Concentration % inhibition of Aggregation 

Ethanol Extract 

10mg/ml 27.21 

20mg/ml 31.32 

30mg/ml 42.14 

Standard 

10mg/ml 31.11 

20mg/ml 37.21 

30mg/ml 42.31 

 

Table 3: Result of Ethanolic Extract of Phaseolus vulgaris  on Dissolution study 

Sample Types Concentration % inhibition of Dissolution 

Ethanol Extract 

10mg/ml 22.21 

20mg/ml 41.32 

30mg/ml 46.14 

Standard 

10mg/ml 31.11 

20mg/ml 47.21 

30mg/ml 52.31 

 

  
Fig:1 Result of Ethanolic Extract of Phaseolus vulgaris  

on Nucleation Assay 

Fig 2: Result of Ethanolic Extract of Phaseolus vulgaris  

on Aggregation Assay 

 
Fig 3: Result of Ethanolic Extract of Phaseolus vulgaris  on Dissolution study 
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This article designs abilling system for online non-E-Commerce business management. Our application is 

fully customizable for clients. This billing solution lets our client work from home or anywhere with a 

stable internet connection. A basic system that lets them open panels and administer the business online 

is all they need. Admin can access all panels and view daily progress reports and a complete work 

history. By managing a major firm autonomously, they can track their operations. Our application has 

stock, user, and admin panels. The goal is to automate its manual system with computerized hardware 

and comprehensive computer software to save essential data and information for a longer time with easy 

access and change. They can track staff activity. The business owners can give their employees IDs and 

passwords to the web-application. Employees can only access their allocated modules; all others are 

hidden. If an employee misbehaves, they can sum up their work by expense. The project focuses on 

managing for performance and client service. The administrator can use this Node JS app anytime, 

anywhere. Clients might upload it to any cloud server. The online billing system streamlines the manual 

system by using computerized hardware and robust software to meet their needs and store vital data and 

information for extended periods with easy access and manipulation. The necessary hardware and 

software are easily accessible. We want our clients to run their businesses more easily and profitably. 

With a few mouse clicks, they can access every part of their business from home or on vacation. 

 

Keywords: billing system, non-E-commerce business, Node JS-built application, EDI, AWS. 
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INTRODUCTION 
 

Billing software helps businesses send and receive payments from clients and partners. Billing software improves 

efficiency and reduces errors by automating document preparation and other repetitive tasks. It streamlines 

customer product and service monitoring, invoice production and communication, and payment processing. This 

article discusses business-specific billing software. Custom invoices let you customize and brand invoices. 

Companies and individuals bill for goods and services. Designed to produce product and service invoices. The 

billing process is chaotic due to changing client expectations, real-time transactions, and remote activities. The 

underlying causes can vary, ranging from an assortment of inadequate tools that fail to address the challenges faced 

by your finance team, to outdated software solutions that hinder business growth [1].All your billing issues can be 

solved with tailored billing software. Merchants previously tracked sales and inventory using laborious ledger 

entries. Bills are useful for expense control, strategic spending, and business improvement beyond transaction 

tracking. Technology made manual bill management digital. Initially, a basic billing management system was 

introduced where software was utilized on computers to generate and print bills [2].Only authorized administrators 

could record purchases, update personnel information, and change prices in databases. Databases sorted and 

ordered items. Specialized software tracks time and bills and updates customers on their purchases. Billing software 

tracks project or client spending, personnel hours, and product quantities [3].Bills capture consumer purchases. It 

helps keep corporate records and track valuable acquisitions. Bill production, analysis, and printing must be 

streamlined with a billing system. [1] Medieval merchants kept handmade records of sales and goods, which led to 

billing systems. Bills enable firms to monitor spending, allocate resources, and drive improvement beyond 

transactional paperwork. 

 

Technology transformed paper-based bill management into digital systems. Computer-generated and printed bills 

were first offered with basic billing management software. The system simply allowed administrators to record and 

charge acquired products, manage personnel data, and change prices using database operations. For effective 

organization, the database categorized goods. [2] This software tracks time and bills and updates customers on their 

purchases. Billing software could track labor hours, product quantities, and project or customer expenses. [3] Most 

billing software applications can create billing reports. These reports can display information such as hours worked, 

expenses incurred, how much to bill customers, and which customers owe how much money for which goods, total 

investment, and total income of the month.Few examples of billing management systems are: - 

i) Sage Timeslips 

ii) Intuit QuickBooks Time 

iii) Billing Tracker and kBilling [3] 

This program lets you customize non-linear workflows and analytics to meet your needs. Your product offers, 

pricing methods, and client preferences may necessitate additional billing capabilities. A flexible billing solution is 

needed to handle monthly, semi-annual, annual, or bespoke payment schedules. Customized invoices that include 

all relevant details and can be updated periodically are needed for every firm. The app creates party and amount 

master data and allows offline or online backups. Data extraction for tax return filing and other uses is simplified, 

assuring GST compliance. The system generates reports on several topics, saving time and money and improving 

analysis. Online payments and reconciliation are simplified by barcode functionality. Automated bill and invoice 

production uses pre-existing formats and client data to process invoices faster and personalize them easily, saving 

time and money. 

 

After installing the software, unauthorized use or inaccurate billing can be prevented. Invoicing responsibility is also 

ensured. Billing systems automate the documenting of products and services, reducing errors and overheads in 

accounting and report preparation. Online invoicing streamline payments and allow complete traceability. For 

single-transaction transactions, bills are usually used for documentation. Because bills focus on prices and taxes, they 

are shorter and less thorough than invoices. This is frequent in restaurants, pharmacies, beauty salons, and other in-

person retailers. Credit-based or recurring product sales often require invoices. Businesses use invoices instead of 
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bills when customers don't pay immediately. Payment terms, due dates, contact information, detailed product 

descriptions, and more are included in invoices. Modern automated companies where computers execute 

instructions require good coordination between people, things, and computers. 

 

Related Work 

Motivating Examples 

Internet usage and proliferation have led to many electronic applications. Electronic commerce is useful for 

individuals, businesses, retail, and bulk suppliers. Electronic commerce allows shoppers and bankers to shop and 

transact 24/7, without vacations. It avoids intermediaries, physical inventory, and more. E-commerce also lets 

shoppers compare products within a range, evaluate their features and performance, and make informed choices. E-

commerce has created new financial needs that traditional payment systems struggle to meet. Given this, all parties 

are actively studying electronic payment systems and tackling digital currency and e-payment concerns. 

 

EFT was one of the first kinds of e-commerce. It enabled secure and efficient financial institution fund transfers. 

Later, EDI was developed to facilitate inter-business transactions. Early EDI systems used sophisticated, expensive 

networks to construct and maintain. The widespread adoption of EDI fell short. However, Internet technologies and 

sophisticated cryptography allowed e-commerce across the public network—the Internet. The World Wide Web 

hastened this development. The WWW accelerated e-commerce and broadened its applications [4]. E-commerce 

includes several activities, including investor relations websites. Information technology is used to improve 

communication and transactions with all organization stakeholders. Customers, suppliers, regulators, financial 

institutions, managers, employees, and the public are stakeholders. E-commerce is a major commercial 

transformation that requires a strategic approach to capitalize on new Internet technology. Corporate and e-

commerce strategies must be aligned. In general, e-commerce improves organizational effectiveness through 

computer networks. 

 

By adopting e-commerce, companies can boost profits, market share, customer service, and product delivery. E-

commerce includes all electronic contacts between an organization and its stakeholders—those who shape the 

organization's destiny. [5]. Certainly! The four buyer-seller e-commerce application categories are summarized here: 

A. B2C: Buyers are consumers and sellers are businesses in this sort of e-commerce. Electronic retailing or consumer-

oriented e-commerce mimics traditional retailing. Smaller payments, short relationships, and lesser transaction 

volumes characterize B2C transactions. 

B. Business-to-Business (B2B): B2B e-commerce includes two businesses, not individuals. Both vendor and buyer are 

businesses. B2B e-commerce has high volumes of goods traded, pre-existing agreements or contracts, and more 

authorization, taxation, documentation, and information exchange than B2C. 

C. Consumer-to-Consumer (C2C): Sellers and buyers are consumers. C2C e-commerce benefits from online auctions. 

C2C transactions include people buying and selling goods and services. 

D. Consumer-to-Business (C2B): C2B e-commerce is growing. Customer needs for a product or service are sent to an 

e-commerce site in this application. E-commerce sites search the Internet for websites that meet these parameters and 

return the results to customers. 

These four categories help explain e-commerce applications based on buyer-seller relationships [6]. 

 

Online Billing Software 

Corporate law departments are rapidly adopting online billing. Recent surveys show that 15% of these agencies 

require electronic bills from their law firms and 15% are contemplating it. Corporate clients have likely requested 

more electronic bill submission from law firms. Lawyers must choose electronic billing and matter management 

systems carefully since they might have beneficial or negative effects. Electronic billing is not new; some consumers 

have been paying their bills online after getting paper invoices by mail. Electronic bill presentment is new to 

electronic billing [4]. Billers post consumers' statements online for viewing and electronic payments. Phone and 

utility companies are shifting their focus to bill presentment and payment services as the internet grows. This 

solution turns billing centers into revenue centers and personalizes services. Cross-selling ads are possible since 
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billers and payers can communicate directly. It also decreases paper-based billing costs, allowing customers to 

receive and pay bills on their computers [5]. 

Computers generated and printed invoices, and only the administrator could use database operations to record and 

invoice purchased items, personnel details, and pricing changes. The software was created to manage time, billing, 

and customer communications. Billing software tracks labor hours, product sales, and project or client expenses [6]. 

Most billing software can generate detailed reports. These reports can contain hours worked, expenses, client billing, 

outstanding balances, total investments, and monthly income. Billing software organizes and manages products in a 

database. 

 

MATERIALS AND METHODS 
 

System Flow 

In software engineering, a system flow diagram shows data flow. In multiple steps, the diagram shows where the 

system receives input and outputs. The flowchart illustrates the steps as boxes with arrows arranging them. A model 

for solving the problem is shown below. Process and program analysis, design, documentation, and control use 

flowcharts [7]. In 1921, Frank and Lillian Gilbreth presented "Process Diagrams: First Steps in Finding the One Best 

Way to Do a Job," which introduced the flow process chart [8]. Art Spinanger, a 1944 Mogensen graduate, designed 

Procter and Gamble's Intentional Methods Change Program with the tools. Another 1944 graduate, Ben S. Graham, 

director of Formcraft Engineering at Standard Register Industrial, created a multi-flow process diagram to show 

various documents and their interactions [9]. ASME established "ASME Standard: Operation and Flow Process 

Charts" in 1947 using Gilbreth's symbols [10]. In 1949, Douglas Hartree explained that Herman Goldstine and John 

von Neumann invented the computer program flowchart [11]. IBM developers confirmed its modern description 

[12]. in von Neumann's Collected Works [13]. Goldstein and von Neumann's unpublished report "Planning and 

Coding Problems for an Electronic Computing Instrument, Part II, Volume 1" (1947) contains their original 

programming flowcharts [14]. Build a Customize Online Billing Software app. Admin, Stock, and User Panels make 

up this software. Our idea mimics a business's computerized application handling. The stock can manage the 

warehouse, store stock information, produce barcodes, bills, transit bills, and purchase products. Create receipts, 

analyze credit card history, and add charges and refunds. The admin should have access to stock, users, cash, sale, 

refund, transit, and purchase records, and an account summary. The administrator can hire stock and user managers 

[15]. The admin can access all his assets. 

 We customize online billing software to meet client needs. Our software has three panels: 

 The customer can handle everything in the Master Admin Panel, including stock and user panels. They can 

choose who handles the stock panel and the user panel and relocate personnel across stores. The financial 

statement shows how many assets have ledgers, credit, refund, transportation, purchase, and spending history, 

and invoices. Stock records allow them to verify product quality. They can see all worker work information. 

Each product's cost can be estimated [16]. 

 The Stock Panel enables clients to manage their warehouse and stored items. Clients can order and track 

products with invoices to identify missing items. They can produce bills and barcodes for huge orders. They can 

also track how many products are shipped to which locations and how many are in stock across numerous 

branches. They can also set product prices, including discounts. All business assets are under their control. 

Customers may have different commodities to manage, hence the stock panel menu is adjustable. We can 

develop panel menus according client want [17,18].  

 Store/Shop Panel: Cashier calculates product pricing and generates receipts for buyers. Products are priced from 

the stock panel, with discounts if available. The cashier must select the product or its unique number to generate 

the name and quantity of each good, and our system will add up the amount to generate a receipt for the buyer. 

GST can also be chosen by bill amount. GST types are GSTR1, GSTR2, and GSTR3B. Creditors and Debtors 

modules track customers' payment statements. They can record expenses and refunds. 
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Proposed Design 

To develop Customise Online Billing Software app. This software has Admin, Stock, and User Panels. Our project 

largely replicates a business's computerized application handling. The stock can manage warehouse and store 

information, create barcodes, bills, transit bills, and purchase things. Users can produce receipts, analyse credit card 

history, and add charges and refunds. Stock, users, cash, sale, refund, transportation, and purchase records, and a 

complete account summary should be available to the admin. Administrators can hire stock and user managers. All 

assets are accessible to Admin. The administrator can use this Node JS app anytime, anywhere. The AWS upload 

occurred. The online billing system automates the manual system with computerized hardware and comprehensive 

software, meeting their needs and allowing them to store their important data and information for a longer time with 

easy access and manipulation. The essential hardware and software are easily available and easy to use. We want our 

clients to run their businesses more easily and profitably. With a few mouse clicks, they can access every part of their 

business from home or on vacation. Online billing software is customizable software where we will create the 

software as per client’s requirements. Our software consists of three panels – Master Admin, Stock, and User. 

 

Master Admin Panel 

An admin panel lets application, website, or IT system administrators manage platform aspects. They can adjust 

settings, control access, change content, and manage system functions. Administrators can check the platform's 

status and complete their duties through the admin panel. Besides technological and administrative tasks, admin 

panels aid corporate operations. The panel lets administrators manage client accounts, handle enquiries, and process 

transactions. The admin panel lets administrators handle many technical and operational platform duties. Fig. 3 

shows Admin Panel Data Flow Diagram. 

1. Authentication/Admin Login: This page requires the admin to connect with their admin-provided username 

and password. The admin must provide their username and password to login to this page. The admin can view 

the password field's actual value by clicking the show me check box, which may help them login to the Admin 

Panel. 

2. Warehouse Manager: Here, admins can quickly add warehouses. You can search any warehouse using the 

search box and get an Excel, PDF, or CSV list of all warehouses to print. 

3. Store Manager: Admins can easily add stores here. You can search any store using the search box and get an 

Excel, PDF, or CSV list of all warehouses to print. 

4.  Product Manager: The Product Managers page lets users manage company names, product sizes, and other 

data. 

5. How to add Company Product and manage all company names?  

a. Click Add Company to launch the Add Company form and add your company info. Add n firm names at 

once here.  

b. Clicking Company manager opens a modal where you can simply display the company names you added. 

This modal lets you search and erase corporate info.  

6. How to add Product size and manages all those data? 

a. Click on Add Product size then open a product size modal. Here you can upload your product size data 

through that forum.  

b. After clicking Product Size Manager, a modal will appear where you can search and delete product size data. 

7. How to Add Product and manage all those data? 

a. Click Add product to easily add multiple products, including company and product size, and find all the 

product details you successfully entered on your system in the mother table of this page. You can also search 

your system and add profit details. 

b. You can search your product by the given search box and you able to delete a particular product data by 

clicking trash button.  

8. Cost Manager: Here, the admin may easily add the detailed cost of every product, modify product data, and 

search for product costs using the search box.  

9. Agent Manager: This page was under maintenance.  
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10. System History: From this page here will show the user and the admin what did the work and when through a 

list and can search any work details through the search box.  

11. Support Section: From this section, if any problem creates using the software, then you can contact the 

developers of this software. 

12. Employee Manager: From this section, admin can easily add, edit, and remove the employees’ details. 

13. Add Stock Manager: From this page admin can create the accounts of stock managers and can remove also. 

14. Add Store Manager: From this page admin can create the accounts of store managers and can remove also. The 

admin can be able to transfer the managers for one shop to another shop.  

15. Quality Product Stock: This page will show the list of quality products with proper product worth details.  

16. Quality Product Transfer History: Here the admin can be able to transfer the product details from one shop to 

another.  

17. Damage Product Stock: This page was under maintenance.  

18. Damage Product Transfer History: This page was under maintenance. 

19. Assets: Here you can get the total product value based on its basic pricing and the all-product list of a 

warehouse and store. Also, can create a PDF. 

20. Ledger: All data will be displayed professionally on this page. Admins can download Excel, PDF, and CSV files 

and make photocopies. 

21. Cash History: This page will show all the receipts which are paid in cash and can get Excel, PDF, and CSV file of 

it and can get print out of it.  

22. Bank History: This page was under maintenance.  

23. Journal: This page was under maintenance.  

24. Sale History: This page lists sold items. If desired, admin can download Excel, PDF, and CSV files and make 

photocopies. 

25. Credit Pay History: This page displays all credited receipts. Admins can download Excel, PDF, and CSV files 

and make photocopies.  

26. All Involves: This page lists sold products. Admins can download Excel, PDF, and CSV files and make 

photocopies. 

27. Refund History: This page will show the list of all refunds. Admin can be able to download Excel, PDF, CSV 

files of it and they can also be able to generate photocopy of it, if they want.  

28. Wholesale Account History: This page was under maintenance.  

29. Transit History: This page displays transport transmits reports. Admins can download Excel, PDF, and CSV 

files and make photocopies.  

30. Purchase History: Complete purchase details are on this page. Admins can download Excel, PDF, and CSV files 

and make photocopies. 

31. Expenses History: This page will show all the list of expenses. Admin can be able to download Excel, PDF, CSV 

files of it and they can also be able to generate photocopy of it, if they want.  

32. Total Account Summary: The money transfer details will appear here. Admins can download Excel, PDF, and 

CSV files and make photocopies.  

33. Edit Account: The form on this page lets admins change their passwords. Show the alert box if the strong 

password criteria cannot be met. 

 

Stock Panel 

Users must provide their administrator-issued ID and password to access the stock panel. This panel manages 

warehouses and their contents. Fig. 5 shows Stock Panel Dataflow Diagram. 

1. Authentication/User Login: The stock manager must login using their admin-provided username and password 

on this page. Portal managers must enter their username and password to login in this panel. By clicking the 

show, me check box, the portal manager can view the password field's actual value, which may help stock 

managers login. 

2. Home Page: The Home page of this stock panel lists all page shortcut buttons. Users can easily jump to the 

pages they need to finish their work swiftly.  
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3. Product Manager: The Product Managers page lets users manage company names, product sizes, and other 

data. 

4. How to add Company Product and manage all company names? 

a. Click Add Company to launch the Add Company form and add your company info. Add n firm names at 

once here.  

b. Clicking Company manager opens a modal where you can simply display the company names you added. 

This modal lets you search and erase corporate info.  

5. How to add Product size and manages all those data? 

a. Add Product size opens a product size modal. This topic lets you upload product size data. 

b. You may search and delete product size details in the Product Size Manager modal after clicking on it.  

6. How to Add Product and manage all those data? 

a. Click Add product to add many products at once, including company and product size, then search your 

system from the mother table of this page to see all the product details you entered. 

b. Search for your product in the search window and delete it by clicking trash. 

7. Existing Warehouse Stock: Search for your product in the search window and delete it by clicking trash.  

8. Existing Damage Product Stock: This Page was under maintenance.  

9. Transfer Damage Product to shop: This page was under maintenance.  

10. Transit Manager: Search for your product in the search window and delete it by clicking trash.  

11. Purchase Product: The things you buy from your firm are promptly added to your warehouse after you submit 

your purchase form.  

12. Purchase Product History: Here you can easily find out the purchase history of each purchase report and you 

can generate a receipt from this page.  

13. Transfer Products: You may quickly transfer products between warehouses and storefronts from this section. 

You may also view all warehouse and shop product data in one place. Choose your products to search.  

14. Barcode Generation: Here you can create your own product barcode and easily print them in a very well.  

15. Assets: You may obtain the total product worth as a basic price of a warehouse's products, as well as its product 

list and generate a PDF file. 

 

Store/Shop Panel 

Using this technique, the cashier calculates prices and issues receipts. Product prices are based on stock panel data, 

including discounts. The cashier must choose the product or enter its number to print a receipt. The system will then 

get the product name and quantity and calculate the total cost. Fig. 7 shows Store/Shop Panel Data Flow Diagram. 

1. Receipt Generator: Users can quickly add and remove products from their carts here. The user can quickly 

retrieve the product payment receipt from here, with full and credit payment options. A PDF receipt will be sent 

after payment.  

2. Damage Product Receipt: This page was under maintenance.  

3. Receipt History: From this page you will find the list of all receipts and you can search any receipt through the 

search box.   

4. Credit Pay History: From this page you will find the list of all credited receipts and you can search any receipt 

through the search box.  

5. Add Expenses: Here the user can add all the expenses of the shop for help the all-total calculation.  

6. Make Refund: From this section, if any product will return, then there will make sure for refund the products.  

7. Refund History: From this page you will find the list of all refunds and you can search any refund story through 

the search box.  

8. Edit Accounts: Here the user can easily update their password with the form of this page. And show the alert 

box if the criteria cannot be fulfilled you make a password. 
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Future Scope 

In a nutshell, it can be summarized that the future scope of the project circles around maintaining information 

regarding: 

 Damage Product Management with Cost 

 Agent Commission 

 Insert expiry date of products 

The above points represent improvements that can be made to increase the usability and usability of this project. 

Today it can be seen that trading is versatile, that means there is scope to introduce a way to maintain the online 

invoicing system. Enhancements can be made to preserve all panels. 

We have left all options open so that if there is any future user request to improve the system, it can be implemented. 

Finally, we would like to thank everyone who directly or indirectly participated in the development of the system. 

We hope that the project will fulfil the purpose for which it is developed here, based on the success of the process. 

 

CONCLUSION 
 

Our research is just a modest venture to meet their project work management needs. This package proves to be a 

powerful package that fulfils all the requirements of running a business. The goal of software planning is to provide 

a framework that allows management to make reasonable estimates made within a limited time frame at the 

beginning of a software project and should be updated regularly as the project progresses. 

At the end it is concluded that our application can be completely customize based on client’s requirement. They can 

generate professional ledger. Our application can do cost estimation, manage stock with transit and generate 

barcodes. It is useful for multi-branch and keeps data backups with all transaction history. 
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Fig.1. System Outlook   *In every panel the account user can change their password 

 

Fig. 2.Software Outlook 
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Fig. 3. DFD Level 1 of Master Admin 

 

Fig. 4. Outlook of Master Admin Panel 

 

Fig.5. DFD Level 1 of Stock Panel 
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Fig. 6. Outlook of Stock Panel 

 

Fig. 7. DFD Level 1 of Store/Shop Panel 

 

Fig. 8. Outlook of Store/Shop Panel 
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In this paper, we introduce a new class of sets called neutrosophic pre star generalized b-closed sets in 

neutrosophic topological spaces (briefly Np*gb-closed set). Also we discuss some of their properties 
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1. INTRODUCTION 
 

In 1970[13], Levine introduced the concept of generalized closed set and discussed the properties of sets, closed and 

open maps, compactness, normal and separation axioms. Later in 1996 Andrjivic [2,3] gave a new type of generalized 

closed set in topological space called b closed sets. The investigation on generalization of closed set has lead to 

significant contribution to the theory of separation axiom, generalization of continuity and covering properties. A.A. 

Omari and M.S.M. Noorani [1] made an analytical study and gave the concepts of generalized b closed sets in 

topological spaces. Many real life problems in Business, Finance, Medical Sciences, Engineering and Social Sciences 

deal with uncertainties. There are difficulties in solving the uncertainties in these data by traditional mathematical 

models. To overcome these difficulties many authors have introduced many sets which deals with inconsistent data. 

Some of these approaches are fuzzy sets [29], Intuitionistic fuzzy sets [7], Neutrosophic sets [24] and so on which can 

be treated as mathematical tools to avert obstacles dealing with ambiguous data. The introduction of the idea of 
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fuzzy set was introduced in the year 1965 by Zadeh[29]. He proposed that each element in a fuzzy set has a degree of 

membership. Thereafter the paper of Chang(1968)[10] paved way for the subsequent tremendous growth of the 

numerous fuzzy topological concepts. Following this idea K.Atanassov[6,7,8] in 1983 introduced the idea of 

intuitionistic fuzzy set on a universe X as a generalization of fuzzy set. Here besides the degree of membership a 

degree of non-membership for each element is also defined. The topological framework of intuitionistic fuzzy set 

introduced by D. Coker [12]. The neutrosophic set was initiated by Smarandache and he explained that neutrosophic 

set is a generalization of intuitionistic fuzzy set. Smarandache[23,24] originally gave the definition of a neutrosophic 

set and neutrosophic logic. The neutrosophic logic is a formal frame trying to measure the truth, indeterminacy and 

falsehood. In 2012 Salama,Alblowi [25,26] introduced the concept of neutrosophic topological space. In 2016 concept 

of neutrosophic semi-open sets in neutrosophic topological space by introduced P.Ishwarya and K.Bageerathi[13]. In 

2017 V.VenkateswaraRao and Y. SrinivasaRao[28] introduced the concept of neutrosophic pre-open sets and 

neutrosophic pre-closed in neutrosophic topological spaces.In 2018Dhavaselan R and JafariS[11] initiated the idea of 

Generalizedneutrosophic closed set,In 2018 the idea of neutrosophic generalized b-closed sets in neutrosophic 

topological spaces introduced by C.Maheswari, M.Sathyabama and S.Chandrasekar[17].In this paper, a new class of 

closed set called neutrosophic pre star generalized b-closed set is introduced to prove that the class forms a 

neutrosophic topology. The notion of pre star generalized b-closed set and its different characterizations are given in 

this paper. Throughout this paper (X, τN) and (Y, σN) represent the non-empty neutrosophic topological spaces on 

which no separation axioms are assumed, unless otherwise mentioned. 

 

2. Preliminaries  
Before entering into our work we recall the following definitions.  

Definition 2.1 [19]  

A subset A of a topological space (X, τ) is called a preopen set if A ⊆int(cl(A)) and pre-closed set if cl(int(A)) ⊆ A.  

Definition 2.2 [12] 

A subset A of a topological space (X, τ) is called a semiopen set if A ⊆ cl(int(A)) and semi closed set if int(cl(A)) ⊆ A.  

Definition 2.3 [20] 

 A subset A of a topological space (X, τ) is called anα-open set if A ⊆int(cl(int(A))) and an α -closed set if cl(int(cl(A))) 

⊆ A.  

Definition 2.4 [2] 

A subset A of a topological space (X, τ) is called a b-open set if A ⊆ cl(int(A))∪int(cl(A)) and b-closed set if 

cl(int(A))∪int(cl(A)) ⊆ A.  

Definition 2.5 [1] 

A subset A of a topological space (X, τ) is called a generalized b-closed set (simply gb-closed) if bcl(A) ⊆ U ,whenever 

A ⊆ U and U is open in X.  

Definition 2.6 [15] 

A subset A of a topological space (X, τ) is called a generalized closed set(briefly g-closed) if cl(A) ⊆ U, whenever A ⊆ 

U and U is open in X.  

Definition 2.7 [9] 

A subset A of a topological space (X, τ) is called a semigeneralized closed set, (briefly sg-closed ) if scl(A) ⊆ U, 

whenever A ⊆ U, U is semi-open in (X, τ).  

Definition 2.8 [27] 

A subset A of a topological space (X, τ) is called a generalized* closed set(briefly g*-closed) if cl(A) ⊆ U, whenever A 

⊆ U and U is g-open in X.  

Definition 2.9 [18] 

A subset A of a topological space (X, τ ) is called a generalized pre-closed set(briefly gp-closed) if pcl(A) ⊆ U, 

whenever A ⊆ U and U is g-open in X.  

Definition 2.10 [22]. 

 Let a subset A of a topological space (X, τ), is called a pre generalized b- closed set (briefly pgbclosed) if bcl(A) ⊆ U 

whenever A ⊆ U and U is pre open in X.  
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Definition 2.11 [1] 

 A subset A of a topological space (X, τ) is called a generalized b-closed set (briefly gb- closed) if bcl(A) ⊆ U 

whenever A ⊆ U and U is open in X.  

Definition 2.12. [21]  

Let a subset A of a topological space (X, τ ), is called a pre-generalized closed set (briefly pg- closed) if pcl(A) ⊆ U 

whenever A ⊆ U and U is pre-open in X.  

Definition 2.13 [14] 

A subset A of a topological space (X, τ) is called a semi generalized b- closed set (briefly sgb- closed) if bcl(A) ⊆ U 

whenever A ⊆ U and U is semi open in X.   

Definition 2.14[4].Let (X, 𝜏) be a topological space. A subset A of the space X is said to be pre*-open if A int*(cl(A  

and pre*-closed if cl*(int(A))A. 

Definition 2.15[4]  

A subset A of a topological space (X, 𝜏) is called a pre* generalized b-closed set (briefly, p*gb-closed) if bcl(A)U 

whenever AU and U is pre*-open in (X, 𝜏). 

Definition 2.16 *24+ 

 Let X be a non empty set. A neutrosophic set (NS for short) A is an object having the form A = <x,A1,A2,A3> where 

A1,A2, A3 represent the degree of membership, the degree of indeterminacy and the degree of non-membership 

respectively of each element x∈X of the set A. 

Definition 2.17[24] 

Let X be a non empty set, A = <x,A1, A2, A3> and B = <x,B1,B2,B3> be neutrosophic sets on X, and let {Ai : i ∈ J} be an 

arbitrary family of neutrosophic sets in X, where A
i
 = <x,A

1
, A

2
, A

3
> 

(i) A ⊆ B if and only if A1  B1, A2  B2 and A3  B3 

(ii) A = B if and only if A ⊆ B and B ⊆ A.  

(iii) AC= <x, A3, A2, A1> 

(iv) A∩B=<x, A1  B1, A2  B2, A3 B3> 

(v) A∪B=<x, A1 B1, A2  B2, A3   B3> 

(vi) ∪Ai = <x, Ai1, Ai2,  Ai3> 

(vii) ∩Ai = <x, Ai1, Ai2,Ai3> 

(viii) A \ B = A ∩ B .                                       

(ix) 0N = <x,0,0,1>; 1N = <x,1,1,0>. 

 

 

Definition 2.18[25] 

A neutrosophic topology (NT for short) on a nonempty set X is a family τ of neutrosophic set in X satisfying the 

following axioms:  

(i) 0N, 1N ∈ τ.  

(ii) G1∩ G2 ∈ τ for any G1,G2∈ τ.  

(iii) ∪Gi∈ τ for any arbitrary family ,Gi : i∈J} ⊆ τ. 

In this case the pair (X, τ) is called a Neutrosophic topological space (NTS for short) and any Neutrosophic set in τ is 

called a Neutrosophic open set (NOS for short) in X. The complement A of a Neutrosophic open set A is called a 

Neutrosophic closed set (NCS for short) in X. 

Definition 2.19*27+ 

Let (X, τ) be a neutrosophic topological space and A = <X,A1,A2,A3> be a  set in X. Then the closure and interior of A 

are defined by  

Ncl(A) = ∩,K : K is a neutrosophic closed set in X and A ⊆ K},  

Nint(A) = ∪,G : G is a neutrosophic open set in X and G ⊆ A}. 

It can be also shown that Ncl(A) is a neutrosophic closed set and Nint(A) is a neutrosophic open set in X, and A is a 

neutrosophic closed set in X iff Ncl(A) = A; and A is a neutrosophic open set in X iff Nint(A) = A. 
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Definition 2.20  

A subset A of a neutrosophic topological space (X,τN) is said to be,  

(i) A neutrosophic pre-open[26] set if ANint(Ncl(A)) and neutrosophic pre-closed set if Ncl(Nint(A))A. 

(ii) A neutrosophic α-open[26] set if ANint(Ncl(Nint(A))) and neutrosophic α-closed set if Ncl(Nint(Ncl(A)))A. 

(iii) neutrosophic semi-open[11] set ANcl(Nint(A)) and neutrosophic semi-closed set if Nint(Ncl(A))A. 

(iv) neutrosophic b-open set[9] if ANcl(Nint(A))Nint(Ncl(A)) and neutrosophic b-closed set Ncl(Nint(A))
Nint(Ncl(A))A. 

Definition 2.21: 

A subset A of a neutrosophic topological space (X,τN) is said to be, 

(i) Neutrosophic  generalized closed[9] set if Ncl(A)⊆U whenever A)⊆U and U is neutrosophic open set in (X,τN) 

(ii) Neutrosophic  generalized b- closed[15] set if Nbcl(A)⊆U whenever A)⊆U and U is neutrosophic open set in 

(X,τN) 

 

3. Neutrosophic pre star generalized b -closed sets  

 
In this section, we introduce neutrosophic pre star generalized b - closed set and investigate some of its properties.  

Definition 3.1 

A subset A of a neutrosophic topological space (X, τN), is called neutrosophic  generalized pre- closed set (briefly 

Ngp-closed set) if Npcl(A) ⊆ U whenever A ⊆ U and U is neutrosophic pre-open in X. 

Definition 3.2  

A subset A of a neutrosophic topological space (X, τN), is called neutrosophic  generalized semipre- closed set (briefly 

Ngsp-closed set) if Nspcl(A) ⊆ U whenever A ⊆ U and U is neutrosophic open in X. 

Definition 3.3 

A subset A of a neutrosophic topological space (X, τN), is called neutrosophic generalized 𝛼- closed set (briefly Ng𝛼-

closed set) if N𝛼cl(A) ⊆ U whenever A ⊆ U and U is neutrosophic 𝛼-open in X. 

Definition 3.4 

A subset A of a neutrosophic topological space (X, τN), is called neutrosophic pre star generalized b- closed set 

(briefly Np*gb-closed set) if Nbcl(A) ⊆ U whenever A ⊆ U and U is neutrosophic pre*-open in X. 

Theorem 3.5 

Every neutrosophic closed set is Np*gb -closed.  

Proof 

Let A be any neutrosophic closed set in X such that A ⊆ U, where U is neutrosophic pre*- open containing A. Since 

Nbcl(A) ⊆Ncl(A) = A. Therefore Nbcl(A) ⊆ U. Hence A is p*gb -closed set in X. 

Remark 3.6 

The converse of above theorem need not be true as seen from the following example. 

Example 3.7: Let X={x1, x2} and define 𝜏𝑁={0N, 1N, A} be a neutrosophic topology on X. Here A={<x1, 0.5,0.3,0.2>,<x2, 

0.6,0.4,0.2>}. Then the neutrosophic set M={<x1, 0.4,0.5,0.6>,<x2, 0.6,0.5,0.3>} is a Np*gb –closed but not a neutrosophic 

closed set in  X. Since Ncl(M)≠M.  

 

Theorem 3.8 

Every neutrosophic g - closed set is Np*gb -closed set.  

Proof 

Let A be any neutrosophic g - closed set in X and U be any neutrosophic pre star open set containing A. Then 

Nbcl(A) ⊆Ncl(A) ⊆ U. Therefore Nbcl(A) ⊆ U. Hence A is Np*gb –closed set.  

Remark 3.9 

The converse of above theorem need not be true as seen from the following example 
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Example 3.10:Let X={x1, x2} and define 𝜏𝑁={0N, 1N, A} be a neutrosophic topology on X. Here A={<x1, 0.5,0.3,0.2>,<x2, 

0.6,0.4,0.2>}. Then the neutrosophic set M={<x1, 0.4,0.5,0.6>,<x2, 0.6,0.5,0.3>} is a Np*gb –closed but not a neutrosophic 

g-closed set in  X.   

 

Theorem 3.11  

Every neutrosophic semi closed set is Np*gb -closed set.  

Proof: Let A be any neutrosophic semi closed set in X and U be any neutrosophic pre star open set containing A. 

Since A is neutrosophic semi closed set, Nbcl(A) ⊆Nscl(A) ⊆ U. Therefore Nbcl(A) ⊆ U. Hence A is Np*gb closed set.  

Remark 3.12 

The converse of above theorem need not be true as seen from the following example 

Example 3.13 

Let X={x1, x2} and define 𝜏𝑁={0N, 1N, A} be a neutrosophic topology on X. Here A={<x1, 0.5,0.3,0.2>,<x2, 0.6,0.4,0.2>}. 

Then the neutrosophic set M={<x1, 0.4,0.5,0.6>,<x2, 0.6,0.5,0.3>} is a Np*gb –closed but not a neutrosophic semi-closed 

set in  X. Since M Ncl(Nint(M))=0N 

 

Theorem 3.14 

Every neutrosophic α- closed set is Np*gb -closed set.  

Proof: Let A be any neutrosophic α- closed set in X and U be any neutrosophic pre star open set containing A. Since 

A is neutrosophic α- closed, Nbcl(A) ⊆Nαcl(A) ⊆ U. Therefore Nbcl(A) ⊆ U. Hence A is Np*gb -closed set.  

Remark 3.15 

The converse of above theorem need not be true as seen from the following example.  

Example 3.16 

Let X={x1, x2} and define 𝜏𝑁={0N, 1N, A} be a neutrosophic topology on X. Here A={<x1, 0.5,0.3,0.2>,<x2, 0.6,0.4,0.2>}. 

Then the neutrosophic set M={<x1, 0.4,0.5,0.6>,<x2, 0.6,0.5,0.3>} is a Np*gb –closed but not a neutrosophic 𝛼-closed set 

in  X. Since M Nint (Ncl (Nint(M)))=0N 

 

Theorem 3.17 

Every neutrosophic pre - closed set is Np*gb -closed set.  

Proof 

Let be A any neutrosophic pre -closed set in X and U be any neutrosophic pre star open set containing A. Since every 

A neutrosophic pre close set, Nbcl(A) ⊆Npcl(A) ⊆ U. Therefore Nbcl(A) ⊆ U. Hence A is Np*gb -closed set.  

Remark 3.18 

The converse of above theorem need not be true as seen from the following example.  

Example 3.19 

Let X={x1, x2} and define 𝜏𝑁={0N, 1N, A} be a neutrosophic topology on X. Here A={<x1, 0.2,0.8,0.6>,<x2, 0.1,0.7,0.8>}. 

Then the neutrosophic set M={<x1, 0.5,0.3,0.5>,<x2, 0.6,0.4,0.7>} is a Np*gb –closed but not a neutrosophic pre-closed 

set in  X. Since M Nint(Ncl(M))=0N 

 

Theorem 3.20 

 Every Nαg-closed set is Np*gb -closed set.  

Proof 

Let A be Nαg -closed set in X and U be any neutrosophic open set containing A. Since everyneutrosophic open set is 

N𝛼g-open sets, we have Nbcl(A) ⊆ Nαcl(A) ⊆ U. Therefore Nbcl(A) ⊆ U. Hence A is Np*gb - closed set.  

Remark 3.21:The converse of above theorem need not be true as seen from the following example.  

 

Example 3.22 

Let X={x1, x2} and define 𝜏𝑁={0N, 1N, A} be a neutrosophic topology on X. Here A={<x1, 0.5,0.3,0.2>,<x2, 0.6,0.4,0.2>}. 

Then the neutrosophic set M={<x1, 0.4,0.5,0.6>,<x2, 0.6,0.5,0.3>} is a Np*gb –closed but not a neutrosophic Nαg-closed 

set in  X.  

Aruna Glory Sudha and Zion Chella Ruth 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69740 

 

   

 

 

Theorem 3.23 

Every Np*gb - closed set is Ngsp- closed set.  

Proof  

Let A be any Np*gb -closed set such that U be any neutrosophic open set containing A. Since every neutrosophic 

open set is Npg-open, we have Nbcl(A) ⊆Nspcl(A) ⊆ U. Therefore Nbcl(A) ⊆ U. Hence A is Ngsp-closed set.  

Remark 3.24 

The converse of above theorem need not be true as seen from the following example.  

Example 3.25: Let X={x1, x2} and define 𝜏𝑁={0N, 1N, A} be a neutrosophic topology on X. Here A={<x1, 0.4,0.5,0.6>,<x2, 

0.6,0.5,0.3>}. Then the neutrosophic set M={<x1, 0.2,0.7,0.5>,<x2, 0.2,0.6,0.6>} is a Ngsp –closed but not a Np*gb -closed 

set in  X.  

 

Theorem 3.26 

Every Np*gb - closed set is Ngb- closed set.  

Proof 

Let A be any Npg*b -closed set in X such that U be any neutrosophic open set containing A. Since every neutrosophic 

open set is Npg open, we have Nbcl(A) ⊆ U . Hence A is gb-closed set.  

Remark 3.27 

The converse of above theorem need not be true as seen from the following example.  

Example 3.28:Let X={x1, x2} and define 𝜏𝑁={0N, 1N, A} be a neutrosophic topology on X. Here A={<x1, 0.4,0.5,0.6>,<x2, 

0.6,0.5,0.3>}. Then the neutrosophic set M={<x1, 0.2,0.7,0.5>,<x2, 0.2,0.6,0.6>} is a Ngb –closed but not a Np*gb-closed 

set in  X. 

 

Theorem 3.29 

Every Npg- closed set is Np*gb - closed set.  

Proof 

Let A be any Npg-closed set in X such that U be any neutrosophic pre star open set containing A. Since every 

neutrosophic pre open set is Npg open, we have Nbcl(A) ⊆Npcl(A) ⊆ U. Therefore Nbcl(A) ⊆ U. Hence A is Np*gb -

closed set. 

Remark 3.30 

The converse of above theorem need not be true as seen from the following example.  

Example 3.31 

Let X={x1, x2} and define 𝜏𝑁={0N, 1N, A} be a neutrosophic topology on X. Here A={<x1, 0.2,0.8,0.6>,<x2, 0.1,0.7,0.8>}. 

Then the neutrosophic set M={<x1, 0.5,0.3,0.5>,<x2, 0.6,0.4,0.7>} is a Np*gb –closed but not a Npg-closed set in  X.  

Remark 3.32 

 From the above theorems and examples we have the following implications 

 
Fig.1. NP*gb-closed set 
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4. Characteristics of Npg*b -Closed Sets  
Theorem 4.1 

If a set A is Np*gb -closed set then Nbcl(A) − A contains no non empty pre star closed set.  

Proof: Let F be a pre star closed set in X such that F ⊆Nbcl(A) − A. Then A ⊆ X−F. Since A is Np*gb -closed set and 

X−F isneutrosophic pre star open then Nbcl(A) ⊆ X−F. (i.e.) F ⊆ X−Nbcl(A). So F ⊆ (X−Nbcl(A))∩(Nbcl(A)−A). 

Therefore F = 0N.  

Theorem 4.2 

If A is Np*gb -closed set in X and A ⊆ B ⊆Nbcl(A). Then B is Np*gb - closed set in X.  

 

Proof 

Since B ⊆Nbcl(A), we have Nbcl(B) ⊆Nbcl(A) then Nbcl(B) − B ⊆Nbcl(A) − A. By Theorem 4.1, Nbcl(A) − A contains 

no non empty neutrosophic pre star closed set. Hence Nbcl(B) − B contains no non empty neutroso phicpre star 

closed set. Therefore B is Np*gb -closed set in X.  

 

Theorem 4.3 

If A ⊆ Y ⊆ X and suppose that A is Np*gb closed set in X then A is Np*gb - closed set relative to Y .  

Proof 

Given that A ⊆ Y ⊆ X and A is Np*gb -closed set in X. To prove that A is Np*gb - closed set relative to Y . Let us 

assume that A ⊆ Y ∩ U, where U is neutrosophic pre star- open in X. Since A is Np*gb - closed set, A ⊆ U implies 

Nbcl(A) ⊆ U. It follows that Y ∩Nbcl(A) ⊆ Y ∩U. That is A is Np*gb - closed set relative to Y .  

 

Theorem 4.4  

If A is both Np* open and Np*gb - closed set in X, then A is neutrosophic b closed set.  

Proof 

Since A is Np* open and Np*gb closed in X, Nbcl(A) ⊆ A. But A ⊆Nbcl(A). Therefore A = Nbcl(A). Hence 

neutrosophic A is b closed set.  

 

Theorem 4.5 

For x in X, then the set X −,x} is a Np*gb -closed set or Np*-open.  

Proof 

Suppose that X − ,x} is not Np* open, then X is the only Np* open set containing X − ,x}. (i.e.) Nbcl(X − ,x}) ⊆ X. Then 

X − ,x} is Np*gb –closed in X.  

 

Theorem 4.6 

 If A and B are Np*gb -closed sets in a space X. Then A ∪ B is also Np*gb -open set in X.  

Proof 

If A and B are Np*gb - closed sets in a space X. U be any Np* open set containing A and B . Therefore Nbcl(A) ⊆ U, 

Nbcl(B) ⊆U. Since A⊆U, B⊆U then A∪B ⊆ U.Hence Nbcl(A∪B) =Nbcl(A) ∪Nbcl(B) ⊆U. Therefore A∪B is Np*gb 

closed set in X. 

 

5. NeutrosophicPre Star Generalized b-Open Sets  
In this section, we introduce neutrosophic pre star generalized b-open sets (briefly Np*gb-open) in neutrosophic 

topological spaces by using the notions of Np*gb-open sets and study some of their properties.  

 

Definition 5.1 

A subset A of a neutrosophic topological space (X, τN), is called neutrosophic pre star generalized  b- open set (briefly 

Np*gb -open set) if Ac is Np*gb -closed in X. We denote the family of all Np*gb -open sets in X by Np*gb -O(X).  

Theorem 5.2 

If A and B are Np*gb -open sets in a space X. Then A ∩ B is also Np*gb -open set in X.  
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Proof: If A and B are Np*gb -open sets in a space X. Then Ac and Bc are Np*gb -closed sets in a space X. By Theorem 

4.6 Ac∪Bc is also Np*gb -closed set in X. (i.e.) Ac∪Bc = (A∩B)c is a Np*gb -closed set in X. Therefore A∩B Np*gb –open 

set in X.  

 

Theorem 5.3 

If Nint(B) ⊆ B ⊆ A and if A is Np*gb -open in X, then B is Np*gb -open in X.  

Proof 

Suppose that Nint(B) ⊆ B ⊆ A and A is Np*gb -open in X then Ac⊆ Bc⊆Ncl(Ac). Since Ac is Np*gb -closed in X, by 

Theorem 4.2 Bc is Np*gb closed set.Therefore B is Np*gb -open in X. 
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Present study was designed to determine the effect of thoracic load carriage on heart rate and maximum 

oxygen uptake (VO2max) by six minute walk test in school going students. A total 30 normal healthy 

school going students with age group of 12-17 years both girls and boys were included in the study. Six 

minute walk test was conducted with different backpack load carriage of 0%, 5%, 10%, and 15% of body 

mass with one trial for one load condition each day. Pre and post heart rate and VO2max was measured. 

Non parametric Kruskal Wallis test was used which shows statistical significance association between 0% 

VS 15%, 5% VS 15%, 10% VS 15% for heart rate and between 0% VS 10%, 0% VS 15%, 5% VS 15% for 

VO2max. So Post. hoc analysis was done. In Post.hoc analysis, HR changes was most significant between 

0% VS 15% ( p< 0.001), 5%VS 15% ( p< 0.047) compared to 0% VS 5%, 0% VS 10% and 10% VS 15%. 

VO2maxchanges was most significant between 0% VS 15% (p< 0.004) compared to 0% VS 5%, 0%VS 10% 

and5% VS 15% , 10% VS 15%. Study concluded that load of maximum 5% and 10% body weight can be 

consider the ideal body weight to be carried by school going students.     

 

Keywords: heart rate, maximum oxygen uptake, school going students, backpack, six minute walk test    
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INTRODUCTION 
 

Children's physical fitness has long been a source of great interest to teachers, parents, physicians, clinicians, and 

researchers. Focus is frequently placed on improving presumably low fitness levels of children to enhance scores on 

fitness tests, to improve athletic performance, and to benefit the child's long- and short-term health.[1]Reports of 

Europe and Asia have found that many students carry weight of more than 10% and in some cases even up to 20% of 

their body weight.[2]According to data released by Ministry of Human Resource Development in 2014 

approximately 223 million students in India need a backpack to take away items to and from school every day.[3] 

The ideal load carrying system would be one that does not disturb the body’s natural posture, balance, and 

movements. The load must be dispersed onto skeletal structure in a balanced way and should not put strain on body 

in any direction.[4] A National Advisory Committee popularly known as Yash Pal Communitee, in July 1993, said 

that as far as physical load of the school bag is concerned, the situation has become worse over the past few years.[5] 

Carrying heavy loads in a backpack can induce increased physical stress and cause discomfort and pain.[6]  Carrying 

heavy loads close to the trunk affects pulmonary function since the backpack system opposes the expansion of the 

chest wall during inspiration.[7]Additionally, increased oxygen consumption and energy cost have been observed 

when carrying heavy loads in backpacks compared with no backpack conditions.[6]  

 

Physiological studies have consistently shown that heart rate and oxygen consumption increase as load mass 

increases during short term load carriage.[8] VO2max is the product of maximal CO (L/ min) and maximal atrio 

venous oxygen difference (mL.O2/ L Blood). Exercise professionals often rely on sub-maximal exercise tests to assess 

Cardio Respiratory Fitness (CRF) because maximal exercise testing is not always feasible in the health/fitness setting. 

The basic aim of sub-maximal exercise testing is to determine the HR response to one or more sub-maximal work 

rates and use the results to predict VO2max. [9] So, most of load carriage studies have focused on the metabolic, 

biomechanical and subjective perceptual changes associated with load weight, walking speed, gradient, terrain and 

other factors as well as medical hazards and performance limitations. Many authors in the past have studied the 

effect of carrying load on different electromyography and pathological, biomechanical and physiological parameters 

in adults. Most of these studies have focused on soldiers and hikers with the purposes of improving the techniques 

of load carriage.[10] So the aim of the study is to see the effect of carrying backpack on heart rate and maximum 

oxygen consumption among school going students. 

 

MATERIALS AND METHODS 

 
An experimental study was conducted among 30 normal healthy school going students with age group of 12-17 

years including both girl and boy and willing to participate were included in the study, students participating in any 

formal training or organized sports, with neurological, cardiovascular, or musculoskeletal problems were excluded 

from the study. Materials used in this study was 22m course of walking, two small plastic bottles to mark the lap 

boundaries, data collection sheath, consent form, books or weight cuff for load as required, backpack as 

recommended, stop watch or timer, measurement scale for floor measurement, chair, weighing machine. Ethical 

approval was obtained for study by Institutional Review Board (IRB) .Assent of student was taken regarding their 

participation in the study. Consent of parents was taken regarding their participation in the study. Consent of 

principal was taken to allow me to conduct the study in their school and also to allow students to participate in the 

study. Participant were selected according to inclusion and exclusion criteria. Participant were made to understand 

the nature and procedure. 

  
Backpack 

A school backpack with two pads and wide strap on the shoulder, which has been  recommended by the American 

Occupational Therapy Association was used in this study. The backpack was carried suspended from both shoulders 

of the subject, placed on the trunk, which the subject will feel most comfortable and stable.4 The backpacks was fill 
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with books and weight cuffs so that they weighed (empty, 5, 10, 15% of body weight). Basic demographic detail in 

the form of age, gender was obtained self-report. Height was obtained  using a wall-mounted measuring tape. 

Weight was obtained using calibrated digital scales. Body mass index (BMI ) was calculated using the height and 

weight values. Subject was asked to perform the six min walk test with different backpack load carriage. Test with 

different backpack load carriage of 0%, 5%, 10%, and 15% of body mass was arranged on four different days with 

one trial for one load condition each day in order to eliminate the possible interference factors such as fatigue and 

adaption . Heart rate was calculated initially and after completion of test by taking the radial pulse manually. 

Maximum oxygen uptake (VO2max) was calculated after completion of test using the following formula. 

 

PREDICTED VO2max: VO2PEAK = 0.03× DISTANCE(m) + 3.9811 Four different values of Heart rate and VO2max 

obtained by the carriage of different loads was compared by application of appropriate statistical test. 

 

RESULT 
 

In this study, Statistical analysis was done using SPSS version 20 and excel 2007. The level of significance was kept at 

˂ 0.05 with 95% confidence interval. As the data did not follow the normal distribution according to Shaphiro-Wilk 

test, Kruskal Wallis test was used to determine the effect of 0% ,5%, 10%, & 15% of backpack load carriage on HR and 

VO2max. Results by application of kruskal wallis shows statistical significance association between 0% VS 15%, 5% 

VS 15%, 10%VS 15% for heart rate and between 0% VS 10%, 0% VS 15%, 5% VS 15% for VO2max, So Post.hoc 

analysis was done.  In Post.hoc analysis, HR changes was most significant between 0% VS 15% ( p< 0.001), 5% VS 

15% ( p< 0.047) compared to 0% VS 5%, 0% VS 10% and 10% VS 15%. VO2max changes was most significant between 

0% VS 15% (p< 0.004) compared to 0% VS 5%, 0% VS 10% and5% VS 15%, 10% VS 15%. (Table no. 3) Above result 

shows that effect on HR by carrying load of 15% of body weight produces significant change compared to 5% and 

10%. The effect on VO2max by carrying load of 15% body weight produces significant changes compared to 5% and 

10%. Hence , load of maximum 5% and 10% body weight can be consider the ideal body weight to be carried by 

school going students. Detail of demographic detail ( table1) mean and SD of HR and VO2max of different loads is 

shown in table 2, mean of heart rate for different load presented in graph 1, mean of VO2max for different load 

presented in graph 2, Statistical results obtained for HR and VO2max with different percentage of load carriage 

(table 3). 

 

DISCUSSION 

 
The present study conducted with the aim to determine the effect of thoracic load carriage on heart rate and 

maximum oxygen uptake (VO2max) by six minute walk test in school going students. Total 30 students were 

enrolled in the study according to inclusion criteria. Students was asked to perform the six min walk test with 

different backpack load carriage. Test with different backpack load carriage of 0%, 5%, 10%, and 15% of body mass 

was arranged on four different days with one trial for one load condition each day. The three different ascepts of the 

result was present in the study 

1. With increase in the load carriage there is decrease in the maximum oxygen uptake (VO2max). 

2. With increase in the load carriage, there is increase in the heart rate. 

3. Ideal 5-10% body weight should be carried by school going students 

The present study shows that there is significant increase in the heart rate while carrying load carriage from 0% to 

15% of body weight. As heart rate increases in a linear fashion with the work rate and oxygen uptake during 

dynamic exercise. The increase in HR during exercise occur primarily at the expense of diastole (filling time ),rather 

than systole. Thus, at high exercise intensities, diastolic time may be so short as to preclude adequate ventricular 

filling.15 Siddhartha Sen and Ajita (2016), futher supports these result by showing that significant increase in heart 

rate and RPE with right side pack, with left side pack and with back pack after treadmill walking in 105 collegiate 

students. He suggested that significant increase in heart rate is due to increase in cardiac output during static 

contraction is mainly directed towards peripheral parts of the body and only a small part is supplied to 
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myocardium.[12] The present study shows that with increase in load carriage from 0% to 15%, there is decrease in 

maximum oxygen consumption. As load carriage increases there is overall increase in weight i.e (BM + weight) and 

as VO2max is calculated in ml/kg/min, this increase in load carriage justify decrease in VO2max. Also with increase 

in load carriage there is increase in activity of the muscle, assumed that there is greater compression of arteries 

underlying muscles which further reduces the blood flow to periphery thus decreased maximum oxygen uptake. 

Aparna Kondapalli et al (2019), in her study showed statistically significant higher level of VO2max in normal 

weight girls when compared to overweight girls and overweight girls shows a better VO2max than obese girls. The 

decrease in VO2max with greater BMI is because the mitochondrial oxidative enzyme activity is very less in obese 

people as the number of mitochondria and their function is limited in the skeletal muscles of overweight and obese 

individual. Whereas the glycolytic enzymes that is the phosphor fructokinase and aglycerol phosphate activity is 

more in obesity and type 2 diabetes.[13] Ideally 5-10% backpack weight is safe to use by school going students as it 

put lesser stress on cardio-respiratory functions as with 15% backpack load carriage significantly increases the heart 

rate and decreases the maximum oxygen consumption. S.O. Ismaila et al, 2018, determine the safe weight of 

backpack for male and female secondary school students in Ibadan, Southwestern Nigeria as 2.87 kg ( 5.18% of body 

weight) and 2.53 kg (4.91% of body weight ) respectively.[14] Thus in the present study, it is seen that with increase 

in load carriage, there is increase in HR and decrease in VO2max. So on the basis of that ideally 0-5% body weight 

should be carried by school going students. Limitation of the study is small sample size, age criteria is restricted to 

small range, gender distribution was not done, the study was done on only two cardio-respiratory parameter while it 

can be affected by other parameters also such as blood pressure, respiratory rate, rate of perceived exertion, etc 

which are not included in the study. effect of BMI was not considered. Future recommendation is comparison of 

heart rate and maximum oxygen uptake can be made between each groups for different percentage of load carriage 

in school going students and in adults, other outcome measure can be studied, consider BMI - variable. Clinical 

implication of study is optimal weight of backpack according to body weight can be suggested so that it induces 

minimal cardiovascular responses. 

 

CONCLUSION 
 

The present study shows significant change in cardio-respiratory parameters- heart rate and maximum oxygen 

uptake while carrying backpack load of 15% of body weight, but no significant change while carrying load of 5% and 

10% body weight. Thus the present study accept the experimental hypothesis and reject the null hypothesis. Hence , 

load of 5% and 10% body weight can be consider the ideal body weight to be carried by school going students. 
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Table 1: Demographic Details 

Number of subject 30 

Age 12-17 years 

Male 12 

female 18 

 

Table 2: Mean and SD of HR and VO2max of different loads 

LOAD CARRIAGE) HR(mean ± SD) VO2max (mean ± SD 

0% 106.03 ± 21.07 16.76 ± 2.831 

5% 109.23 ± 17.07 15.99 ± 3.519 

10% 111.7 ± 17.20 15.38 ± 4.273 

15% 121.6 ± 16.00 14.24 ± 4.533 

 

Table 3: Statistical results obtained for HR and VO2max with different Percentage of load carriage 

LOAD CARRIAGE HR (significant ) VO2max (significant ) 

Between 0% & 5% 
Non significant 

(p>0.293) 

Non significant 

(p>0.191) 

Between 0% & 10% 
Non significant 

(p>0.099) 

Significant 

(p<0.022) 

Between 0% & 15% 
Significant 

(p<0.001) 

Significant 

(p<0.002) 

Between 5% & 10% 
Non significant 

(p>0.684) 

Non significant 

(p>0.231) 

Between 5% & 15% 
Significant 

(p<0.007) 

Significant 

(p <0.021) 

Between 10% & 15% 
Significant 

(p<0.017) 

Non significant 

(p>0.186) 
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Graph 1: Mean of heart rate for different load Graph 2:  Mean of VO2max for different load 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Shivani Sutaria and Sweety Shah 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69750 

 

   

 

 

 
 

An Analysis of Issues Concerning Health and Reproductive Rights of 

Women in India 

 
Rakhi Sharma1  and  Maryam Ishrat Beg2* 
 

1Ph.D. Scholar, Faculty of Law, School of Law, Manipal University Jaipur, Jaipur, Rajasthan, India. 
2Associate Professor, Faculty of Law, Manipal University Jaipur ,Jaipur, Rajasthan, India 

  
Received: 02 Dec 2023                                   Revised: 28 Dec 2023                                   Accepted: 06 Feb 2024 

 

*Address for Correspondence 

Maryam Ishrat Beg 

Associate Professor,  

Faculty of Law,  

Manipal University Jaipur , 

Jaipur, Rajasthan, India 

 
 This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

India has seen a decrease in the rights women had, to their resurgence as super-women. It is often 

difficult for women to participate in the nationalist movements due to their commitment to the domestic 

household. The recognition of females' rights in the country is still quite low. The few women who do get 

recognition are only being thought of around issues such as child marriage, female feticide, and 

menstruation. In the meantime, it's important to also support their reproductive rights. ‚Political parties 

have committed to requiring marriage registration, prohibit child marriage and include marital rape as 

an offence. ‚The Pre-conception and Pre-Natal Diagnostic Techniques (Prohibition of Sex Selection) Act 

(PCPNDT)‛ provides reproductive health services to women across India‛. The study also contrasts the 

American and Indian judicial stances and government policies. Legal problems related to reproductive 

autonomy, such as abortion and forced sterilization, are examined from the perspective of both nations, 

despite the obvious differences in social and cultural norms. 

 

Keywords: Women Rights, Health Rights, Reproductive Rights, India, U.S. 

 

INTRODUCTION 
  
Everywhere in the globe, people have the fundamental right to obtain treatment for reproductive health. To be in a 

state of sexual and reproductive health (SRH) is to be in a complete status of ‚the reproductive system and all of its 

roles in promoting social, mental, and physical health; it encompasses more than just the absence of illness or 

disability‛. ‚Health and Reproductive Rights have been gradually recognized as human rights since the 1968 

Declaration on the ‚International Conference on Human Rights and the 1994 International Conference on Population 

and Development‛. The ICESCR and the CEDAW also emphasize the importance of reproductive rights in 
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achieving women's human rights. The SDGs and MDGs also cater to various objectives that discuss reproductive 

rights both directly and indirectly‛. The SDGs and MDGs both support the idea of reproductive rights. India, who is 

a signatory to these of the covenants and also the conventions, must ensure that they implement these mandates in 

their policies and the laws. When reviewing national law and policy regarding RHRs, it is evident that there are 

immense compliance issues as well as heaps of irrelevancies [1]. The right to reproductive healthcare and the 

fundamental right to self-determination over one's reproductive process of the developing body of international law 

concerning reproductive rights. Human rights that are inextricably linked to the defense of reproductive freedom are 

as follows: For women and girls, this means having the following rights guaranteed to them:  

‚the right to health, reproductive health, and family planning;‛ 

‚the right to life, liberty, and security;‛ 

‚the right to determine the number and spacing of children;‛ and 

‚the right to equality in marriage and consent to marriage;‛  

 

Women Health Condition in India 

Women's health basically refers to the a specialty of medicine that concentrates on the management of illnesses and 

ailments, and well-being in women. Health contributes to occupational success, economic growth. In India, women 

confront health inequities that may be addressed with better medical treatment. Increasing access to these services 

and expenditure would boost economic output in India. The health of Indian women is another area that might be 

studied by looking at a variety of indicators. Different communities have different challenges, which is why it is 

important to understand the starting point for tackling them.  In order to sufficiently improve the health condition of 

women in country India, it is necessary to analyze more than just one dimension of wellbeing. Women in India are 

facing many health problems which are affecting the quality of the economy. By improving their healthcare, women 

can have higher savings and investment, as well as more qualified human resources [2]. This is because Indian 

women have more obstacles in urban public spaces, which obstructs their access to different services. The number of 

women participating in economic and societal activities is less than that of men. This leads to bad access to 

healthcare, where marginalized women have worse conditions than other groups. Women on their periods do not 

know the happenings of their bodies, which creates so many misconceptions about female reproductive health. 

 

The discomfort that women go through during their period has a strong impact on both the physical and also the 

mental health of women. Menstrual cramps can cause discomfort. Sexuality, which deals with female issues like 

dryness and irritation in a female body, is not discussed or dealt with because it's taboo. We need to move beyond 

hesitations and stigmatization to think seriously about feminine health and wellness. We need to embrace the idea 

that these are important issues with major consequences. People's ability to function in society and contribute to the 

global economy depends on their sexual and reproductive health. Governmental commitment to SRHR is discussed 

in more detail through international accords. However, there have been barriers to progress such as a lack of 

resources and insufficient political will. 

 

Sexual And Reproductive Health Right 

‚Human rights pertaining to sexuality and reproduction, such as civil, political, economic, social, and cultural rights, 

are collectively referred to as SRHR‛. It's important that both women and men have the same rights when it comes to 

sexual health and reproduction. The right to formulate and decide one's own choices regarding sexual reproductive 

health is available to all, including the children and also the adolescents. ‚It is crucial to universal health coverage 

because it includes the lack of diseases, as well as physical, mental, emotional, and social well-being‛ [3]. 

 

The physical, mental, emotional, and social dimensions of health all have a role in sexual and reproductive 

functioning. It's more than simply the absence of sickness. Respect for people's autonomy in sexual and reproductive 

matters is crucial to achieving sexual and reproductive health. Human rights that are foundational to one's survival 

and flourishing are the rights upon which these others are based. decide if you want to have a child or children and 

how many you will have. All autonomous beings should have access to information and support both during their 

lifetime and after death. Recent events of the rape cases across the country have also led to the public protests, people 
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demanding better laws and stricter enforcement, and public discussions about sexual violence in India. Population 

control in India is alarming. The problem could be solved through addressing the concerns of women. 78% of 

abortions had taken occur outside of clinics, and 30 million married women lack access to contraception. Sexual 

violence towards girls and women is a violent act of discrimination. It has serious physical, the emotional, the mental 

and also the social consequences. A range of people outside the traditional gender binary are also vulnerable to 

discrimination, so they need to be included in definitions of sexual violence [4]. 

 

Reproductive Rights of Women 

Reproductive Rights Include 

The freedom to start a family, end a pregnancy, have access to reproductive health care, and learn about sex 

education in public schools. Women have the right to be proactively informed about reproductive health care 

strategies, plan for family size and time, and control their bodies without judgment. 

 

Reproductive Rights of Women in India in Present Scenario 

Despite having legal frameworks in place and socially progressive policies, India continues to experience significant 

barriers related to reproduction. ‚This includes inadequate health care together with the rejection of women's power 

to make decisions‛. 

Typically, women's rights are not promoted in the law. The law is set up to look only at the population, rather than 

anything else. It limits reproductive choices and sometimes even takes away what little choice a woman might have. 

‚Judicial Recognition of Reproductive Rights as Fundamental and Human Rights‛ 

‚A number of state high courts and the Indian Supreme Court have rendered rulings that assert women's and girls' 

rights to reproductive healthcare. International human rights law obligates Indian states to provide maternal health 

care, to guarantee access to the full range of contraceptive methods, and to avoid child marriage‛. According to U.N., 

human rights issues include maternal mortality, lack of access to contraceptives and substandard sterilization. 

Puttaswamy v. Union of India recognized the constitutional rights of women.  

 

International Framework on the Right To Reproduce 

As stated in the preamble of the WHO constitution, everyone, no matter where they live, has the right to the highest 

degree of health that is physically and mentally attainable. The term "health" refers to a person's physical, mental, 

and social well-being. It also includes the availability of reproductive medical services for females. The importance of 

women's health and the freedom to get medical treatment is amplified when one considers the biological makeup of 

women and their capacity to have children. In accordance with Article 16(1) of the Universal Declaration of Human 

Rights, which was adopted in 1948, all individuals who have reached the age of majority are entitled to the freedom 

to marry and have a family, regardless of their race, nationality, or religion. Before, during, and after a marriage, they 

are afforded the same legal protections as one another.  Articles 11, 12, and 14 of the 1979 Convention on the 

Elimination of All Forms of Discrimination against Women require countries to take actions aimed at eliminating 

gender-based discrimination within the healthcare sector. This is done to ensure that all Women have the ability to 

obtain information, counseling, and services pertaining to family planning on equal terms with men.  According to 

the provisions of Article 12 everyone has the right to the highest attainable standard of physical and mental health." 

which was ratified in 1966, every individual has the right to the highest attainable level of both bodily and mental 

well-being.   

 

Comparison of Reproductive Rights in India and U.S. 

In India, the debate surrounding reproductive rights has been pushed to the forefront of contemporary legal 

discussion following some recent developments, which reflect the same underlying jurisprudential conflict, as is seen 

in the context of the United States. Unfortunately, the issues underlying the reproductive rights debate have not 

received sufficient focus by Indian courts. In contrast, debates on reproductive choices have a long history in the 

western world, especially in the U.S., which provides the best comparative standard for assessing the Indian 

situation, as opposed to other countries. This is because of the raging public debate over reproductive rights in the 

U.S. and its relatively advanced constitutional jurisprudence and legal argumentation on the issue. Further, the fact 
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that Indian courts have often looked towards American constitutional jurisprudence for inspiration in interpreting 

the Indian Constitution legitimizes the comparison. An analysis of the U.S. position on reproductive rights will, 

therefore, help in understanding the contours of the debate surrounding this issue, both in the realm of State policy, 

as well as in constitutional and judicial approaches.  

 

A State Policy in the U.S. 

With a woman's agreement, abortion is legal in the United States. The only time this was tolerated was before the 

'Quickening' stage. The research on abortion regulations in the United States shows that "lobbying of strong religious 

groups" has been the primary inspiration for State involvement. As a result of the state's interference, unrestricted 

abortion is now illegal in many places, despite the fact that it poses serious risks to the lives of both the mother and 

the unborn child.  

 

State Policy in India 

Abortion is considered a crime under Indian law according to Section 312 of the ‚Indian Penal Code 1860‛. In 

addition, in 1971, Parliament approved the "Medical Termination of Pregnancy Act" (abbreviated "M.T.P. Act"). 

Abortion is legal in India thanks to this law, which overrides the restrictive provisions of ‚Section 312 of the Indian 

Penal Code‛. In circumstances when the continuation of the pregnancy would result in "grave injury to mental and 

physical health," however, abortion is legal.  

 

CONCLUSION and Recommendation 

 

The social environment that influences women's reproductive behavior strongly shapes Indian culture. A woman's 

desire to have a family may conflict with her legal right to choose whether or not to have children. These contrasting 

situations arise not just in the home, but also in the more institutionalized ways in which policies are formulated and 

services are provided. Women and girls in India believe that the regulations and frameworks in place do not fully 

protect their reproductive rights, despite the fact that abortion and contraception are now legal. Reproductive 

autonomy is essential for women. We should promote this not just to ensure the continued success of our economy 

but also to offer women and girls with the opportunity to shed restrictive gender norms.  Judiciary or legislative 

action is required to resolve the many ambiguities in the law. It is still not quite clear where issues like reproductive 

rights and the far more basic right to privacy stand in the Constitution. The need to educate lawmakers and judges 

on the need of respecting individual autonomy in matters of reproduction is very important. The development of 

reproductive rights in the United States offers important lessons for India's policymakers and courts in this area. The 

difficulty is in taking on board the motivation behind reproductive rights recognition and using it to address the 

social and legal issues that are specific to India 
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The purpose of the study is to explore whether high-intensity exercise on selected moderately trained 

athletes can cause a substantial increase in stress, analysed with the stress biomarker tool i.e., Salivary 

Alpha-amylase (SAA) which occurs as a significant cause in response to physiological stress. The exercise 

protocol was identical for using high aerobic intensity exercise in which the pulse rate was measured and 

expressed as a percentage of peaked pulse rate (PPR >85%) during 30 minutes of the six moderately 

trained athletes between the age group of 18-22 years held at the sports complex, Central University of 

Haryana, Mahendergrah (India).  Saliva was collected in the morning session in Eppendorf tubes pre-

exercise, and post-exercise and stored at freeze temperature for two hours, then analysed at Laboratory. 

Eppendorf Tubes were marked in pairs and coded as A1 A2, B1 B2, C1 C2, D1 D2, E1 E2, F1 F2. Exercise 

was significant for salivary alpha-amylase with different values between pre-exercise (0.927, 0.365, 0.514, 

0.413, 0.617, 0.424) and post-exercise (0.409, 0.287, 0.373, 0.317, 0.438, 0.298) for the selected athletes. The 

result shows a significant difference in salivary alpha-amylase before and after the activity. Before 

exercise, it was found low and after the activity, it was high in concentration. Further study is necessary 

to consider whether amylase levels could be employed in place of other sorts of uncomfortable 

conditions, heart rate or VO2 measurements. To assess potential hormonal changes in an active group, 

more amylase during exercise should be collected in future studies. 

 

Keywords:  Salivary-amylase, Exercises, Athletes, Pulse Rate. 
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INTRODUCTION 
 

Pre-exercise (anticipatory), during-exercise, and post-exercise stress responses in human beings have all been 

investigated by researchers. It has been shown that salivary cortisol and salivary alpha-amylase (SAA) react to an 

exercise situation. This response presumably results from the hypothalamic-pituitary-adrenal (HPA) and 

sympathoadrenal medullary system (SMS) axis being activated (Backes, T. P et al., 2015). Salivary alpha-amylase is an 

enzyme that is produced and secreted by the salivary glands in the mouth. It plays an important role in the digestion 

of carbohydrates by breaking down starches and glycogen into smaller sugars, such as maltose and glucose.Salivary 

alpha-amylase is also sometimes called ptyalin in the humans and various other mammals of digestive system. It is 

an endo-enzyme, meaning that it breaks down carbohydrates to split the interior bonds between the sugar 

molecules. This is different from exon-enzymes, which breaks down carbohydrates by splitting the bonds at the end 

of the sugar molecules.In addition to its role in digestion, SAA has also been identified as stress biomarker. When the 

body is under stress, the sympathetic nervous system is activated, leading to an increase in salivary alpha-amylase 

production. Measuring the levels of salivary alpha-amylase that provides the information about the body's stress 

response (Hensten, & Jacobsen, (2019). The HPA, an axis with your brain secretes cortisol from the adrenal gland. 

HPA releases different hormones and Corticotropin Release Hormone (CRH) to stimulate the anterior pituitary 

gland which releases Adrenocorticotropin Hormone (ACTH) to energize the adrenal gland with stress response. 

About 90% of stress response is attached to proteins and 10% is free cortisol that is biologically active and creates 

negative feedback and triggers HPA while secretion of CRH and ACTH takes place (Kandhalu, P. (2013). The HPA 

axis is activated when a situation is perceived as stressful, causing neurons in the hypothalamus, a brain region 

referred to as the "master gland," to release the hormone known as CRH. The pituitary gland, which is also found in 

the brain, produces the Adrenocorticotropin Hormone in response to the release of CRH. The adrenal glands are 

located above the kidneys, and when the pituitary gland secretes ACTH, that travels through the blood and activates 

the release of the so-called ‚Stress Hormones‛. In the short term, activation of the HPA axis is adaptive, but 

persistent or long-term stimulation can be harmful to health and cause an improper functioning of the negative 

feedback mechanism. To be more precise, extended exposure to stressors seems to detach cortisol from its capacity to 

prevent ongoing CRH and ACTH release, which results in an excess of cortisol. Chronic health issues, psychological 

diseases, issues with memory, learning and attention are all linked to cortisol elevations (Piazza, J. R., et al. (2010). 

The daily functioning of rodents depends on the steroid hormones known as glucocorticoids (Timmermans,et al., 

2019). 

 
Exercise is a voyage that promotes mood, happiness, and helps to demonstrate that exercise referral programmes 

create a sense of social inclusion as well as proficiency in tasks for people with depression (Cripps, F. (2008). 

Evidence shows that exercise increases the level of different hormones which are beneficial for the body like 

dopamine, a neuromodulator molecule that constitutes about 80% of catecholamine content in the brain which 

decreases stress and depression, serotonin that helps positively impact mood, sleep, social behaviour, digestion, 

appetite, memory, blood clotting and sexual functioning, testosterone is a sex hormone that is boosted by regular 

exercise which helps an individual to regulate his sex drive, muscle mass, and strength, production of sperm and 

RBCs count (Basso, et al,. 2017; Bhattacharya, et al, 2023). Oestrogen is a sex hormone produced primarily by the 
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ovaries and testes in males to regulate the growth and maturity of the human reproduction system (Basso, et al, 

2017). The study shows that three hours of moderate exercise per week helps to reduce the circulation of oestrogen 

used in post-menopausal women (Fred Hutch 2004). According to Petty, ‚In today's fast-paced Technology driven 

society, everybody is in need to fix up some time for exercise. As it is a productive outlet which stimulates the feel-

good transmitters that help to boost overall well-being.‛ An exercise physiologist Hahn's Petty recommends that 

‚exercise is to enhance the quality of life and helps to regulate the hormonal imbalances‛. However, an exerciser 

performer needs moderate to high-intensity exercises to make a significant change in cortisol response that is up to 

80% of his or her capacity that stimulates exercise to provoke the hormonal glands (Hill, E. E., et al, 2008). Biofluids 

like blood or saliva can be used to measure the biomarkers of these stress hormonal activation. Most of the proteins 

found in saliva, a vital biological fluid that contains a wide variety of proteins, may be appropriate as biomarkers of 

health status. As proteins make up around 30% of blood, saliva also contains proteins. Due to its quickness, simple, 

non-invasive, and stress-free collection, saliva is particularly helpful in stress studies. Numerous studies have shown 

that biologically it is very useful for stress monitoring with a saliva sample. The two stress biomarkers that have been 

identified the most, are cortisol and salivary alpha-amylase (Tecles, F., et al, 2014). Making an effort to reduce stress 

at workplace that may help educators to deal with continuous stress and ultimately affect health outcomes. Different 

ways that people experience stress can have a detrimental effect on their physical and mental well-being. Evidence 

suggests that stress-reduction practices including meditation, yoga, and aerobic exercise can reduce stress. These 

practices are frequently linked to positive health consequences (Wagner, & Pearcey, 2022).The purpose of this study 

is to examine the athletes who are engaged in moderate types of activities, when put under a hard training zone 

continuously for 30 minutes high intensity training will significantly raise the level of salivary amylase 

concentrations. The study further examines the pulse rate and VO2 max. while performing the activities. Existing 

theory suggests that moderately trained athletes may be put under stressful conditions when they are put under 

hard training doses. 

 

Limitations of the Study 

There are a few limitations to this study. While the small sample size makes it difficult to generalise the findings, the 

authors believe that since this was a preliminary investigation, the limited subject pool nevertheless supplied 

significant information for future research. Second, during the training, heart rate monitors were not used by the 

athletes but were measured pulse rate with the help of finger tips. Third, the estimation of the athletes' travel 

distance was not shown but was considered as pulse beats during the training. Heart rate and information on the 

distance travelled could be used to determine the training load more precisely and to confirm the load determined 

by biomarkers. Future research should include a local positioning device that also monitors heart rate while 

assessing biomarker stress. Fourth, it is difficult to determine whether the Salivary amylase 

concentration was caused solely by general physical effort and also by the psychological stresses of competition. 

When paired with biomarkers, a measure like the value or concentration of salivary amylase with the help of 

spectrophotometer, which characterises the acute state of psychological stress, may provide new information 

regarding acute stress and should be taken into consideration in future studies. 

 

MATERIAL AND METHODS  
 

Subjects 

The present study was experimental and analysed the salivary amylase activity of selected athletes before and after 

the physical training. Total six athletes were selected 18–22-year-old (19.1 ± 2.4 years, 171.2 ± 3.4 cm, 62.0 ± 4.2 kg) 

Central University of Haryana (India) at Mahendragarh, male bachelor’s degree students were subjects for this 

study. Subjects were recruited within the campus, who were performed (moderate) training session. 

 

Study Design 

The athletes were free from injuries or illness and continuing their training as per schedule during the academic 

session.The subjects were told to undergo excessive physical activity during last 30 minutes form(65% to 90% VO2max.) 
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can cause substantial increase in stressupon the salivary alpha-amylase which occurs a significant cause in response 

to physiological stress. Salivaobtained in Eppendorf tubes approximately 2 ml from the participants before and after 

the activity at morning session and put immediately in the refrigerator at freezing temperature for two hours, then 

analysed at Laboratory. Tubes were marked in pairs and coded as A1 A2, B1 B2, C1 C2, D1 D2, E1 E2, F1 F2. Exercise was 

significant for SAA with different values between pre-exercise (0.927, 0.365, 0.514, 0.413, 0.617, 0.424) and post 

exercise (0.409, 0.287, 0.373, 0.317, 0.438, 0.298) for the selected athletes All the procedures were reviewed and 

discussed by an institutional experts committee. The assessment procedures to check the salivary alpha-amylase 

activity of the selected group. Subjects were familiar with the test before and after the activity. The participants were 

continuously engaged during the academic year from February to May 2023. Physical activity modulates the stress 

response while an individual is engaged in training. 

 

Measurements & Instruments (Salivary amylase activity) 

1. Potassium iodide and iodine solution: Put 2 g of potassium iodide into a beaker with 100 mL of water. Iodine, 1.3 g 

in weight, is added to the same beaker. A few millilitres of pure water were added, and the iodine was dissolved 

after a short while of swirling. Transferred the iodine solution to a 1 L glass beaker, being careful to rinse the 

volumetric flask completely with distilled water before doing so. Added distilled water to the solution until it 

reached the 1 L mark. 

2. Phosphate buffer saline (PBS): Mixed the tablets with the right amount of water to dissolve them. 

3. A 100-mL conical flask filled with 50 mL of nearly boiling water and 1.0 g of soluble starch will make a 1% starch 

solution. Before using, stir to dissolve and let cool. 

The Fig. 2 displays the change in salivary biomarker concentration before and after physical activity according to the 

players' coding/position. The values are inversely proportional to stress biomarkers (SAA). High values indicate a 

decrease in stress response and low values indicate an increase in stress response. 

 

RESULTS 
 

Statistical evaluation of the changes in the concentration of salivary amylase before and after the exercise. The data 

was analysed using SPSS-26 and paired t-test was employed for the analysis of the data. The p-value i.e., significant 

value is 0.039 which is less than 0.05 reveals that the p value is significant and the null hypothesis can be rejected. It 

concludes that there is significant difference between the means of pre-test and post-test.  Table 1. shows the 

significant difference during the training program implemented to the subjects showed an effect in the stress 

biomarkers salivary alpha-amylase level among the subjects resulting in the increase of stress biomarkers salivary 

alpha-amylase concentration after the activities. The result shows the significant difference in salivary alpha-amylase 

before and after the activity. Prior to exercise it was found low and after the activity it was high in concentration. 

 

DISCUSSION 
 

The goal of the study was to determine how intensive (high) exercises affected the stress biomarker salivary alpha-

amylase in athletes who are also engaged in moderate type of activities and to establish whether exercise intensity 

results in an increase of salivary-amylase concentration by examining the effect of high exercise intensity on the HPA 

axis's stress response to 30 minutes of high intensity exercises of 65% and 90% of VO2max and PPR. The results 

accepted to the idea that exercise of moderate to high intensity (65–90%) will cause appreciable rises in salivary-

amylase levels in the saliva. The main findings of this study are the acute salivary amylase response of specific 

athletes following an acute workout. Theory suggests that, low intensity (up to 40%) exercise does not lead to any 

appreciable rises in stress biomarkers of the subject (Hill, E. E., et al, 2008). Acute stress hormone responses were not 

observed in any of these endurance competitions lasting six hours or longer, but recent studies have also noted 

significant increases in stress hormones during triathlon competitions, wrestling matches, weightlifting competitions 

women's handball and volleyball matches. This is because to the fact that soccer is an activity that calls for high levels 

of aerobic and anaerobic skills. A typical male athlete travels 10 km in total in 90 minutes, or 6.6 km per hour while 
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sprinting once every 30 to 90 seconds. Soccer matches last 90 minutes, making them longer than many other sports in 

terms of the physiological demands than place on athletes (Haneishi, et al, 2007). Players that played for longer 

periods of time indicated a greater Cortisol response. Physical contact during the game directly influenced the 

Cortisol response, with players in contact positions showing a greater Cortisol response than those in non-contact 

positions (Foretić, et al, 2022). Salivary amylase secretion was lower immediately before pre-exercise than it was 

following post-exercise, which may have been brought by psychological stress from anticipation. It is common 

knowledge that in order to increase their capacity for performance, athletes must engage in a significant number of 

workouts at different levels of effort. Exercise stresses the body, causing various hormonal changes (Hackney, & 

Viru, 1999). On of the study involved participants were 10 men and women, ages 18 to 32, who had no physical 

restrictions related to their hearts, lungs, or musculoskeletal systems. Saliva was collected before, after, and 20 

minutes after the jumping session as part of the participants' engagement in a treadmill maximum exertion test 

(GXT). Results showed that salivary amylase levels had significantly increased from resting values (Allen, S. (2014). 

 

CONCLUSION 
 

The findings of the current study results that increasing stress produces the increase in salivary-amylase 

concentrations, therefore it provides support for the theory that exercise from moderate to high intensity among the 

normal trained athletes can cause substantial increases in salivary amylase. During the high intensity exercise, the 

hypothalamus releases SAA enzyme to pituitary and then adrenal axis which puts the body under stressful 

conditions that disturbs the homeostasis of the athlete. This study allows for the possibility of employing these 

markers to assess the physiological stress that athletes’ experience while participating in various sports. The scenario 

of the present study undoubtedly illustrates a pertinent usage of salivary biomarkers in sports sciences. The study 

also inspires more research into how a psychologically based training regimen affects different category athlete’s 

ability to perform at their best while avoiding exhaustion and maintaining their physical and mental health. Further 

study is necessary to consider whether amylase levels could be employed in place of other sorts of uncomfortable 

conditions, heart rate or VO2 measurements. To assess potential hormonal changes in an active group, more amylase 

during exercise should be collected in future studies. This study can also help to distinguish the stress among the 

competitive sports performers for those researchers who often use ‚questionnaire type‛ research. 
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Table 1. Pre and Post-Test for Measurement of Salivary Amylase 

 Mean N SD SE 

Pre-Test Measurement of Salivary Amylase 0.54183 6 0.20966 0.0856 

Post-Test Measurement of Salivary Amylase 0.35367 6 0.06235 0.02545 

 

  Paired 

Differences 

        t-

value 
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Sig. 
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Fig.1 shows (Some Visuals of Stress incitement) the functional activity of the salivary amylase enzyme that 

breaks down the starch into glucose which appears in blue colour with iodine solution. Hence the more enzyme 

found in saliva, seems less in blue colour which shows higher amount of amylase enzyme and high dark blue 

colour indicates low amount of amylase enzyme in the sample. 
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Fig. 2 Measurement of Salivary Amylase Before and After Exercise 
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We measure the blue colour intensity in below Graph.
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Seaweeds are multi cellular macroalgae which are abundant in intertidal zones of coastal environments. 

The study was conducted at Muttom coast from October 2016 to March 2017. During the study period, a 

total of 20 seaweeds belonging to Chlorophyta (5 species), Phaeophyta (5 species) and Rhodophyta (10 

species) were collected and identified. Rhodophyta shows dominance during the study period. Besides, 

hydrological parameters such as temperature, salinity, pH, total dissolved oxygen, electrical conductivity 

and BOD were determined. 

Keywords: Macroalgae, Muttom Coast, Seaweeds, Chlorophyta, Phaeophyta, Rhodophyta. 
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INTRODUCTION 
 

Macroscopic marine algae, popularly known as seaweeds, constitute one of the important living resources of the 

ocean. They were found attached to the bottom, in relatively shallow coastal water areas up to 180-meter depth, on 

solid substrate such as rocks, dead corals, pebbles etc., The seaweed flora of India is highly diversified and comprises 

mostly of tropical species, in all, 271 genera and 1153 species of marine algae which include forms and varieties [1]. 

The coast is extensively used and densely inhabited in many regions, and under great pressure worldwide. 

Macroalgae dominate the vegetation in the intertidal and the euphotic zone, and consequently, their occurrence and 

abundance may be strongly affected by anthropogenic activity. Reports of conspicuous changes in macroalgal 

composition and abundances are due to anthropogenic impacts such as nutrient enrichment [2]. Sea temperature and 

salinity are usually the main physical factors which determine regional and local distributions of macroalgae in 

euphotic coastal waters. Seaweeds are the only source for the production of phyto chemicals such as agar, alginate 

and carrageenan. In India, algae and alginate are manufactured from the seaweeds exploited from the natural 

seaweed beds, particularly from Tamil Nadu coast. Seaweeds are not only high ecological, but also of great economic 

importance. Dried thalli are directly used as human and animal food and also as fertilizer.  Seaweed makes a 

substantial contribution to marine primary production and provide habitat for near shore benthic communities [3]. 

Marine algae have been explored as a resource for treating various medical conditions due to their antihypertensive, 

antioxidant, antibiotic and anti-inflammatory properties [4]. The macroalgal community serves as a valuable bio 

indicator, because macroalgal species respond rapidly to environmental changes in the coastal ecosystem [5]. Algae 

are naturally abundant, mostly autotrophic, found in all kinds of aquatic bodies, with different environmental 

conditions. 

 

MATERIALS AND METHODS 

 
The study was carried out for the period of six months from October 2016 to March 2017 at Muttom Coast in South 

west coast of India. Seaweeds and sea water was collected for each month. Seaweeds were collected by hand picking 

and kept in polythene bags and transported to the laboratory for further identification. The collected seaweeds were 

carefully analyzed to study its distribution, morphology and abundance. Seawater samples were carefully taken to 

the laboratory for investigation. Hydrological parameters such as Temperature, pH, total dissolved oxygen and 

electrical conductivity were determined using standard methods. 

 

RESULTS AND DISCUSSION 
 

Seaweeds are one of the most important marine living resources in the world. They play a key role in coastal 

diversity. In the recent years, attention was focused on the biodiversity of marine algal populations at different 

regions of east and west coasts of India [6]. Water is a great concern of biologist and environmentalist. The studies 

about the variation in the hydrological parameters are very important factor. The environmental parameters differ 

with seasonal periods and changes in ecological conditions can influence the synthesis of nutrients in seaweeds.  

Temperature regulates the biogeochemical activities of the marine environment. The water temperature ranged 

between minimum value was 25.1˚C and maximum value was 27.6˚C. This result supports the findings of [7] Pillai 

and Prabhavathy,2012. Hydrogen ion Concentration (pH) is closely related to free CO2. During the study period, the 

pH varied from minimum value (7.11) and maximum value 7.81. The maximum pH was observed in the month of 

March. The elevated pH level in the summer might be due to the water evaporation and high salt accumulation in 

Palk strait [8].[9] Prabu et al., 2008 also recorded a variation in pH in the Muttom coastal waters. Salinity showed 

fluctuations between months and different sites. The maximum salinity recorded in the month of March and 

minimum was in December. The salinity values showed a general downstream increase towards sea in the study 

station was due to the influence of seawater entry or seepage from the sea. Higher salinity observed during the non-

monsoon season was due to the influence of higher solar radiation and the domination of adjacent neritic water into 
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the study area with the decrease in fresh water flow [9]. During the study period, salinity positively correlated with 

the temperature. Dissolved oxygen is required for many physical and biological processes prevailing in salt water. 

DO was found maximum (6.33) in the month of December and minimum (5.65) in the month of March. The low 

concentration of dissolved oxygen in non-monsoon season was attributed to increase in the temperature and salinity 

of water as observed in the Manakudy estuary [10]. Electrical conductivity varied from minimum (7.24) to maximum 

(7.24). Electrical Conductivity more during the month of March. [11] Sharma (1986) reported that during non-

monsoon months electrical conductivity showed an increasing trend with increase in ambient temperature. 

Biological Oxygen Demand is dissolved oxygen required by microorganism for aerobic decomposition of organic 

matter present in water. BOD is found maximum (0.82) in the month of March and minimum (0.60) in the month of 

December. High temperature does play an important role by increasing rate of oxidation. The high BOD content 

during summer may be due to the high rate of organic decomposition, influenced by high temperature [12]. The clear 

differences in the responses of macroalgal species groups to the environmental factors were observed in the present 

study. The red algal species showed the high degree of correlation with the maximum temperature gradient. The 

brown algae showed some positive response to the higher temperature in the study area but less than the red algae 

this accordance with the red algae generally having higher affinity to warm water compared brown algae. During 

the study period, a total of 20 seaweeds belonging to Chlorophyta, Phaeophyta and Rhodophyta were collected were 

collected. The percentage contribution was Chlorophyta (25%), Phaeophyta (25%) and Rhodophyta (50%).  The 

distribution, morphology and the seasonal variation of seaweeds along with the hydro biological parameters were 

considered and related to the algal distribution. The distribution of species varied between months. Along the south 

most coast of India the littoral and sublittoral rocky areas supports a good of different seaweeds especially green, 

brown and red seaweeds.  
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Table 1: Physico-chemical parameters recording in the experimental station during October 2016- 

March 2017 

Parameters October November December January February March 

Temperature 25.7±0.52 26.3±0.08 25.1±0.12 26.2±0.40 27.2±0.61 27.6±0.16 

pH 7.25±0.16 7.53±0.12 7.11±0.08 7.36±0.07 7.49±0.64 7.81±0.06 

Salinity 29.8±0.33 32.4±0.16 30.1±0.04 33.2±0.36 34.6±0.36 35.7±0.08 

TDS 30.3±0.21 31.5±0.40 32.4±0.21 32.9±0.16 33.4±0.40 35.9±0.24 

Electrical conductivity 5.05±0.81 5.16±0.23 5.23±0.36 5.77±0.21 6.09±0.12 7.24±0.40 

DO 6.21±0.56 6.27±0.28 6.33±0.65 6.11±0.89 5.94±0.46 5.65±0.35 

BOD 0.64±0.03 0.63±0.02 0.60±0.02 0.67±0.10 0.74±0.01 0.82±0.08 

 

Table 2: Distribution of Seaweeds in Muttom 
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 Chlorophyta       

1. Bryopsis plumosa - + + - - - 

2. Caulerpa peltata  ++ + - - - 

3. Chaetomorphaantennina ++ +++ ++ - + + 

4. Ulva fasciata ++ + - + - + 

5. Ulva lactuca +++ ++     

 Phaeophyta       

1. Ectocarpussimpliciusculus + ++ + ++ - - 

2. Padina gymnospora - + - - - + 

3. Sargassum linearifolium - - - - + - 

4. Sargassum wightii + - + ++ - - 

5. Sargassum spp + - + + - - 

 Rhodophyta       

1. Corallina berteroi - + - - - - 

2. Gelidiumpusillum + ++ - + - - 

3. Gracilariacorticata +++ +++ + ++ + + 

4. Gracilaria corticata. var. cylindrica - - - +++ ++ + 

5. Gracilaria edulis - + - - - - 

6. Grateloupialithophila - - - + - - 

7. Laurencia obtusa - + - +++ - - 

8. Hypneamusciformis - + - ++ - + 
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9. Hypneavalentiae ++ + - - - + 

10. Spyridiahypnoides - ++ - ++ - + 

(+++ Abundant; ++ Common; + Rare; - Absent.) 

 

  

Bryopsis plumosa Caulerpa peltata Chaetomorpha antennina         Ulva fasciata 

  

Ulva lactuca               Ectocarpus simpliciusculus Padina gymnospora              Sargassum linearifolium 

  
Sargassum wightii   Sargassum spp Corallina berteroi        Gelidium pusillum 

  
Gracilaria corticate Gracilaria corticata Gracilaria edulis                   Grateloupia lithophila var. 

cylindrica             
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Laurencia obtuse      Hypnea musciformis Hypnea valentiae           Spyridia hypnoides 
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Nanotechnology is an emerging field that have wide applications from cosmetics to medicine. Gold 

nanoparticles (AuNps) are reported be inert in nature and antioxidant functions of gold may results in 

several pharmaceutical properties. The aim of the present study is to analyse the synergetic antioxidant 

effect of gold nanoparticles with the natural antioxidant escin. AuNps-escin synthesis was confirmed by 

UV-Vis spectroscopy, X-ray diffraction (XRD), Dynamic light scattering (DLS), Fourier transform infrared 

spectroscopy (FT-IR), scanning electron microscopy (SEM) and transmission electron microscopy (TEM) 

methods. In vitro antioxidant assays were studied to compare the reactive oxygen species, scavenging 

activity of green synthesized AuNps-esc with standard ascorbic acid (AA) and escin. AuNps-esc 

possesses enhanced and dose-dependent antioxidant activities than the AA and escin alone treated 

groups. In conclusion, the enhanced antioxidant effect of AuNps-esc as compared to escin alone 

treatment is owing to the synergestic effect of escin with AuNps.  

 

Keywords: AuCl3, escin, AuNPs-escin, characterization, ascorbic acid, biochemical assays 
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INTRODUCTION 

 
Nanotechnology has created many revolutions in the medicinal field and enhanced the development of a new field 

of interest called as nanomedicine, leading to the improvement of drugs with improved bioavailability, lowered 

toxicity and side effects [1]. Metallic nanoparticles particularly bio-reduced gold and silver nanoparticles are having 

key advantage in biomedical applications [2] . The gold nanoparticles (AuNPs) are reported to have simple in 

synthesis and characterization, surface adaptation, reduced toxicity, tunable surface plasmon resonance, steadiness 

and bioavailability with antimicrobial, wound-healing and antioxidant properties when coupled with natural 

phytochemicals [3]. Gold nanoparticles (AuNps) are reported be inert in nature and antioxidant functions of gold 

may results in several pharmaceutical properties. 

 

Reactive oxygen species (ROS) are considered as the vital player in the regulation of several cellular events. But their 

accumulation in the biological system could lead to oxidative stress and thus eradicate the cellular homeostasis [4]. 

Antioxidant consumption has been linked with reducing DNA damage, malignancy, cellular injury and diminished 

the occurrence of oxidative stress mediated degenerative disorders such as cancer, heart diseases, Parkinson’s 

disease, Alzheimer’s disease etc *5+. Few antioxidants like glutathione and uric acid are endogenous, whereas, most 

of them are exogenous in nature i.e., obtaining from the diet [6]. Previous studies have emphasized the prominence 

of dietary intake of secondary metabolites that are ubiquitously exist in vegetables and fruits lowering the 

manifestations of several diseases [7]. 

 

Aesculus hippocastanum (horse chestnut) is mainly used as a traditional medicine from ancient times [8] and now also 

used to treat the varicose veins, hematoma, hemorrhoids, and venous congestion [9, 10]. A. hippocastanum extract is 

a potent scavenger of ROS, and reported to have strong (20 times) antioxidant activity against superoxide radical as 

compared to ascorbic acid [9]. Escin is the main constituent in horse chestnut and accounting for utmost of its 

pharmacological properties. The antioxidant activities mainly depend on the presence of hydroxyl groups i.e., 

enhancing hydrogen-donating and ion-chelating capability [11]. Investigators have achieved innovation in the 

experimental studies by using two or more antioxidant agents simultaneously for treating the disease [12]. The 

synergistic/additive role of their components may enhance the therapeutic effect [13]. Hence, aim of the present 

study is to synthesise and characterize the escin gold nanoparticles and analysing the synergetic antioxidant effect of 

green synthesised escin gold nanoparticles with natural antioxidant escin. 

 

MATERIALS AND METHODS 
 

Chemicals 

β escin and AuCl3 were procured from Sigma Aldrich, USA. DPPH (1,1-diphenyl-2-picryl hydrazyl) reagent, 

methanol, ascorbic acid (AA), potassium persulphate, 2,2’- Azino bis-3 ethylbenzotization 6 sulphonic acid (ABTS), 

2,2- ferric chloride, EDTA, 2-deoyribose, hydrogen peroxide, thiobarbituric acid, trichloro acetic acid, potassium 

ferricyanide, NADH, nitroblue tetrazolium, PMS, phosphate buffer saline and potassium ferricyanide were procured 

from Hi-media, Bangalore. All other used chemicals were of analytical grade. 

 

Green synthesis of AuNp-esc  

The AuNp-esc was synthesized by mixing 20 ml of 0.1% escin in 1mM AuCl3 [14]. The mixture solution is then kept 

under the direct sun light for one hour. During the incubation period, the above said colourless solution was first 

turned to dark brown and then into purple colour. For the complete reduction of AuCl3 to AuNps, the solution was 

kept at room temperature for 2 days and was monitored by spectrophotometrically. Finally the suspension was 

centrifuged (12,000 rpm for 20 min) to attain the pellets for characterization studies.  

 

Characterization of AuNp-esc  

UV spectroscopy 

Amali et al., 

https://www.sciencedirect.com/topics/chemistry/reactive-oxygen-species
https://www.sciencedirect.com/topics/chemistry/oxidative-stress


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69770 

 

   

 

 

The synthesis of AuNps-esc were monitored by UV spectroscopy (Lamda 365 model- Perkin Elmer UV spectrum) in 

the range 400-700nm. The distilled water was used as blank solution.  

 

Dynamic light scattering (DLS) method 

The size, molecular weight, diffusion constant and interaction length of the particles were measured by DLS [15]. The 

size of AuNps-esc particle was measured by normal hydrodynamic size and with the minimal polydispersity index. 

X-ray diffraction (XRD) analysis  

The XRD analysis was done by an X-ray diffractometer at 30 mA and 40 kV.  

FTIR Analysis 

The AuNp-esc was analysed in FTIR range (400-4000 cm-1) to study the interaction between escin and AuNps. 

Scanning Electron Microscope  

Freeze dried sample was performed by mounting nanoparticles on specimen slide with double side adhesive and 

coated with plantinum in spulter for examination (JEOL-JSM-5610LV  with INCA EDS) [16]. 

Transmission Electron Microscope 

The sample was sonicated for 5 mins. AuNp-esc samples were applied on carbon layered copper grids and the 

solvent was evaporated by Infra light (30 mins). TEM analysis was carried out by the protocol according to [14].  

 

In vitro antioxidant assay  

ABTS scavenging test 

In this method, 25, 50µl and 100µl of standard AA, escin and AuNps-esc were added with ABTS reagents containing 

2.5 mM potassium persulphate and preserved in the dark place (12 h) to prevent the incomplete oxidation. Water 

was used as blank and absorbance was read at 734 nm [17].  

Scavenging assay (%) = Control OD- test OD/control OD x100 
 

DPPH scavenging analysis 

The reaction solutions (3 ml) containing 1ml of DPPH (dissolved in methanol), various concentrations (25, 50µl and 

100µl) of samples AA, escin and AuNps-esc were diluted to 3 ml. Then tubes were kept in dark place for 30 mins and 

was measured spectroscopically (517 nm) [18].  

Free radical scavenging activity (%) = Control OD- test OD/control OD x100 

 

Hydroxyl radical scavenging analysis 

Incubation mixture consists of 0.1 ml of potassium per sulphate buffer (100mM), 0.2 ml of ferric chloride (500mM), 

0.1ml of EDTA (1mM), 2-deoyribose (10mM), several concentrations (25, 50µl and 100µl) of AA, escin and AuNps-

esc and 0.1 ml of H2O2. Then it was mixed and kept at room temperature for 1 h and added with 1ml of TBA and 

TCA. The reaction mixture was placed in boiling water bath (30 mins) and OD was read (535nm) [19]. The percentage 

scavenging activity was calculated as follows 

Scavenging activity (%) = Control OD- test OD/control OD x100 

 

Metal chelation activity 

Varying concentrations of AA, escin and esc-AuNps (25, 50 and 100 µl) in double distilled water was mixed with 50 

µl of 2 mM ferrous chloride and 200 µl of 5 mM ferrozine solution. The solution was mixed thoroughly and 

incubated in dark at room temperature for 10 min. The absorbance was read at 562 nm [20]. The percentage chelating 

activity was calculated as shown below: Scavenging activity (%) = Control OD- test OD/control OD x100 

 

Super oxide anion scavenging activity 

The reaction mixture consists of 1ml of NADH (100mM), 1ml of nitroblue tetrazolium (100mM) and varying volumes 

of AA, escin and esc-AuNps (25, 50µl and 100µl) were added with 100 µl of PMS. It was incubated at 37°C for 15 

minutes followed by the measuring absorbance at 560nm spectrophotometrically [21].  

Scavenging activity (%) = Control OD- test OD/control OD x100 
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Data analysis 

All data were expressed as the mean±standard error (SEM) of the six numbers of experiments. The statistical 

significance was calculated by one-way analysis of variance using SPSS version 15.0 and the individual comparisons 

were obtained by Duncan’s Multiple Range Test (DMRT). A value of p < 0.05 was considered to indicate a significant 

difference between groups and the values sharing a common alphabet do not differ significantly with each other. 

 

RESULTS  
 

Visual Observation 

In the present experiment, Figure 1 depicts escin solutions before (A) and after reaction with Au+ ions (B). After the 

addition of AuCl3 to the escin solution, the colourless mixture turned to dark brown and then into purple colour. The 

colour remains unchanged even after the incubation period of 2 days. 

 

UV–Visible Spectral Analysis 

The light absorption pattern of the AuNp-esc was monitored in the series of 400–700 nm using a UV–visible 

spectrophotometer. The UV–visible spectra recorded at 2 h after introducing gold ions into the flask containing the 

escin resulted in the spectrum of increasing intensity (Figure 2) at around 537 nm. 

DLS analysis 

The results of DLS showed the hydrodynamic size particle of AuNps-esc is 60.1nm (Figure 3).  

XRD analysis 

In escin AuNps peaks were noticed at 37.6o, 43.7o, 64.0o and 76.8o. The first peak is more intense than the other three. 

The polydispersity value between 0.05-0.7 the obtained results supports the size of the particle (Figure 4).  

FTIR analysis 

To determine the occurrence of different functional groups of AuNps-esc, Perkin- Elmer FTIR spectrum was used. It 

was determined that the vibrations at 3434 cm-1/ 3644 cm-1 arising peaks of AuNps-esc corresponds to –OH group in 

saponin structure. This is also strengthen the studies of seed extract of beta escin (triterpanoid) contains -OH group 

due to stretching –OH in the peaks obtained (Figure 5). 

SEM analysis 

SEM image of AuNps-esc can be envisaged in Figure 6. The SEM images displayed the aggregation of reduced gold. 

Based on SEM images, AuNps-esc presented the occurrence of polydispersity rectangular particles and the particle 

size range from 74 nm to 105 nm respectively.  

TEM analysis 

TEM images of gold nanoparticles formed with the escin are shown in Figure 7. The synthesized AuNPs were of 

spherical or almost spherical shape and polydispersity with approximately diameter of 20 nm. The ring-like pattern 

with bright circular spots corresponding to Bragg’s planes confirmed the polycrystalline structure of gold 

nanoparticles. 

In vitro antioxidant assays 

The results of the present study indicated the free radical scavenging activity of green synthesized AuNps-esc as 

compared to standard AA and escin. The antioxidant (superoxide anion scavenging - Figure 8A, hydroxyl radicals 

scavenging- Figure 8B, ABTS radical scavenging- Figure 8C, DPPH radical scavenging - Figure 8D and metal 

chelating - Figure 8E activities of AuNps-esc possesses more significant and dose-dependent inhibition than AA and 

escin alone treated groups. In all above said assays, esc exhibited potent antioxidant and metal chelating activities 

than AA treated groups. 

 

DISCUSSION 
 

The conversion of colourless solution to brown and then to purple colour endorses the reduction of Au3+ to Au0 for 

the synthesis of AuNps-esc. Colour change is the clear indication of AuNps synthesis, which occurs due to the 

reduction of gold ions and excitation of surface plasmon vibrations in the nanoparticles [22]. Upon filtration, the 
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colour remains unchanged even after the incubation period of 2 days demonstrating that newly synthesized AuNps 

are well dispersed and did not aggregated (Fig.1). The UV–visible spectrophotometer analysis exhibited a peak at 

540 nm absorbance (Fig. 2), indicating the formation of more gold nanoparticles in the solution. In general, AuNPs 

show a precise plasmon peak (500-580 nm), which is used to find the synthesis of gold nanoparticles [23]. DLS 

measurements exhibited that the particle size of AuNPs-esc were found in the range of 10-1000 nm, however, the 

maximum percentage of particles are found in the size of 60.1 nm. In XRD studies, AuNps-esc peaks were noticed at 

37.6o, 43.7o, 64.0o and 76.8o. The first peak is more intense than the other three. The XRD analysis of leaf extracts of 

Aesculus hippcastanum showed a peak found at 38o and indicated that β-escin as the active compound [24]. The slight 

difference found in the present experiment may be owed to the occurrence of pure compound, β- escin. 

 

FTIR spectrum showed unique functional groups in their respective peaks range. The region between 3644 – 3420cm-

1 relates to –OH vibrations. Weaker peak at 2927 indicated the asymmetric stretching of methylene group(C-H). Clear 

band in 1637 can be related to form primary amine groups in the NH bend. Sharp and clear IR band is formed at 

1384 represented C-N stretching vibration of aliphatic amines. These signals can be correlated to the plenitude 

functional compound present in escin. In SEM images, AuNps-esc showed the presence of polydispersity rectangular 

particles due to the bio reduction of gold ions and the average size of the particle was from 10 to 200 nm range. 

However nanoparticles were aggregated and tough to differentiate shape from one another due to presence of some 

additional polymeric compounds that kept NPs closely linked each other. The pH, temperature and oxidation state 

of the gold displayed a key role in the formation of the uncontrolled sized and shaped nanoparticles [25]. The 

synthesized AuNPs were having spherical or near-spherical shape with an average diameter of 20 nm. AuNps 

encapsulated by several organic biomolecules. Singh et al [26] reported a similar geometry of synthesized gold 

nanoparticles using natural precursor clove. The difference found in particles size as calculated by DLS, SEM and 

TEM may be owing to the difference in detection methods and principles. 

 

Reactive oxygen species (ROS) are involved in the cause and progression of chronic diseases including 

neurodegenerative diseases [27]. Administration of gold nanoparticles have been improved the biocompatibility of 

natural products [28]. The 2, 2-diphenylpicrylhydrazyl (DPPH) assays is a commonly used for the evaluation of 

antioxidant properties of compounds. DPPH radical itself contains an unpaired electron that is accountable for deep 

purple colour. If this compound receives an electron from an antioxidant, DPPH is decolorized, which can be 

quantified by alterations in optical density. ABTS assay is mainly established on inhibition of the ABTS radical cation 

synthesis. ABTS is substrate for peroxidase, and if it is oxidized to form a metastable radical cation in the presence of 

H2O2 with altered absorption spectrum. DPPH is the main radical scavenger while ABTS is involved in Hydrogen 

atom transfer and Single electron transfer. Hydroxyl radical is a strong ROS induces cellular damage by disturbing 

plasma membrane. The metal chelating assay measures the chelating capacity of AUNPs-esc nanoparticles for 

ferrous ions which was indicated by colour change [29].  Nanoparticles can scavenge superoxide anion (most toxic 

form of ROS) as that of the function of superoxide dismutase in biological systems [30]. Metal NPs are having the 

capability to eliminate superoxide ions by altering the surface electronic states at large surface area to volume ratio. 

In this study, it was observed that the scavenging ability of AUNPs-esc against various ROS is increased in a dose 

dependent way as comparison with escin alone.  

 

CONCLUSION 
 

Herein, we have reported the green synthesis of AuNPs from escin and confirmed the synthesis of gold 

nanoparticles by using UV-visible spectroscopy, XRD, DLS analysis, and FT-IR techniques. Further, the size, shape 

and characterization of the synthesized AuNps-esc were analysed by SEM and TEM. The promising free radical 

scavenging activities of phyto-engineered gold nanoparticles are mainly owing to the synergetic effect of antioxidant 

capacity of escin with chemically inert nature and antioxidant properties of gold. Further, It is suggested that the 

synthesised AuNps-esc may be investigated in in -vivo models for their potential therapeutic applications. 
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Figure-1 depicts the colour of escin solution before (A) 

and after (B) addition with AuCl3 solution. (C) The 

AuNPs-esc solution, 2 days after its preparation. 

Figure-2 shows the light absorption pattern of the 

AuNp-esc in UV–visible spectrophotometer. 
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Figure- 3 indicates the DLS analysis of AuNps-esc  Figure- 4 shows the XRD analysis of AuNps-esc  

 
 

Figure- 5 depicts the FT-IR studies of AuNps-esc  Figure- 6 shows the shape and size analysis of AuNps-

esc by SEM   

  
Figure- 7 (A & B) shows the shape and size analysis of AuNps-esc by TEM   
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Figure-8 (A, B, C, D & E) depicts the antioxidant and metal chelating activities of AuNps- esc. 
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In simultaneous RP-HPLC method development, Waters HPLC with PDA detector and column used is 

Kromasil, C8, 250 × 4.6 mm, 5µ. Injection volume of 10µl is injected and eluted with the mobile phase 

selected after optimization was mixed Methanol & Buffer (Sodium dihydrogen phosphate) in the ratio of 

50:50 was found to be ideal. The flow rate was found to be optimized at 1.2 ml/min. Detection was 

carried out at 260 nm. Quantitation was done by external standard method with the above mentioned 

optimized chromatographic condition. This system produced symmetric peak shape, good resolution 

and reasonable retention times of Cefpodoxime Proxetil and Azithromycin were found to be 2.77 and 

5.57 minutes respectively. The Cefpodoxime Proxetil and Azithromycin showed linearity in the range of 

20ppm to 80ppm. The slope, intercept and correlation coefficient(s) were found to be 15655, 11860 & 0.99 

for Cefpodoxime proxetil and 44258, 5996 & 0.99 respectively for Azithromycin which indicates excellent 

correlation between response factor Vs concentration of standard solutions. 

 

Keywords: Cefpodoxime proxetil, Azithromycin, RP-HPLC 
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INTRODUCTION 
 

In liquid chromatography, the solute retention is governed by the solute distribution factor, which reflects the 

different interactions of the solute – stationary phase, solute – mobile phase and the mobile phase – stationary phase. 

The primary objective in selection and optimization of mobile phase is to achieve optimum separation of all the 

individual impurities and degradants from each other and from analytic peak. For a given stationary phase, the 

retention of the given solute depends directly upon the mobile phase, the nature, and the composition of which must 

be judiciously selected to get appropriate and required solute retention. The mobile must be adapted in terms of 

elution strength (solute retention) and solvent selectivity (solute separation).  Cefpodoxime Proxetil is an oral, third 

generation cephalosporin antibiotic. It is used to treat a wide variety of bacterial infections. Cefpodoxime works by 

stopping the growth of bacteria. It is active against most gram positive and gram-negative microorganisms. It is 

commonly used to treat acute otitis media, pharyngitis, sinusitis, and gonorrhea. Cefpodoxime proxetil is a prodrug. 

Its active metabolite is cefpodoxime. It is marketed under the trade names Cefpo, Vantin and Otreon.  

 

Azithromycin is a semi-synthetic antibiotic useful for the treatment of bacterial infections belonging to the class of 

macrolide antibiotics. It works by stopping the growth of bacteria. Azithromycin is used to treat certain bacterial 

infections such as bronchitis, pneumonia, pharyngitis, gastrointestinal infections etc. It is derived from erythromycin, 

with a methyl substituted nitrogen atom incorporated into the lactone ring. Azithromycin is more potent against 

certain bacterial species than erythromycin. It is marketed under the trade names zithrox, zithromax etc., Extensive 

literature review was conducted and an attempt was made to develop an unambiguous, valid method for the 

simultaneous estimation of Cefpodoxime and Azithromycin. Few of spectroscopic, chromatographic, and other 

analytical methods have been reported for the estimation of Cefpodoxime and Azithromycin individually and or 

along with drug combinations in pharmaceutical preparations. The aim of this study is to develop and validate a 

new simple, accurate and economic stability-indicating HPLC method with less runtime, which would be able to 

separate and quantify a combination of Cefpodoxime and Azithromycin in a single run. The developed method was 

validated as per ICH guidelines and can be applied lucratively to quality control purposes. 

 

MATERIALS AND METHODS 
Preparation of Standard solution 

Standard stock solution of Cefpodoxime and Azithromycin was prepared by dissolving 200 mg of Cefpodoxime and 

250 mg of Azithromycin in 100 ml of diluent. From this transfer 4 ml of stock solution into 100 ml volumetric flask 

and make up the volume with diluent (80 and 100 ppm respectively). From this solution transfer 1 ml into 10 ml 

volumetric flask and made up to the volume with diluent (8 and 10 ppm respectively). 

Preparation of Sample solution 

Weigh 10 tablets and crush into fine powder and accurately transfer equivalent to 200 mg of Cefpodoxime and 250 

mg of Azithromycin into 100 ml volumetric flask, add 50 ml of diluent, sonicate for 15 minutes with occasional 

stirring, and make up to the volume with diluent. Then pipette out 4 ml of stock solution and transfer into 100 ml 

volumetric flask and make up to the volume with diluent. 
METHOD VALIDATION 

The developed and optimized RP-HPLC method was validated according to international conference on 

harmonization (ICH) guidelines Q2(R1) in order to determine the system suitability, linearity, limit of detection 

(LOD), limit of quantification (LOQ), precision, accuracy, ruggedness and robustness. 

System suitability 

System suitability parameters were evaluated to verify system performance. 10 µL of standard solution was injected 

five times into the chromatograph, and the chromatograms were recorded. Parameters such as number of theoretical 

plates and peak tailing were determined. 

Specificity 

The specificity of the analytical method was established by injecting the solutions of diluent (blank), placebo, 

working standards and sample solution individually to investigate interference from the representative peaks.  
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Precision 

Repeatability/method precision was performed by injecting six replicates of same concentrations of cefpodoxime and 

azithromycin, calculated % assay and %RSD for each compound. Reproducibility/Ruggedness/Intermediate 

precision was performed using different analysts and a different instrument in the same laboratory.  

Accuracy 

Accuracy of the proposed method was determined using recovery studies by spiking method. The recovery studies 

were carried out by adding known amounts (50%, 100% and 150%) of the working standard solutions of 

cefpodoxime and azithromycin to the pre-analyzed sample. The solutions were prepared in triplicates to determine 

the accuracy.  

Linearity  

Linearity was evaluated by analyzing different concentrations of the standard solutions of cefpodoxime and 

azithromycin. Six working standard solutions ranging between 4µg/mL-12µg/mL for cefpodoxime, 5µg/mL - 

15µg/mL for azithromycin were prepared and injected. The response was a linear function of concentration over 

peak area and were subjected to linear least-squares regression analysis to calculate the calibration equation and 

correlation coefficient. 

Limit of detection and Limit of quantification  

Limit of detection (LoD) and limit of quantification (LoQ) of cefpodoxime and azithromycin were determined by 

calibration curve method. Solutions of cefpodoxime and azithromycin were prepared in linearity range and injected 

(n = 3).  

Robustness 

To examine the robustness of the developed method, experimental conditions were deliberately changed, resolution, 

tailing factor, and theoretical plates of cefpodoxime and azithromycin peaks were evaluated. To study the outcome 

of the flow rate on the developed method, it was changed ± 0.1mL/minute. The effect of column temperature on the 

developed method was studied at ± 5°C and the mobile phase composition was changed ±5% from the initial 

composition of the organic phase. In all the above varied conditions, the aqueous component of the mobile phase 

was held constant. 

 

RESULTS AND DISCUSSION 
System Suitability 

From the results in table 2, the column efficiency for cefpodoxime and azithromycin peaks was identified from the 

theoretical plate count which is more than 3000, tailing factor less than 2.0, %RSD was found to be less than 2.0%. 

The resolution of the peaks of cefpodoxime and azithromycin were also found to be within the limits. 

Specificity 

From the obtained chromatograms in figures 3 to 5 it can be inferred that there were no co-eluting peaks at the 

retention time of cefpodoxime and azithromycin which shows that peak of analyze was pure and the excipients in 

the formulation did not interfere with the analyze of interest. 

Accuracy 

From the results in table 4, the % recovery for cefpodoxime and azithromycin found to be in the range of 98 –102% 

and the % RSD for cefpodoxime and azithromycin is less than 2%. Hence the proposed method was accurate. 

Precision 

From the results in table2, % Assay for cefpodoxime and azithromycin was found to be in the range of 98 – 102%, 

and the % RSD for cefpodoxime and azithromycin to be within 2%. Hence the method is precise, reproducible and 

rugged for 48 hours’ study. 

Linearity 

Linearity was evaluated by analyzing different concentrations. From the results tabulated in table 5, it is inferred that 

the correlation coefficient was greater than 0.999. The slope and y-intercept values were also provided, which 

confirmed good linearity between peak areas and concentration.  

LoD and LoQ 
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The Limit of Detection and Limit of Quantification of cefpodoxime and azithromycin were calculated by using 

following equations (ICH, Q2 (R1)) and the LoD and LoQ values are reported in table 5.These LOD = 3.3 × σ/S and 

LOQ = 10 × σ/S Where σ = the standard deviation of the response and S = slope of the calibration curve. 

Robustness 

From the results in table 7, it is evident that the system suitability parameters such as resolution, RSD, tailing factor, 

and the theoretical plate count of cefpodoxime and azithromycin remained unaffected by deliberate changes. The 

results were presented along with the system suitability parameters of optimized conditions. Thus, the method was 

found to be robust with respect to variability in applied conditions. 

Assay for Formulation  

Preparation of Standard Solution 

Weigh accurately 200 mg of Cefpodoxime Proxetil and 250 mg of Azithromycin and dissolve in 100 ml of diluent. 

From this transfer, 4 ml into 100 ml volumetric flask and makeup the volume with diluent to make 80 and 100 ppm 

solution respectively. From this solution transfer 1 ml into 10 ml volumetric flask and made up to the volume with 

diluent to make 8 and 10 ppm solution respectively. 

Preparation of Sample Solution 

Gudcef- AZ tablets; claimed to contain 200 mg of Cefpodoxime proxetil and 250 mg of Azithromycin was used in 

analysis. A total of 20 tablets were accurately weighed and powdered in a mortar. An amount equivalent to 200 mg 

of Cefpodoxime proxetil and 250 mg of Azithromycin was taken and dissolved in some number of diluents and 

sonicated for 20 min and made upto 100 ml in 100 ml volumetric flask. The solution was transferred through a 

Whatmann No.1 filter paper. Further 4 ml of the above solution was pippetted out into a 100 ml volumetric flask and 

the volume was made upto 100 ml with diluent. 

Procedure 

The prepared standard and sample solutions were injected into HPLC by setting the optimized chromatographic 

conditions. The peak areas of standard and sample were determined. These values are substituted in the following 

formula to get the percentage purity of formulation. 

 

CONCLUSION 

 
The chromatographic method for the simultaneous estimation of Cefpodoxime Proxetil and Azithromycin was 

developed and was validated according to ICH guidelines. The method was found to be economical as the mobile 

phase composition involves more aqueous phase and less run time on C8 column when compared to the existing 

methods in literature. It was also found to be rapid, simple, specific, sensitive, precise, accurate and reliable that can 

effectively apply for routine analysis in research institutions, quality control department of industries and approved 

testing laboratories. 
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Table 1: HPLC parameters for Optimized method 

Parameters Description 

Stationary phase (Column) Kromasil,250×4.6 mm, 5µ,C8 

Mobile phase-A Buffer (Sodium dihydrogen phosphate) 

Mobile phase-B Methanol 

Elution mode Isocratic 

Mobile phase ratio 50:50 

Flow rate 1.0 ml/min 

Detection wavelength 260 

Detector used PDA 

Column Oven temperature 30oC 

Injection volume 10 µl 

Run time 9 min 

 

Table 2: System suitability Parameters 

Parameters Cefpodoxime proxetil Azithromycin Acceptance Criteria 

Retention time 2.8516 6.3464  
No. of theoretical plates 8296.6 8051.4 NLT 3000 

% RSD of Peak area 0.6 0.4 NMT 2.0 

Resolution  3.701 NLT 2.0 

Tailing 1.26 1.154 NMT2 

Area (Avg) 1557810 4413654 - 
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Table 3: Accuracy for Cefpodoxime Proxetil 

Drug name 
Conc. 

(%) 

Amount spiked 

(μg/mL) 

Amount recovered 

(μg/mL) 
% recovery Statistical parameters 

 

Cefpodoxime 

50 

100 

150 

4 

8 

12 

3.97 

8.02 

11.99 

99.25 

99.45 

100.22 

Mean %: 99.77 

SD: 0.82 

%RSD:  0.8 

 

Azithromycin 

50 

100 

150 

5 

10 

15 

5.04 

10.04 

14.98 

100.50 

100.52 

99.90 

Mean %: 100.27 

SD: 1.09 

%RSD: 1.09 

 

Table 4: Precision data 

S.NO 
RT Peak Areas RT Peak Areas 

Cefpodoxime Azithromycin 

1 2.842 1557836 6.180 4415727 

2 2.842 1551959 6.208 4414361 

3 2.840 1559759 6.171 4411495 

4 2.839 1551207 6.109 4418735 

5 2.831 1554959 6.077 4414565 

6 2.823 1552213 5.993 4416842 

Mean 2.836 1554655.5 6.123 4415287.5 

SD 0.00762 3503.7829 0.07998 2640.01 

% RSD 0.26 0.22 1.30 0.05 

 

 
Table 6: LoD and LoQ data 

Drug name LoD (μg/mL) LoQ (μg/mL) 

cefpodoxime 0.123 0.408 

azithromycin 0.109 0.365 

 

Table 6: Robustness data  

Parameters 
System Suitability Parameters 

RT Theoretical Plates Peak Tailing 

 

Optimized method 

cefpodoxime 2.839 17053 1.10 

azithromycin 6.075 10841 1.07 

 cefpodoxime 2.541 15685 1.10 
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Flow rate (1.1 mL/min) 
azithromycin 6.283 9851 1.07 

 

Flow rate (0.9 mL/min) 

cefpodoxime 2.684 18129 1.11 

azithromycin 6.17 12683 1.07 

Mobile phase composition 

Buffer: Methanol (48:52) 

cefpodoxime 2.572 17367 1.06 

azithromycin 6.160 12028 1.04 

Mobile phase composition 

Buffer: Methanol (52:48) 

cefpodoxime 2.586 16823 1.09 

azithromycin 6.258 10970 1.07 

 

Sample taken 
Cefpodoxime Azithromycin 

RT Peak Area % Assay RT Peak Area % Assay 

Standard 2.872 1554049 99.82 6.602 4417925 101.21 

Sample 2.780 1569366 99.98 5.577 4474756 100.52 

 

 
 

Fig.1: Structure of Cefpodoxime proxetil Fig.2: Structure of Azithromycin 

 

 

Fig. 3. Typical chromatogram of mixture of 

cefpodoxime and azithromycin 

Fig. 4. Chromatogram of blank 

 

 

 

Fig. 5. Chromatogram of placebo Fig 6 :Linearity plots of Cefpodoxime  and Azithromycin 
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With the discharge of untreated industrial effluents, sewage, and domestic wastewater, together with 

agricultural runoff and untreated wastewater, water bodies including rivers, lakes, and ponds have been 

contaminated, which has an impact on groundwater. The quality of the water that is consumed directly 

impacts the health of any living thing; drinking unclean water increases the risk of cholera and other 

water-borne illnesses like diarrhoea and has an impact on child mortality. To address these issues, we 

will use multiple Machine Learning (ML) and Deep Learning (DL) models, including Ada Boost 

Regressor, Long-Short Term Memory, Random Forest Regressor, XGBoost, Convolutional Neural 

Network, and Gated Recurrent Units. It will be trained using multivariate time series, which have 

multiple time-dependent variables and each variable’s ability to forecast water quality depends not only 

on its past values but also on other variables. To determine which models are most appropriate, the 

accuracy, precision, and recall of the water quality so acquired from each model are compared and 

assessed. As a result, this effort aids in assessing the efficiency of the models that can be applied to future 

predictions. 

 

Keywords:  Multivariate time series, Convolutional Neural Network, Ada Boost Regressor, Random 

Forest Regressor, Long- Short Term Memory, XGBoost, and Gated Recurrent Units. 
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INTRODUCTION 

 
All life depends on water, which makes up 71% of the surface of the Earth. Drinking water is becoming increasingly 

scarce as a result of pollution brought on by urbanisation and industrialisation. Water contamination has gotten 

progressively worse with the economy’s rapid growth and the city’s quick urbanisation. Public health and the 

environment are directly impacted by water quality. Health problems might result from drinking contaminated 

water. So, before drinking, it’s crucial to evaluate the water’s quality. 

 

Groundwater contamination generally happens in places with high population densities. It is crucial to evaluate 

several aspects of water quality in order to decrease the amount of contamination that occurs in different water 

bodies. To lessen the prevalence of water-borne diseases, it can be helpful to predict water quality indicators a few 

steps in advance. As a result, it is important to assess the quality of water before drinking it. 

 

The current methods that are developed require a lot of labor and are time-consuming need an alternative automated 

technology to predict the quality of water. The proposed work aims to perform water quality prediction of well 

water data in the Chengalpattu district of Tamil Na¯du. And perform analysis and comparison between machine 

learning and deep learning and predict the maximum accuracy. 

 

To date, a number of machine learning and deep learning algorithms have been developed to forecast the quality of 

water, but they have not been shown to be sufficiently accurate. Additionally, the parameters examined were 

insufficient. They were unable to manage the distorted and multidimensional datasets. The existing models did not 

meet the requirements; hence the work uses machine learning and deep learning techniques. 

The prediction of water quality is challenging since it is nonlinear. However, the use of various deep learning and 

machine learning approaches has grown to be a potent source for prediction. These methods aid in the prediction of 

future behaviour by using past data on the water quality to train machine learning and deep learning algorithms. 

 

The ML and DL models such as LSTM, Ada Boost Regressor, XG Boost, CNN, Random Forest Regressor and GRU 

are used for prediction. These models are well suited for time series and high dimensional data. The parameters 

considered are given in [19]. Based on the predicted values from these models, the results of the ML and DL models 

were compared to find the most suitable model. Muharemi et al. [17] addressed a recently created time-series data-

based water quality prediction system. 

Logistic regression SVMs, linear discriminant analysis (LDA), artificial neural networks (ANN), deep neural 

networks (DNN), long short-term memories (LSTM), and recurrent neural networks were all included in it (RNN). 

They determined the following variables: flow rate, time, TUR, pH, EC, water temperature, Cl, and redox CIO2. 

 

Support Vector Machines (SVM), Deep Neural Networks, Neural Networks (NN), and k-Nearest Neighbors (kNN) 

are the four machine learning techniques used in Shafi et al. [24]   to predict the quality of the water. Twenty five 

characteristics have been incorporated as input parameters for single feed-forward neural networks used to classify 

water quality [1]. Varalakshmi et al. demonstrated the application of Naive Bayesian model to calculate the quality of 

drinking water [27]. The model took into account variables including TDS, pH, nitrate-nitrogen, hardness, and 

chloride. As a result, their model was designed to evaluate the water’s quality by taking drinking water standards 

into account and computing the posterior probability. Rankovi et al. [21] used the ANN model to measure the 

dissolved oxygen (DO). An ANN model was used by Gazzaz et al. [11] to estimate the WQI, and the Internet of 

Things (IOT) technology was used to gather the dataset from water resources. As an alternative, ML models were 

used to predict the quality of the Tireh River in southwest Iran. They took into account variables including K, Na, 

and Mg as well as DO, CoD, BoD, EC, pH and temperature [12]. 

 

To anticipate the chemical oxygen requirement, Abyaneh et al. [30] has used machine learning techniques like ANN 

and regression (COD). Sakizadeh et al. [22] estimated the water quality index using ANN and Bayesian 
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regularisation (WQI). However, the prediction and categorization of water quality were done using the radial-basis-

function (RBF), a form of ANN model [29]. By taking into account the variables of pH, temperature, total dissolved 

solids (TDS), and turbidity, Ahmed et al. [2] suggested a new technique. The quality of Rawal Lake Water was 

predicted using 15 supervised machine learning algorithms. 

 

PROPOSED SYSTEM 

 

Raw data 

The information was gathered from numerous wells in Tamil Nadu’s Chengalpattu area. It contains water statistics 

for more than 28 years in a row (1992 to 2020). The dataset includes 13 parameters, including PH, TDS, Turbidity, 

Phosphate, Nitrate, Iron, COD, Chloride, Sulfite, Potassium, Flouride, Calcium, and Sodium, and has roughly 10,248 

entries. 

 

Data preparation 

The act of converting raw data into the extremely precise format needed by machine learning and deep learning 

algo- rithms in order for them to provide insightful results is known as data preparation. Clean, well-curated data 

are produced through effective data preparation, and this in turn delivers more accurate, useful model results. 

1. Handling missing values: Projecting the intensity of image data pixels to a predetermined range is the process of 

intensity normalisation. The anatomies are represented by pixel values in the range of 1 to the entire number of 

anatomies when it is applied to the ground truth mask label. 

2. Data Scaling: To ensure that the range of values in numerical data is uniform, data scaling is performed. The 

dataset can be normalised to make it simpler to improve model accuracy. Scaling is frequently done using 

normalisation. 

3. Date transformation: In order to facilitate time series analysis, the date property is translated into the index row. 

The date attribute is changed to the format dd/mm/yyyy. 

4. Water Quality Index Calculation: A straightforward indicator of water quality can be provided by the WQI, 

which is calculated based on thirteen parameters including Potassium, pH, Nitrate, Calcium, SAR, Magnesium, 

Sodium, SAR, Potassium, TDS, Chloride, Sulfate, Fluoride, Alkalinity, HAR. [3]. 

 

The quality rating scale is found by using the formula 

Qi = (Ci / Si) * 100 

Where, 

Ci is the concentration of each parameter 

Si is the desirable or permissible range 

 

Then, the water quality index is found by 

WQI = Σ (Wi * Qi) / n 

Where, 

Wi is the weight assigned to each parameter. 

The weights assigned to each parameter are shown in table I and the permissible limits in Table II. 

 

 Multivariate Time Series Forecast Data 

In order to forecast time series, historical data must be fitted, and future data must be predicted using the fit. A 

multivariate time series consists of multiple time-dependent variables, each of which is reliant on a number of other 

factors in addition to past values. Using many input features, we can forecast the demand for water quality using 

multivariate time series analysis. Multiple variable histories are gathered as input for the analysis in multivariate 

time series forecasting. Reading the parameter begins the workflow. read csv function on a csv file. It is necessary to 

structure the preparation of the water quality dataset for the machine learning and deep learning models as a 

supervised learning issue and to normalise the input variables. The goal of the challenge is to forecast the water 
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quality for the current day (t) using supervised learning and more than one day’s worth of parameter measurements. 

using the input of the water quality index at earlier time steps. The dataset is then turned into a supervised learning 

problem in the following stage, after which all features have been normalised. Then, the variables for the expected 

hour (t) are deleted. 

 

Converting Time Series Problem to Supervised Learning Problem 

A time index is used to rank a set of numbers as a time series. In order for an algorithm to learn how to anticipate the 

output patterns from the input patterns, a supervised learning issue consists of input patterns (X) and output 

patterns (y). Here, the output is the water quality index for the current day, with input patterns being parameters 

from the day before. The Pandas shift() function is a crucial tool for converting time series data into a supervised 

learning issue. The shift() function creates duplicates of columns that are pushed forward (rows of NaN values are 

added to the front) or pulled back, given a DataFrame (rows of NaN values added to the end). For a time series 

dataset in a supervised learning format, this behaviour is necessary to generate columns of lag observations as well 

as columns of prediction observations. In the language of time series forecasting, forecasts are made using prior 

observations (t-1, t-n) and the current time (t), as well as the future times (t+1, t+n). 

 

Model Building 

By developing multiple Machine Learning and Deep Learn- ing models, the water quality is predicted. The following 

is a list of the model construction algorithms: 

 

Model Building 

Building numerous ML and DL models allows for the prediction of water quality. Here is a list of the modelling 

algorithms used: 

1. Machine Learning Algorithms 

 Ada Boost Regressor 

 Random Boost Regressor 

 XGBoost Regressor 

 Deep Learning Algorithms 

 Convolutional neural network 

 Long short-term memory 

 Gated recurrent units 

 

Model Evaluation 

Many works have been done to evaluate time series fore- casting challenges. One such endeavour, [26], involves 

gene expression forecasting. Data on time series gene expression is frequently utilised to investigate a variety of 

dynamic bio- logical processes. They assessed gene prediction in this work by framing it as a classification challenge. 

and categorise the output expected values. In our work, evaluation is conducted using a similar methodology. Due to 

the lack of explicit train and test splits in the data set, the models are assessed using k-fold cross validation. 

 

k-Fold Cross Validation:: The model is assessed using k-Fold cross validation utilising various subsets of the data set as 

the validation set. The data set has been split into ten portions using 10-folds. One portion of each fold is used to 

create the model, and the other portion is utilised to test the model that has been created. By determining the average 

performance metrics across all splits, the performance of the model is assessed. By taking into account the output 

range, the class labels were divided into 10 and 20 classes for the purpose of calculating performance. In the 

beginning, the output values are classified into distinct classes based on the range in which they fall. 

 

By dividing the values in the range of 10, the original labels are also divided into 10 classes. By dividing the values in 

the range of 5, the original labels are separated into 20 classes as well. As a result, the model’s performance is 
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assessed using performance measures, and the evaluation is conducted as a classification issue. And the best model 

for these data is chosen. 

 

Machine Learning Algorithms 

By dividing the values in the range of 10, the original labels are also divided into 10 classes. By dividing the values in 

the range of 5, the original labels are separated into 20 classes as well. As a result, the model’s performance is 

assessed using performance measures, and the evaluation is conducted as a classification issue. And the best model 

for these data is chosen. 

 

Ada Boost Regressor: Adaptive Boosting is an ensemble of numerous weak learner decision trees, which perform 

marginally better than random guessing. However, because the AdaBoost algorithm is adaptive, it transfers the 

gradient from earlier trees to later trees to reduce the error of the earlier tree. As a result, this continual learning of 

trees at each stage develops a strong learner. The weighted average of the forecasts made by each tree serves as the 

final prediction 

 

Random Forest Regressor: Numerous different decision trees acting as an ensemble make up the random forest. It uses 

sampling to break up the total dataset into smaller subgroups, trains each member using a decision tree, and then 

merges the results. The class with the most votes become the prediction made by our model. Each tree in the random 

forest emits a class prediction. 

 

XGBoost: The gradient boosting framework is used in the decision tree-based ensemble machine learning technique 

XGBoost. Recently, competitions on Kaggle for structured or tabular data and applied machine learning have been 

dominated by an algorithm. XGBoost is used to create gradient boosted decision trees quickly and efficiently. 

 

Deep Learning Algorithms 

Deep learning algorithms such as LSTM, GRU and CNN are  used. 

1. Convolutional Neural Network: By utilizing CNNs’ ability to automatically learn and extract characteristics 

from the raw input data, time series forecasting problems can be resolved. A CNN model can read and interpret a set 

of data as a one-dimensional image in order to extract the most crucial details. In time series classification tasks, this 

CNN capability has proven to be useful. 

2. Long-Short Term Memory: A special kind of RNNs that may learn long-term dependencies are known as 

‛LSTMs,‛ or Long Short Term Memory Networks. They are currently widely employed and deliver outstanding 

results when used to address a variety of problems. With LSTMs, the problem of long-term dependency is expressly 

avoided. They don’t have a hard time picking up new material; in fact, it’s almost like it comes naturally to them to 

retain it for a long time. 

3. Gated Recurrent Units: Unlike LSTM, GRU just has three gates and doesn’t monitor the internal state of the 

cell. The hidden state of the gated recurrent unit contains the information that is stored in the internal cell state of an 

LSTM recurrent unit. This set of data is sent to the following Gated Recurrent Unit. 

 

RESULTS AND DISCUSSIONS 
 

Model Evaluation Metrics 

The performance of the models can be measured using accuracy, precision and recall. 

1. Accuracy: The percentage of predictions made correctly by the model is its accuracy. It is a crucial indicator 

that is used to assess how well the model is working. It measures the proportion of accurate predictions to all 

predictions. The accuracy formula is as follows: 
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Accuracy= (TN+TP)/ (TN+TP+FN+FP) 

2. Precision: In situations where the classes are highly unbalanced, precision is a valuable indicator of prediction 

success. The proportion of your results that are pertinent is referred to as precision. In other words, precision 

measures how many samples out of the total that the model accurately predicted. The precision formula is as 

follows: 

Precision= TP / (TP + FP) 

3. Recall: The percentage of Positive samples that were correctly identified as Positive relative to the total number of 

Positive samples is how the recall is calculated. 

Recall = TP / (TP + FN) 

Accuracy of machine learning algorithms 

Figure 1 displays a comparison of the machine learning models’ accuracy. When 10 samples are taken into account, it 

is seen that the ML algorithms have achieved improved accuracy. The XGBoost method was determined to have the 

best accuracy of all the algorithms, at 89.2 

 

Precision of machine learning algorithms 

When comparing the calculated accuracy of each model, as shown in Figure 2, Ten classes are found to have superior 

precision. The XGBoost method was determined to have the highest precision of all the algorithms, at 75.8 

 

Recall of machine learning algorithms 

Upon evaluating the calculated accuracy of each model, as shown in Figure 3. Ten classes are found to have superior 

precision. The XGBoost method was found to have the highest recall of all the algorithms, at 74.8 percent. 

 

Accuracy of Deep learning algorithms 

Figure 4 displays a comparison of the deep learning models’ accuracy. When 10 classes are taken into account, it is 

seen that DL algorithms have achieved greater accuracy. The GRU algorithm was determined to have the best 

accuracy of 94.8 percent among all the algorithms. 

 

Precision of Deep learning algorithms 

Fig. 5 displays a comparison of the deep learning models’ accuracy. When 10 classes are taken into account, it is seen 

that DL algorithms have achieved greater accuracy. The GRU algorithm was found to have the greatest accuracy of 

93.4 percent among all the algorithms. 

 

Recall of Deep learning algorithms 

Figure 6 displays a comparison of the recall of the deep learning models. When 10 classes are taken into account, it is 

seen that deep learning algorithms have provided improved recall. Fig. 7 shows how accuracy, precision, and recall 

are compared. The examination and comparison of every algorithm revealed that GRU had the highest precision, 

accuracy, and recall of any deep learning model. So the model of deep learning GRU was identified as the most 

appropriate algorithm for our dataset is employed for the future year’s forecast of water quality. The present project 

is contrasted with the existing systemaldhyani2020water. And it was found that the proposed method had an 

accuracy of 94.8 percent, outperforming the existing system. The existing system used 3 GRU layers (128,64,32). And 

activation function of tanh. And a dropout layer of 0.1. When the proposed model is fine-tuned by reducing the 

number of layers, this creates a better impact on the model. The model performed with better efficiency. Adding 

layers unnecessarily to the model can increase the number of parameters. You can extract more features by adding 

more layers. False positives and other problems can result from overfitting. As a result, the suggested method can be  

considered as the best DL algorithm for analyzing quality of water. 
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CONCLUSION 

The Ada Boost Regressor, XGBoost, Random Forest Regressor, LSTM, GRU, and CNN are among the machine 

learning and deep learning models that were utilized for training and testing. The deep learning models 

outperformed the machine learning models in terms of performance. GRU demonstrated a noteworthy performance 

with a 94.8 percent accuracy rate. The model serves as the foundation for forecasting water quality for the following 

three years. By gathering the most recent samples of water from the well, GRU was used to estimate the water 

quality of the Chengalpattu well for the upcoming three years (2020–2022). The model was given the parameters of 

the water, and it projected that the water’s quality would be ‛not drinkable.‛ It is observed that the water is not 

suitable for drinking based on results of the ML and DL models. 
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Table 1 - Weights Assigned To Each Parameter 

Chemical Parameter Weights 

TDS- Total Dissolved Solids 5 

NO2+NO3 - Nitrate 3 

Ca- Calcium 4 

Mg - Magnesium 3 

Na - Sodium 5 

K - Potassium 2 

Cl -Chloride 5 

So4 - Sulfate 3 

F - Fluoride 2 

CO3 + HCO3 (Alkalinity) 4 

pH- power of hydrogen 4 

HAR Total- Total Hardness 2 

SAR - Sodium Adsorption Ratio 1 

 Total = 43 
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Table 2- Permissible Limits 

Chemical Parameter Permissible Limit 

TDS- Total Dissolved Solids 5000 

NO2+NO3 - 100 

Ca- Calcium 200 

Mg - Magnesium 100 

Na - Sodium 2 

K - Potassium 11 

Cl -Chloride 1000 

So4 - Sulfate 400 

F - Fluoride 1 - 1.5 

CO3 + HCO3 (Alkalinity) 600 

pH- power of hydrogen 6.5-8.5 

HAR Total- Total Hardness 300 

SAR - Sodium Adsorption Ratio 10 

 

 
 

Fig. 1. Accuracy of ML models Fig. 2. Precision of ML models 

 
 

Fig. 3. Recall of ML models Fig. 4. Accuracy of DL models 
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Fig. 5. Precision of DL models Fig. 6. Recall of DL models 

 
Fig. 7. Comparison of Accuracy, Precision and Recall 
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This study delves into the manifestation of neurodegeneration-like symptoms in Drosophila melanogaster, 

particularly focusing on memory and locomotion impairments, as well as decline in fertility and reduced 

lifespan. It also explores the potential for mitigating these symptoms through treatment with Bacopa 

monnieri and Withania somnifera. To investigate potential variations in neurodegenerative responses and 

therapeutic effectiveness, we conducted a comparative analysis between Drosophila Oregon K-Type and 

hybrid fly strains. Drosophila melanogaster, a widely recognized model organism, serves as a valuable 

platform for probing neurodegenerative mechanisms. We induced neurodegeneration-like symptoms by 

exposing flies to paraquat herbicide, replicating oxidative stress conditions. Subsequently, we assessed 

memory and locomotion deficits as behavioural indicators of neurodegeneration. Additionally, our 

observations revealed a substantial decrease in fertility and a shortened lifespan among Paraquat-

exposed flies in comparison to the control group. These findings underscore the detrimental impact of 

Paraquat on both reproductive and aging processes in Drosophila melanogaster. Our research findings 

have revealed significant impairments in memory and locomotion in Drosophila flies exposed to 

paraquat, mirroring symptoms commonly associated with neurodegenerative diseases. Specifically, we 

observed a reduction in memory index from 100% to -26.5% and a decrease in locomotion from 100% to 

45.5%. Furthermore, these exposed flies exhibited diminished fertility, decreasing from 100% to 72%, and 

a shortened lifespan, declining from 100% to 86%. However, the administration of Bacopa monnieri and 

Withania somnifera extracts showed promising potential for alleviating these symptoms. In the case of 
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Brahmi-treated flies, we observed an increase in locomotion from 45.5% to 81%, an improvement in 

memory from -26.5% to 50%, an increase in fertility from 72% to 82.5%, and an extension of lifespan from 

86% to 91%. On the other hand, Ashwagandha-treated flies displayed an increase in locomotion from 

45.5% to 63.5%, an enhancement in memory from -26.5% to 26.5%, a slight improvement in fertility from 

72% to 77.5%, and a modest extension of lifespan from 86% to 92.5%. Treatment with these herbal 

supplements not only led to improved performance in memory and locomotion assessments but also had 

adverse effects on fertility and longevity, shedding light on their neuroprotective and neurorestorative 

qualities. 

 

Keywords: Neurodegeneration, Drosophila melanogaster, Memory impairment, Locomotion deficits, 

Fertility, Lifespan, Paraquat herbicide, Bacopa monnieri, Withania somnifera,  

 

INTRODUCTION 

 
Neurodegeneration is a complex and debilitating process characterized by the gradual loss of structure and function 

of neurons in the central nervous system (CNS) or peripheral nervous system (PNS). This complex process lies at the 

heart of various debilitating disorders, including Alzheimer's disease, Parkinson's disease, Huntington's disease, and 

amyotrophic lateral sclerosis (ALS), among others. These disorders collectively pose a significant global health 

challenge, as they not only impact the quality of life for affected individuals but also place a substantial burden on 

healthcare systems and society at large [1]. Neurodegenerative disorders exert wide-ranging consequences, 

impacting facets such as cognition, motor function, and overall quality of life. Patients with these conditions often 

grapple with cognitive decline, memory deficits, motor impairments, and behavioural alterations. With a growing 

aging population worldwide, there is an escalating prevalence of these disorders, underscoring the urgency of 

comprehending their underlying mechanisms and devising effective interventions [2]. Moreover, the toxic nature of 

neurodegeneration disrupts cellular processes, leading to oxidative stress and a significant reduction in overall 

survival rates. In parallel, fertility and longevity represent crucial components of an organism's life history traits, 

closely intertwined with its overall fitness. Disruptions in these traits can carry profound ecological and evolutionary 

implications [3]. 

 

To comprehend the intricate mechanisms underlying these conditions and to develop effective therapeutic strategies, 

research has often relied on model organisms. One such valuable model organism that has significantly contributed 

to our understanding of neurodegeneration is Drosophila melanogaster, commonly known as the fruit fly. It has been 

extensively employed in scientific research since the early 20th century [4]. Despite its seemingly distant 

evolutionary relationship with humans, the fruit fly shares a surprising degree of genetic and molecular homology 

with humans. Approximately 75% of human disease-related genes have functional homologs in the fly genome, 

making it an ideal model for investigating the molecular underpinnings of various diseases, including 

neurodegenerative disorders. Moreover, the fly's short generation time and prolific reproduction enable rapid 

genetic manipulation and screening of potential therapeutic targets [5]. Indeed, within the realm of Drosophila 

research, there exist various strains, and among them are the Oregon K flies and hybrid flies. The Oregon K strain, 

notable for its genetic stabsility and well-documented genome, provides researchers with a reliable foundation for 

studying Drosophila biology. In contrast, hybrid flies, produced by combining different genetic backgrounds, offer a 

unique opportunity to explore the impact of genetic diversity on various phenotypic traits, including responses to 

environmental stressors and therapeutic interventions [6]. 

 

Herbicides, such as paraquat, have been implicated in playing a role in neurodegeneration due to their capacity to 

induce oxidative stress and disrupt cellular homeostasis. These chemicals, designed to eliminate unwanted plant 

growth, can inadvertently impact neural tissues when exposure occurs. Paraquat, for instance, generates reactive 
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oxygen species (ROS) within cells, leading to oxidative damage and triggering inflammatory responses. Over time, 

this oxidative stress and inflammation can contribute to neuronal dysfunction and degeneration, potentially 

resembling aspects of neurodegenerative diseases [7]. The urgency to find novel therapeutic strategies has prompted 

exploration into the potential of herbal remedies, such as Withania somnifera (Ashwagandha) and Bacopa monnieri 

(Brahmi), as neuroprotective agents. Ashwagandha contains bioactive compounds known as withanolides (steroids), 

which exhibit antioxidant and anti-inflammatory properties. These withanolides have been studied for their ability 

to protect neurons from oxidative stress and inflammation, which are common factors in neurodegenerative 

diseases. Bacopa monnieri, on the other hand, contains compounds called bacosides (saponins). These bacosides 

have been investigated for their role in supporting neuronal growth and survival, enhancing synaptic plasticity 

(crucial for memory and learning), and reducing oxidative damage and inflammation in the brain. Their 

neuroprotective properties make them attractive candidates for further research and development of treatments for 

neurodegenerative diseases [8]. 

 

METHODOLOGY 
 

Culturing Oregon-K and Hybrid Drosophila melanogaster flies 

The Oregon-K wild type strain of Drosophila was sourced from the Drosophila Stock Center in Mysuru. 

Additionally, A population of Drosophila flies, which had naturally evolved into hybrid flies, was collected from our 

in-house breeding program.  A culture medium was prepared for Drosophila culture by homogenizing semolina 

(suji rava), jaggery, distilled water, and Agar agar. Subsequent to medium formulation, propionic acid was 

introduced, and the resulting mixture was aseptically transferred into glass containers. Following this, a controlled 

dispersion of yeast granules was evenly applied to the medium's surface, facilitating desiccation under sterile 

conditions. Upon complete drying, Drosophila flies were introduced into the cultured environment [9]. 

  

Standardizing Paraquat Dosage For Inducing Neurodegeneration Like Symptoms In Flies 

A 24% paraquat solution was employed to prepare five distinct concentrations by adding precise volumes of 107, 

160, 214, 267, and 327 microliters of this solution into separate glass tubes Each test tube was subsequently brought to 

a final volume of 10 ml by the addition of distilled water. Concurrently, in a separate test tube, 1g of sucrose was 

dissolved in 10 ml of water. [Refer Fig:8]  To facilitate our experiments, glass tubes were prepared, and Whatman 

filter paper was custom-cut to fit the bases of these tubes. Subsequently, a precise volume of 75 microliters of the 

sucrose solution was pipetted into all tubes, followed by the addition of 75 microliters of each paraquat concentration 

into their respective tubes. The tubes were then securely sealed with cotton plugs and allowed to air-dry for a 

duration of 10 minutes. [Refer Fig:9&10] Subsequently, 25 Drosophila flies were introduced into each glass tube 

previously exposed to paraquat, enabling them to inhale the substance over a 48-hour period. Following this 

interval, the number of deceased flies in each tube was assessed. The tube with the lowest number of deceased flies 

was selected as the reference for determining the paraquat dosage required to induce neurodegeneration-like 

symptoms in Drosophila. This process was meticulously repeated for three separate trials. The selection of a higher 

paraquat concentration was deemed impractical, as it could potentially result in premature fly mortality, precluding 

the observation and study of other neurodegenerative symptoms [10]. 

 

Exploring Medicinal Plant-Based Interventions For Neurodegenerative Disorders In Drosophila melanogaster 

Plant Extraction 

Dried whole plant specimens were subjected to desiccation in a hot air oven for a period of 24 hours. Subsequently, 

the desiccated plant material was finely powdered using a mechanical grinder. The powdered plant material was 

then immersed in a methanol solution in a ratio of 3:1 (methanol to plant material) and placed within a shaker 

incubator for a duration of 48 hours. Following this extraction period, the methanol-extract was subjected to 

centrifugation at a speed of 4,500 RPM for a duration of 15 minutes. This centrifugation process was repeated three 

times to ensure thorough separation of the supernatant from any particulate matter. The resulting supernatant, 

which contained the extracted compounds, was carefully collected. 
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To obtain a purified sample, the collected supernatant was subsequently passed through a Whatman filter paper, 

effectively removing any residual solid particles and obtaining a refined, liquid sample [11]. [Refer fig:11] 

Phytochemical Tests  

Alkaloid Test: The crude extract was treated with a 1% HCL solution, followed by the addition of Mayer's reagent, 

resulting in the formation of a reddish-brown precipitate. 

Saponins test: The crude extract was vigorously mixed with distilled water, resulting in the formation of a stable 

foam [12]. 

Carbohydrates test: The crude extract was combined with Benedict's reagent and gently heated in a water bath, 

leading to the development of a green colouration [13]. 

Phenol test: The crude extract was combined with distilled water, and a few drops of FeCl3 were added, resulting in 

the formation of a green colour [14]. 

Flavonoids test: The crude extract was mixed with a FeCl3 solution, resulting in the formation of a dark blue/black 

colouration [15]. 

Steroids test: The crude extract was mixed with chloroform, and a few drops of concentrated H2SO4 were added, 

leading to the development of a reddish-brown coloration.[16] 

 

Infusing Plant Extracts In Drosophila Culture Media 

Plant extracts were formulated at six discrete concentrations: 0.1%, 0.25%, 0.5%, 0.75%, 1% and 1.25%. These extracts 

were then methodically incorporated into separate bottles by blending them with the culture media, with each 

concentration being allocated to its dedicated bottle. 

 

Standardising The Optimal Dosage Of Medicinal Plants For Neuroprotection 

Herbicide-induced neurodegeneration Drosophila flies were systematically collected and subsequently transferred 

into glass bottles containing culture media infused with medicinal plant extracts. In each bottle, a standardized 

population of 15 flies was introduced, and they were allowed to consume the extract-infused media over a period of 

7 days. Following this incubation period, the number of deceased flies was meticulously counted for each bottle 

across various concentrations of the medicinal plant extracts. This comprehensive process was executed with 

precision across three independent trials to ensure the robustness of the findings. Subsequently, the average death 

percentage resulting from these three trials was calculated for each concentration. Through this rigorous analysis, the 

concentration demonstrating the lowest average death percentage was identified and selected as the optimal dose for 

conferring neuroprotection in the experimental model [17]. 

 

T-Maze Assay 

Constructed an in-house T-Maze apparatus for our experiments and implemented a rigorous cleaning protocol to 

ensure that the apparatus is thoroughly cleansed before each trial, effectively eliminating any lingering odors or 

cues.[Refer Fig: 12] Cold-anesthetized Drosophila underwent three training trials where they associated a sweet odor 

(mango with jaggery) with an electric shock paired with a clove scent. [Refer Fig: 13,14] After a one-hour rest, the 

same odors were presented in a testing phase. After a 2-minute period, two of the pipes or tubes were removed, and 

and counted the number of flies in each tube to determine how many of them chose the tube with the sweet odor and 

how many chose the tube with the clove odor, and their preferences for the conditioned odors were quantified to 

calculate memory retention percentages, informing conclusions about odor preference and memory [18]. 

 

Fertility and Longevity Analysis 

The fertility and longevity analysis were performed on Drosophila strains by exposing 20 hybrid fly pupae (10 male 

and 10 female) to 75 microlitre of 160 microlitre paraquat concentration and 20 Oregon k fly pupae (10 male and 10 

female) to 75 microlitre of 160 microlitre paraquat concentration, along with 75 microlitre of 10% sucrose solution for 

24 hours. During this period, male and females were distinguished by the presence or absence of sex comb. [Refer 

Fig:15,16] 
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Following the 24-hour exposure, the flies were transferred to a growth medium. In fertility analysis the emergence of 

adult flies from the pupa stage was observed whereas in longevity analysis the number of deceased flies were 

recorded each day [19,20]. 

 

Climbing Assay 

In the climbing assay, two glass tubes, marked with an 8 cm line from the bottom, were employed. A timer was 

positioned between these tubes. [Refer Fig: 17]  Flies within a vial were held vertically at the bottom, and the timer 

was initiated while gently tapping the flies downwards, prompting them to descend to the vial's base. The time 

taken for the flies to ascend above the designated 8cm line was closely monitored and recorded. A predefined time 

range of 5 seconds was established as the criterion for successful ascent. This procedure was repeated for three 

separate trials to ensure accuracy and consistency in the assessment [21]. 

 

RESULTS 
 

The Optimal Paraquat Dosage For Neurodegeneration Induction In Flies 

The study's findings indicate that a paraquat dosage of 107 microliters was effective in inducing neurodegeneration 

in 'OK' flies, yielding the highest observed survival rate of 84% among all tested concentrations. Conversely, in the 

case of hybrid Drosophila flies, the highest survival rate of 87% was observed with a dosage of 160 microliters of 

paraquat. These results suggest that 160 microliters is the optimal dosage for inducing neurodegeneration in hybrid 

flies. [Refer Fig: 1] 

 

Phytochemical Screening 

Phytochemical analyses revealed that both plants contain a range of bioactive compounds including alkaloids, 

saponins, steroids, phenols, and carbohydrates. Notably, flavonoids were absent in Ashwagandha but present in 

Brahmi. [Refer Table: 1] 

 

The Optimal Dosage Of Medicinal Plants For Neuroprotection 

After conducting a thorough analysis of fly mortality across different concentration levels, it was observed that the 

1% concentration of plant extract-infused media consistently had the lowest number of deceased flies. A similar 

outcome was observed at the 1.25% concentration; however, flies in this group exhibited reduced activity compared 

to those in the 1% group. Consequently, based on these findings, the selected dosage of plant extract for 

administering to neurodegenerative fruit flies to promote neuroprotection has been established as 1%. Upon 

comparative analysis, it was observed that the culture bottle containing media infused with Brahmi plant extract 

exhibited a lower mortality rate in both types of fruit flies when contrasted with the culture containing 

Ashwagandha extract. Consequently, it can be deduced that Brahmi extract demonstrates a higher efficacy in terms 

of survival rates. [Refer Fig:2,3] 

 

T-Maze Assay 

OK and Hybrid flies exhibited varying memory index values in response to different conditions, with control flies 

generally showing a preference for positive reinforcement, while paraquat-induced flies displayed a preference for 

negative reinforcement that reversed upon treatment in the T-maze. Upon scrutinizing the data, it becomes apparent 

that 'OK' flies display enhanced memory retention as evidenced by the memory index when compared to hybrid 

flies. However, when examining the manifestation of neurodegeneration-like symptoms, hybrid flies exhibit greater 

resilience compared to 'OK' flies. Additionally, flies that consumed media infused with Brahmi displayed notably 

better memory performance in contrast to those exposed to Ashwagandha. [Refer Fig:4] 
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Fertility And Longevity Analysis 

The results showed that hybrid flies exhibited a higher fertility rate and had a notably longer lifespan compared to 

Oregon k flies. Bacopa monnieri demonstrates superior therapeutic effects compared to Withania somnifera in 

ameliorating the declines in fertility and lifespan induced by Paraquat exposure. [Refer Fig:5,6] 

 

Climbing Assay 

The results indicate that neurodegeneration-induced flies exhibit diminished climbing abilities. However, the 

application of medicinal plant treatments, specifically Brahmi and Ashwagandha, exerts a beneficial influence, 

enhancing the climbing performance of both hybrid and 'OK' flies within the specified experimental conditions. 

When analyzing the climbing index with respect to the graph, it becomes evident that hybrid flies exhibit a higher 

climbing percentage in comparison to 'OK' flies. Furthermore, a comparison between Ashwagandha and Brahmi-

infused media reveals that flies exposed to Brahmi exhibit a notably higher climbing percentage as opposed to those 

exposed to Ashwagandha. [Refer fig: 7] 

 

DISCUSSION 
 

This study had two primary objectives: firstly, to determine the optimal dosage of paraquat capable of inducing 

neurodegeneration-like symptoms in Drosophila flies, and secondly, to investigate the therapeutic potential of 

treatments involving Brahmi and Ashwagandha extracts. The comparative analysis of Withania somnifera 

(Ashwagandha) and Bacopa monnieri (Brahmi) for neuroprotection in a neurodegenerative Drosophila model 

provided valuable insights into the potential benefits of these herbal interventions. Phytochemical analyses revealed 

the presence of various bioactive compounds, including alkaloids, saponins, glycosides, steroids, phenols, and 

carbohydrates, in both Brahmi and Ashwagandha extracts. Interestingly, Brahmi contained flavonoids, a class of 

compounds absent in Ashwagandha. Survival analysis, conducted with varying concentrations of plant extracts 

infused in the media, yielded a significant finding: a 1% concentration of both Ashwagandha and Brahmi extracts led 

to a substantial reduction in mortality rates among neurodegenerative flies. This suggests the potential of both plants 

for neuroprotection, with the possibility that higher concentrations may offer increased effectiveness. Subsequent 

evaluations included memory and locomotion assessments using T-maze and climbing assays, along with fertility 

and longevity assays. Notably, in both the OK and hybrid fly groups, we observed a reduction in memory index 

from 100% to -10% (OK) and from 100% to -43% (hybrid), accompanied by a decrease in locomotion from 100% to 

40% (OK) and from 100% to 51% (hybrid). Furthermore, these exposed flies exhibited diminished fertility, decreasing 

from 100% to 69% (OK) and from 100% to 75% (hybrid), along with a shortened lifespan, declining from 100% to 84% 

(OK) and from 100% to 88% (hybrid). 

 

However, the administration of Bacopa monnieri and Withania somnifera extracts showed promising potential for 

alleviating these symptoms. In the case of Brahmi-treated flies, we observed an increase in locomotion from 40% to 

80% (OK) and from 51% to 82% (hybrid), an improvement in memory from -10% to 57% (OK) and from -43% to 43% 

(hybrid), an increase in fertility from 69% to 80% (OK) and from 75% to 85% (hybrid), and an extension of lifespan 

from 84% to 88% (OK) and from 88% to 92% (hybrid). Conversely, Ashwagandha-treated flies displayed an increase 

in locomotion from 40% to 60% (OK) and from 51% to 67% (hybrid), an enhancement in memory from -10% to 43% 

(OK) and from -43% to 10% (hybrid), a slight improvement in fertility from 69% to 75% (OK) and from 75% to 80% 

(hybrid), and a modest extension of lifespan from 84% to 86% (OK) and from 88% to 90% (hybrid). Noteworthy 

differences were observed between hybrid flies and the Oregon K (OK) Drosophila strain. Hybrid flies exhibited 

superior locomotion abilities, while the OK strain displayed better memory function. Additionally, hybrid flies 

demonstrated higher fertility rates and longer lifespans compared to Oregon K flies, emphasizing the role of genetic 

variability in neurodegenerative responses. Furthermore, neurodegeneration induction via paraquat significantly 

impaired memory, locomotion, fertility, and lifespan in both fly groups, indicating the effectiveness of the model in 

simulating neurodegenerative conditions. Remarkably, Brahmi-treated flies exhibited more substantial 

improvements in memory, climbing abilities, fertility, and lifespan when compared to Ashwagandha-treated flies, 
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suggesting Brahmi's potential neuroprotective properties. The reversal of neurodegenerative symptoms in response 

to these plant treatments underscores their therapeutic potential in mitigating the effects of neurodegeneration. This 

study opens avenues for further research in the field of herbal remedies for neurodegenerative diseases, where in-

depth investigations are warranted to better understand the mechanisms underlying these observed effects. 
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Table 1: Phytochemical investigations of the methanol extract of Brahmi and Ashwagandha 

Bioactive compounds Ashwagandha Brahmi 

Alkaloids + + 

Saponins + + 

Carbohydrates + + 

Flavonoids - + 

Steroids + + 

Phenols + + 

+ = Positive, - = Negative 

  
Fig1: Graphical Depiction of Comparative Analysis: 

Mortality Rates in OK vs. Hybrid Flies 

Fig2: Graphical Depiction of Comparative Analysis: 

Mortality Rates in 'Brahmi' vs. Ashwagandha for Ok 

Flies 

  
Fig3: Graphical Depiction of Comparative Analysis: 

Mortality Rates in 'Brahmi' vs. Ashwagandha for 

Hybrid Flies 

Fig4: Graphical Depiction of Comparative Analysis: 

Memory Index in Hybrid vs. OK Flies 
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Fig5: Graphical Depiction of Comparative Analysis: 

Fertility analysis in OK vs. Hybrid Flies 

Fig6: Graphical Depiction of Comparative Analysis: 

Longevity analysis in OK vs. Hybrid Flies 

  

Fig7: Graphical Depiction of Comparative Analysis: 

Climbing Assay in Hybrid vs. OK Flies 

Fig 8: five distinct concentrations of paraquat 

 

 
Fig 9,10:   Pipetting paraquat and sucrose into all tubes 

for both fly varieties and 10% sucrose 

Fig11: Brahmi and Ashwagandha plant extracts 

 

Cynthia Irene Kasi et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69804 

 

   

 

 

  
Fig 12: Homemade T-MAZE apparatus Fig13: Conditioned stimulus 

 

 
Fig14: Unconditioned stimulus Fig15: Absence of sex comb Magnification:10x 

 
 

Fig16: Presence of sex comb Magnification:10x Fig17: Apparatus setup for climbing assay` 
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Fig18: Culturing neurodegenerated flies in 1% plant extract infused media 
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About 40 to 70% of drugs in the pharmaceutical industry are among those with poor- water solubility 

because they are largely produced through synthetic chemistry. The formulation researcher must stay 

updated out, it resolves significant problems such limiting the use of lipophilic medications, low oral bio 

availability and fluctuations in absorption. To improve the efficacy of the hydrophobic drug, 

nanoemulsion delivery system has been developed. Its non-greasy texture and spread ability improve 

patient compliance at the same time. The main purpose of current dosage form is on developing particle 

carrier systems like solid-lipid nano particles, liposomes, self-emulsifying formulations, macro 

emulsions, and Nanoemulsions, etc. Nanoemulgel have priority for distribution of drug to a specific skin 

target. By creating nanoemulgel, it is possible to enhance the permeation rate and regulate the skin drug 

delivery. Topical nanoemulgel   preparation can be supplied in the form of anti-acne, anti-fungal, anti-

periodontitis, anti-parkinson's and other medications. In the most comprehensive review, the stages of 

drug development for topical targeted Nano emulgel delivery are highlighted. Review covers several 

preparation techniques, literature survey of topical drugs and evaluation of topical nanoemulgel drug 

delivery system. 

Keywords: Nanoemulgel, Bio availability, Topical targeted, Lipophilic, Permeation rate. 
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INTRODUCTION 
 

In pharmaceutical industry since about 40 to 70% of new chemical entities have a hydrophobic nature and they are 

prohibited from pipeline development because of their poor solubility, low permeability or both may contribute to 

low bioavailability. [1,2] Unfortunately, more than half of these drugs are classified as BCS [bio pharmaceutics 

classification system] class II and IV and drug delivery of these poorly water drug is challenging. Hence, to overcome 

this poorly water-soluble drug problem/challenge, the novel drug delivery system is developed.[1] To improve the 

efficacy of the hydrophobic drug nanoemulsion delivery system has been developed. However, in this study we 

created a nano emulsion based nanocarriers, which we subsequently transformed into agel-based form.[3]In terms of 

controlled and homogeneous droplet size distribution, nanoemulsion produced by high-energy emulsification 

techniques, such as high-pressure homogenizers and high-shear motionless mixers, which offer various industrial 

advantages.[4] As a result, nanoemulgel can be produced by incorporating nanoemulsion into a gel matrix. They 

have a higher ability to penetrate more deeper in the skin[5]. Because of its effectiveness for drug delivery to skin, 

nanoemulgel is one of the suitable candidates. Both nano emulsion and gel base are dual characteristics.[6] The 

benefits of using gels for dermatologically include thixotropic, greaseless, easily soluble. characteristics like 

emollient, non-staining, spreadable, readily removed water-soluble suitable for a variety of excipients miscible.[7] 

In order to treat a condition, transdermal preparation is applied directly to the skin or nasal membrane. This 

bypassing of the first pass impact results in systemic/localized effect and lower risks of adverse effects.[8,9] 

 

Physiology of human skin 

Mostly topical treatments are designed to be used on the skin [fig1]. About one -third of the blood that circulates 

through the adult’s body and receives passage through the skin, which has a surface area of about 2msquare. Every 

square centimetre of human skin is estimated to have between 200 and 300 sweat ducts and between 40 and 70 hair 

follicles. The pH range of the skin is 4 to 5.6 secreted fatty acids and sweat from sebum the skin’s surface pH can be 

affected. Three separate layers of tissue can be thought of as being present in the skin.  They are epidermis, dermis, 

subcutaneous connective tissue. When the gelling components is present in the aqueous phase, a conventional 

emulsion changes into a nanoemulgel. Nanoemulgel has many advantages for dermatological applications, 

including being thixotropic, greaseless, easily spreadable, quickly removable, emollient, greaseless, easily 

spreadable, quickly removable, emollient, non-staining, water-soluble, extended shelf life, bio friendly, translucent, 

and appealing appearance. The unbroken stratum corneum, sweat ducts, or sebaceous follicles are the three entry 

points for molecules into skin.  Its capacity to penetrate this outer layer restricts percutaneous absorption. The 

development of a concentration gradient, which acts as a propellant for the release of the drug from the vehicle 

[partition coefficient]drug diffusion, and migration of the drug across the skin.[3,10] Different pathways involved in 

the skin permeation of nanoemulgel, nanoemulsion and nano micelles. Figure -1 is given below[skin penetration 

pathways] 

Factors to be consider for preparing a topical formulation 

1. The penetration of the active components and its efficiency are increased by the vehicle effect of an 

occlusive vehicle. There is a chance that the vehicle will have cooling, drying, emollient, or protective 

characteristics. 

2. Choose the proper lesions-specific preparation for instance, avoid using greasy ointments in acute weepy 

dermatitis. 

3. Select a technique for pepping that is suitable for the environment. Use gel or lotion on hairy areas. 

4. Ointmemts and creams without alcohol frequently have lower potential for causing irritation or 

hypersensitivity, whereas gels do. If you are allergic to emulsifiers or preservatives, ointments are not for 

you. [ 11] 

ADVANTAGES OF NANOEMULGEL OVER CONVENTIONAL GEL 

1. Drugs which are lipophilic and poorly soluble are known to be delivered more effectively by using 

nanoemulgel formulation. E.g lacidipine[12]. 
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2. By extending the effects of drugs with shorter half-life, nanoemulgel improves in controlling the release of 

drugs. 

3. It shows excellent stability, increased drug release and robust antibacterial activity. E.g ketorolac [13] 

4. Avoid problems associated with gastrointestinal absorption. E.g luliconazole [14] 

5. Incerased compliance and prevention of first pass metabolism. E.g.Ropinirole. 

6. Nanoemulgel formulation is a potential alternative to traditional oral drug delivery system to improve its 

bioavailability and penetration rate.eg voriconazole [15]. 

7. Nanoemulgel technique improves the skin permeability and storage stability. E.g retinyl palmitate[16]. 

8. The Nanoemulgel shows synergistic effect against vaginal candidiasis. E.g.Teatree oil combined with 

intraconazole [17] 

9. Nanoemulgel shows non-sticky nature, greater spread ability, which improves patient compliance 

compared to conventional gel formulation.[18] 

10. nanoemulgel increases the solubility and permeability of the drug via skin and prevents hairloss as 

compared to marketed conventional gel. E.g.minoxidil. [19] 

11. It is suitable and acceptable for self-medication.[20] 

DISADVANTAGES OF CONVENTIONAL GEL 

1. Skin irritation is produced on by contact with dermatitis. 

2. In conventional gel drugs have limited skin absorption. 

3. In conventional gel large particle size of formulation is difficult to absorb through the skin.[21] 

4. Conventional gel suffers from low spread ability, low viscosity and poor skin retention issue.[22] 

 
DRUG SELECTION CRITERIA 

 

The transdermal drug delivery system (TDDS) uses for numerous pharmacological substances through the skin for a 

long time, especially poorly water-soluble drugs and those with a narrow therapeutic window pharmacological 

index[23,24] the bioactive materials can go through TDDS in the skin layer in order to reach the blood supply. The 

ingested medication is subsequently carried throughout the body via the bloodstream. The many dose forms used in 

TDDS include transdermal patches, gel, emulgel, and nanoemulgel. The dual nature of nanoemulgel makes it a 

prospective TDDS. The existence of a gel basis and a nanosized emulsion integrated onto a single composition. 

Nanoemulgel can effectively distribute both hydrophilic and lipophilic pharmaceuticals, unlike hydrogels, which 

have difficulty delivering lipophilic drugs.[25] For transdermal delivery,a pharmaceutically modified form of 

nanoemulsion with the addition of an appropriate gelling agent may be a superior option for BCS class II and IV 

drugs.[26] For BCS class II and IV drugs, the nanoemulgel is a more effective carrier system, according to the BCS 

classification formulation selection is standards. The intensively metabolized class II drugs are a suitable option for 

nanoemulgel formulation because it reduces the side effect of the first pass metabolism even if nanoemulgel is a 

more effective carrier system for BCS class IV pharmaceuticals in order to boost solubility and permeability.[27] 

Biopharmaceuticals classification system shows the different classes related to solubility and permeability from that 

we can easily divide and select a drug for making new formulation Nanoemulgel improves the solubility of poorly 

water-soluble drugs. In biopharmaceuticals classification system, the nanoemulgel mostly focuses on the class and II 

and class IV drugs in that class the solubility of drugs is poor but has high permeability so the permeation through 

the skin is good. Hence, due to this it can be used for topical preparation of nanoemulgel.[28] Table -1 is given below. 

 

SELECTION OF EXCIPIENTS 

Excipients selection criteria [29,30] 

This is our major objectives while creating this nanoemulgel for topical application were to prevent irritation and 

reduces skin sensitivity. The drugs must have a higher solubility in the oil phase in order to retain solubility 

throughout the nanoemulsion. To prepare a stable nanoemulsion, the hydrophile-lipophile balance [HLB] value of 

the surfactant must be more than 10. Surfactant and co-surfactant with greater and lower HLB values were taken into 

consideration for admixing in order to maintain a stable nanoemulsion. 
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The ability of the formulation to contain a significant amount of a poorly soluble drugs effects the choice of 

excipients as wellexcipients should solubilize the lipophilic drugs as much as feasible in order to lower the amountof 

drugs product required to deliver an ideal therapeutic dose of the drug in an emulsified state.[31] It is essential that 

oil in the nano emulsion have a high ability to solubilize the drugs. The surfactants are safe, bio compatible, and less 

toxic and they form micelles at low concentration. They all have HLB larger than 12, and they are all thought to be 

safe the selection method may be guided by the surfactant’s miscibility with oil. *32+ Table -2 is given below. 

Important components of nanoemulgel preparation 

Aqueous phase For the aqueous phase of the emulsion, aqueous solvents are necessary. The two most common 

aqueous solvents in use presently are water and alcohol. 

Oils Minerals oils, either alone or in combination with soft paraffin or hard paraffinare commonly employed as the 

drug’s carrier and their occlusive and sensory properties in topically administered emulsion. Non biodegradable 

minerals and castor oils which have a local laxative effect are often used in oral preparations as are fish liver oils or 

different fixed vegetable oils[ E.g, arachis oil, cottonseed oil,and maize oil] as nutritional supplements. 

Emulsifiers Emulsifying substances are used to improve emulsification throughout the production process and 

preserve stability during a shelf life that range from a few days to month or years for commercial preparations. 

Sodium stearate, polyethylene sorbitan monooleate [span 80]polyoxyethylene sorbitan monooleate [tween 80]stearic 

acid, etcare some examples. 

Gellingagent Gelling agents can also be used as thickening agents to improve the consistency of any dosage form. 

Carbopol-934,poloxamer-407, sodium CMC and more examples. [33] 

Preservatives By shielding the formulation from microbial attack, they extend the shelf of the product. Among the 

often-employed preservatives are methyl paraben, propyl paraben, benzalkonium chloride, benzoic acid, etc. 

Antioxidants They protect against oxidation-induced components deterioration. Ascorbyl palmitate, butylated 

hydroxyl toluene, and butylated hydroxyl anisole are all effective are utilized. 

Humectants These substance are used to prevent moisture loss .propylene glycol and glycerine are some example 

which is utilized.[34] 

Surfactants The stabilization of the nanoemulsion system depends on the application of surfactants. In this system, 

surfactants of the anionic, cationic and non-ionic types were utilized. The right choice of surfactants becomes 

essential in achieving a stable delivery system because of their various chemical properties. Surfactants with a 

respectable HLB value are necessary for the development of a nanoemulsion. Some commonly used surfactants are 

tween-80, tween 40,tween 20, span20, span 80 etc[35]. 

Co-surfactants In order to create a stable nanoemulsion, cosurfactants plays a crucial role in lowering the polarity of 

surfactant. Many other cosurfactants, such as alcohols with short to medium chains, act at the surfactant interface 

[c3-c8+these are beneficial for improving oil’s penetrability and obtaining a stable formulation some commonly used 

co-surfactants are Transcutol, glycerol, propylene glycol,ethanol,Propanol etc [20].  

MANUFACTURING OF NANOEMULGEL 

A developed nanoemulsion is combined with an appropriate gel base during the multi-step process that creates 

nanoemulgel. Therefore, we will first discuss how to formulate and produced nanoemulsions before preparing gel 

bases. 

PREPARATION OF NANOEMULSION 

A significant quantity of energy, a surfactant or both are required for the formation of nanoemulsion since they are a 

non-equilibrium system of structured liquids. To create a nanoemulsion, either high-or-low-energy technique can be 

used. The temperature, phase inversion, phase transition, and self-emulsification methods make up the low energy 

method. Mechanical devices can be utilized to generate high disruptive forces in the high energy approach to 

separate the oil and water phases and produce nano droplets. For this, high pressure homogenizers, micro fluidized 

and ultra sonicators are utilized[ 30,36] 

METHODS FOR PREPARATION OF NANOEMULSION 

High energy methods 

Since the normal range of nanoemulsion droplets sizes is between 5 to 500nm, achieving this size requires a lot of 

mechanical energy. 

High-pressure homogenization 
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Several methods are used in high-pressure homogenization to achieve the required particles size. The techniques, 

which are frequently applied at pressure between 500 to 5000 psi, include hydraulic shear, cavitation and severe 

turbulence. Transferring the surfactant and co-surfactant into orifices allows for future dilution. The liquids can be 

passed through the homogenizer repeatedly throughout this process to unify them and reduce the size of the 

droplets to 1-10nm. This method works effectively for nanoemulsion with a 20% oil content because a large 

percentage of oil in the formulation significantly reduce the method’s productivity. The high energy method is one of 

most popular method for preparing nanoemulsion.[37].Table -3 is given below. 

Ultrasound generation 

By using a probe sonicator, this technique transforms the coarse emulsion into the appropriate nanosized emulsion 

droplets. High-sonication sound waves with a frequency of at least 20khz are produced by the probe sonicator. The 

strong sound waves disperse the thick emulsion into tiny, thin droplets known as nanoparticles[5-500nm].It is 

possible to reduce the size to desired levels using a variety of probe types with different diameters. Table -4 is given 

below. 

Low energy methods 

In this technique due to the inclusion of high energy during the manufacturing process low-energy emulsification 

techniques, such as spontaneous method and phase inversion method, are shown to superior than high energy 

emulsification technique.[46] A consistent mixture of a selected oil and surfactant and co-surfactant (Smix) mixture 

phase was produced by utilizing a vortex mixer and a low-energy emulsification technique in the right proportions. 

Purified water was immediately added as a continuous phase after properly combining the oil and (Smix) and the 

system was vortexed until an emulsion that was transparent, clear, and isotropic was obtained of thermodynamic 

stability of the final formulation. [47].Table -5 is given below. 

Phase inversion technique 

In phase inversion technique based on variables like temperature, the chemical environment of the components, 

including pH, ionic strength, and numerous physicochemical properties of the component sutilized phase inversion 

procedures are used to create kinetically stable nanoemulsion. Water in oil(w/o) or oil in water (o/w) emulsion are 

converted into one another throughout the emulsion production process. PIT (transitional-phase inversion) can be 

quickly cooled to produced nanosized emulsion droplets and the necessary polydispersity index. The formulation of 

the thermo sensitive drugs may be at risk because the high temperature is a crucial components of the process. 

Regarding the phase inversion composition (PIC) method, the temperature is held constant and composition change 

is permitted during the inversion process. For the formulation, the most preferred pseudo-ternary phase diagram 

approach is utilized for nanoemulsion formulation.[49]. 

Spontaneous emulsification method  

It involves two liquids phases, one of which is aqueous and the other is organic and is one of the most practical 

techniques for creating nanoemulsions on a lab and commercial scale. It involves two liquids phases, one is aqueous 

and the other is organic, and it is one of the most practical techniques for creating nanoemulsion in both the 

laboratory and on an industrial scale. The organic or oil phase contains components like caproyl 90 or any 

comparable substance, such as acetone, ethyl methyl ketone, etc. in which the medication is pre-solubilized. The 

aqueous phase is composed of a hydrophilic surfactant of various categories, such as tween, span, etc. When the 

organic phase is gently introduced to the aqueous phase and then evaporated, the spontaneous creation of 

nanoemulsion is accomplished. The procedure can benefit from gentle stirring with the aid of a magnetic stirrer, 

which produces small convection currents beneficial in the distribution of oil droplets in the bulk 

solvents[48,50].Table -6 is given below. 

 

PREPARATION OF NANOEMULGEL OR INCORPORATION OF GELLING AGENT IN NANOEMULSION: 

Methods of preparation of nanoemulgel:[55,56] 

Step-1: Preparation of emulsion 

Depending on whether an oil in water or a water in oil emulsion is formulated. 

Step-2: Formation of gel base 

By adding suitable gelling agent. Example- carbopol 940. 

Step-3: Addition of emulsion into gel base: 
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Finally, the formulated emulsion is mixed with gel base to create a nanoemulgel [55]. Figure -2 is given below. 

[Diagram indicates the preparation of nanoemulgel] 

Preparation of gel phase 

By dispersing polymer in purified water while continuously stirring at a reasonable speed with a mechanical shaker, 

the gel phase in the formulation is created. The pH was then corrected to 6-6.5 using triethanolamine 

*TEA+.Emulsion’s oil phase is made by dissolving an emulsifier, such as span 20, in the oil phase, which is made up 

to light liquid paraffin. 

Aqueous phase preparation 

To prepare the aqueous phase, emulsifier like tween 20 are dissolved in distilled water. 

Drug solution preparation 

The drug is dissolved in ethanol[56]. 

CHARACTERIZATION OF TOPICAL NANOEMULGEL 

Measurment of pH 

A pH meter was used to measure the pH of different topical preparation, which ranged from to 6.1 g of gel is 

dissolved in 10 ml of water for testing purposes using digital pHmeter. To prevent errors, the pH of each formulation 

is performed three times. 

Globule size 

To measure this parameter,1.0gm of gel was dissolved in water, agitated to obtain dispersion, and then sample was 

injected in to the photocell of Malvern Zetasizer. 

Swelling index 

10ml of 0.1NNAOH solutions are added to porous aluminium foil that has been coated with 1 gram of topical 

nanoemulgel that has been manufactured. Sample taken periodically; weight recorded until no weight change is 

observed: =[wt-wo]/wo]*100swelling index (SW)% 

Where wo=original weight of the nanoemulgel and (sw)%= percentage of swelling 

Wt.= weight of the nanoemulgel at time t with swelling. 

Measurement of bioadhesive strength 

Bioadhesive strength measurement on each arm of the equipment, a glass slide was situated between two other glass 

plates. A single plate is used to add weight. Between two slides containing rate skin fragment (hairless) precisely 1 

gm of nanoemulgel is positioned. Placing pressure on a single glass slide can lead to the removal of the sandwich of 

two slides. Weight gain is added on at a rate of 200 mg per minute until the skin surface separates. Bio adhesive 

strength was determined by the weight required to separate the nanoemulgel from the skin. It is calculated the 

equation shown below: 

Bio adhesive strength =w/as where w is needed weight (in gm) and a is the area (in cm2) [57] 

Test for skin irritation 

The preparation is applied to a rat’s shaven skin and may unfavourable effects such as a change in skin colour or 

morphology should be monitored for up to 24 hours. The study can employ the entire set of 8 rats.The test is 

considered successful if no irritation happens. The trial should be repeated if the skin irritation symptoms appear in 

more than two animals[58]. 

Physical characteristics 

The colour, homogeneity, consistency and phase separation of the topical emulgel formulation were Visualized [59]. 

Rheological studies 

Using a cone and plate viscometer, the viscosity of the various emulgel formulation s assessed at 25°c with spindle 

count of 62 and connected to a water bath with a thermostat [60]. 

 

CHARACTERISTICS OF NANOEMULGEL 

Stability studies 

The prepared nanoemulgel were placed in aluminium collapsible tubes (5g) and stability tests were conducted on 

them for three months at 500c,250c/60%RH ,300 c/65%RH and 40c/75%RH. At intervals of 15 days samples were taken 

out and examined for their physical characteristics, pH, rheological characteristics, drug contents and drugs release 

profiles. [61] 
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Determining the drug content 

Mix 1 g of nanoemulgel with the appropriate solvent. To get a clear answer filter it. Utilize an ultraviolet UV 

spectrophotometer to as certain its absorption. The same solvent is used to prepare the drug standard formulation. 

By including the value of absorbance in the standard plot, concentration and drug content can be estimated [62].  

Drug content =(concentration × dilution factor × volume taken) × conversion  

Surface morphology 

To visualize the size,shape,and structure of nanoemulgel, TEM ( transmission electron microscope) and SEM 

(scanning electron microscope) description were derived.These techniques are used to obersreve the morphological 

parameters such as size,shape,crystallinity and surface topography of a plain drug and formulated nanoemulgel.any 

variation in crystallization state of developed nanoemulgel cane be easily deteted through microscopic studies [63]. 

FTIR:(Fourier transform infrared spectroscopy) 

Fourier transform infrared spectroscopy is utilized to identify any functional groups that may be present in the 

structure. Quantitative FTIR is used to measure the interaction with excipients and any alteration to the formulation 

of the generated nanoemulgel.[64]. 

Particle size analysis and zeta potential  

Using either the photon correlation spectroscopy technique or the dynamic light scatteing approach,the particle size 

of the synthesized nanoemulgel is determined ionized water is to dilute the produced nanoemulgel (1:1000) before 

measuring the particle size and Zeta sizer (ZS 90, Malvern instrument inc. UK) is used to calculate the zeta potential 

for nanoemulgel utilizing an electrophoretic light scattering technique [65,59]. 

Drug loading efficieny 

Efficieny of nanoemulgel within the formulated nanoemulsion.Entrapment of nanoemulgel within the nano 

emulsion formulation is successfully trapped is known as drug loading efficieny.The concentrationof thedrug were 

determined by using a UV-Visible spectrophotometer at, λmax 299 nm. Entrapment is calculated by -[lefluonamide] 

 Entrapment efficiency =   Actual drug content          × 100 

                                              Theoretical drug content 
 

SPECIALIZED CHARACTERIZATION 

Permeation data analysis: 

When compared to conventional gel, nano emulsions and the nano emulgel formulation had significantly higher 

steady-state flux (JSS), permeability coefficient (KP), and enhancement ratio (ER) permeability parameters. This is 

due to the size of the drug-loaded globules being reduced by nano emulsions and nanoemugel. When compared to 

conventional gel, nanoemugel exhibits steady state flux, permeability coefficient, and enhancement ratio. 

Skin irritancy test 

Male Swiss albino mice weighing 25–30g were used for the skin irritancy test. Standard laboratory settings, including 

temperature (25°c) and relative humidity (55%) were used to maintain the animals. The animals were kept in 

polypropylene cages with six individuals per cage and had unlimited access to a normal laboratory feed (Lipton 

feed, India). The mice's left ear received a single dose of the nanoemugel, while their right ear served as a control. Six 

days' worth of erythema development were observed. 

Studies on in-vitro skin permeation 

Rat abdomen skin was used for in-vitro skin permeation tests on a Franz diffusion cell with a 3.14 cm2 effective 

diffusion area and a 25 ml receiver chamber capacity. The abdomen region's rat skin was completely removed, and 

any remaining hairs were clipped off with an electric clipper. Surgery was used to remove the subcutaneous tissue, 

and fat clinging to the dermis was removed by wiping it with isopropyl alcohol. After being thoroughly cleaned, the 

skin was rinsed with distilled water and kept at -21°c until usage. The skin was warmed to room 

temperature before being put in the Franz diffusion cell so that the stratum corneum side faced the donor 

compartment and the dermal side faced the receiver compartment. 

In-vivo research model 

The Institutional Animal Ethics Committee granted permission to conduct in-vivo investigations, with approval 

number. MRCP/CPCSEA/IAEC/2016-17/PECU/02 and their criteria were adhered to throughout the experiments. 

The carrageene an-induced hind paw Edema method, created by winter et al. 19 in Wistar rats, was used to assess 

Supriya Huljute Ravindra et al., 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69813 

 

   

 

 

the anti-inflammatory and sustaining activities of the optimized formulations. Young male Wistar rats weighing 180–

220 g was randomly assigned to one of three groups, each of which contained six rats: control, nanoemulgel, 

and conventional gel. The animals were housed in typical lab settings with a temperature of 25°c and a relative 

humidity of 55°c and 5%. Six animals were kept in each polypropylene cage, and they were given free access to a 

normal laboratory meal (Lipton’s feed) as well as unlimited amounts of water. Based on the predicted doses for the 

rats. All animals (aside from those in the control group) had their abdomen regions shaved and applied with either 

nanoemulsion gel and regular conventional gel formulations 30 minutes prior to receiving a sub planter injection of 

carrageenan into their right paws. By injecting 0.1 ml of a homogenous 1% (m/m) carrageenan suspension in distilled 

water, paw Edema was generated. Using a digital plethysmometer 20, the paw volume was measured at 1, 2, 3, 6, 

and 12 hours after injection. Periodically, the quantity of paw Edema was measured and expressed as a percentage of 

the original hind paw volume. Each formulation-treated group's percentage suppression of the Edema it created was 

calculated in comparison to the corresponding control group and anti-inflammatory activity results were compared. 

Using these equations [66]. Edema rate (e%) = vt – vo/vo *100 (3) Inhibition rate (i%) = ec – et/ec *100(4) Where ec is 

the Edema rate of the control group and et is the Edema rate of the treated group, vo is the mean paw volume prior 

to CFA injection (in millilitres) and vt is the mean paw volume following CFA injection (in millilitres).[66] 

 

DIFFUSION MECHANISM OF TRANSDERMAL DRUG DELIVERY SYSTEM. 

When a Transdermal drug delivery is applied to the skin, it diffuses to the stratum corneum, the skin's outermost 

layer then moves through the deeper epidermis and dermis. The drugs can enter the skin through three different 

channels. Through the appendages is the initial route. The stratum corneum barrier will be bypassed by the drug 

molecules making their "first cut" into the sweat gland. If the drug molecules are not delivered through the "first cut," 

they typically remain in the stratum corneum's bilayered lipids, where they can then be transported either through 

the transcellular or paracellular routes into the deeper layers of the skin, such as the subcutaneous layer. According 

to the para cellular pathway, the solutes pass through the junction between the cell. The stratum corneum, a very 

fatty layer, must be traversed by the topical drug molecules when they transit via the paracellular route. However, 

they must do so between the cells. The trans cellular pathway, on the other hand, may be used by the molecules of 

topical drugs. Molecules can travel across the cell using this route. The medicine is delivered into the bilayered lipid 

cells that make up the stratum corneum via the trans cellular pathway. Drug molecules will diffuse through these 

bilayered lipids into deeper areas of the skin since the stratum corneum contains a water-soluble environment inside 

of them. The keratin, which is one of the skin's components found in the stratum corneum, may bond to the 

molecules of topical drugs as they travel through the skin.[67] 

 

CONCLUSION 
Nanoemulgel is a nanoemulsion-based system by incorporated a gelling agent that provides the three-dimensional 

structure system. It givese mollient, non-staining, spreadable and readily removed water-soluble effect. 

Nanoemulgel is an incredibly effective delivery method for hydrophobic drugs. It is a powerful alternative delivery 

strategy for the treatment of many diseases because of the high drug loading provided by increased in solubilizing 

efficacy, improved bioavailability provided by better permeability and ability to regulate drug release. 
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Table 1: BCS Classification 

BCS class Solubility Permeability 

Class I High High 

Class II Low High 

Class III High Low 

Class IV Low Low 

 
Table 2 - surfactants and co-surfactants with their respective HLB values [hydrophilic-lipophilic 

balance] 

Surfactants HLB value Co-surfactants HLB value 

Tween 20 16.72 Span 20 8.6 

Pluronic f-68 29 PEG 400 13.0 

Tween 80 15.0 Transcutol HP 4 

Triethanolamine 34 Span 80 4.3 

 
Table 3- literature for nanoemulgel  prepared using high-pressure homogenization method. 

Drugs Excipients Outcome 
Ref 

Luliconazole Carbopol 934, Tween20, PEG 200 

Effective approach for localized delivery 

of luliconazole safely with improved its   

efficacy. 

[38] 

Thymoquinone 

Oleic acid, castor oil Isopropyl myristate, 

PEG 400, Tween 20, Tween 80, Solutol HS, 

sesame oil 

Thymoquinone nanoemulgel accelerates 

the process of wound healing. [39] 

Aceclofenac 
Carbopol 940, labrafil, triacetin, tween80, 

cremophor EL 

Excellent skin permeation compared to the 

marketed sample 

[40] 

Mentha essential 

oil 

Carbopol 94, triethanolamine, tween 80, 

species of candida. 

It shows sustained release and possess 

antifungal activity 

[41] 
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Table 4- Literature for nanoemulgel prepared using ultra sonification method 

Drugs Excipients Outcome Ref 

Diclofenac 

sodium 

Carbopol 940, Glycerol, Tween 

80,triethanolamine. 

Diclofenac sodium shows better flux enhancement 

with propylene glycol as permeation enhancer. 
[42] 

Tenofovir 

Solutol HS, PEG  400, triethylamine, 

hydroxypropyl methyl cellulose 

(HPMC) 

First study to report formulation using a nano drug 

delivery system and potential to revolutionize 

HIV/AIDS treatment. 

[43] 

Griseofulvin Tween80, Pluronic F68, carbopol940 

Enhancement of antifungal and efficacy and used 

for treatment of superficial infection like ringworm 

and tenia pedis 

[44] 

Methocarbamol 
Acconon oil, tween80, carbapol934, 

triethanolamine, sodium benzoate. 

Shows slower release and lower size of droplets 

compared to conventional  formulation due to  

presence of surfactant , hydrogel and acconon oil. 

[45] 

 
Table 5 - Literature for nanoemulgel prepared using low energy method 

Drugs Excipients Outcome Ref 

Retinyl 

palmitate 

Kolliphor® HS, tween 20, 

triethanolamine, glycerol, caproyl90, 

captex®355, capmul® 

Improvement in UV and storage stability with better 

skin permeability having nanoemulsion droplet 

dimension <50nm. 

[16] 

Thymol 

Isopropyl myristate, tween80, tween 20, 

cremophore EL, and rh, (polyethylene 

glycol) PEG 400, carbopol 940. 

Formulation improved antimicrobial efficacy against 

Propionibacterium acnes and have good 

biopharmaceutic characteristics of topical 

application. 

[48] 

 
Table 6 -Literature for nanoemulgel prepared using spontaneous emulsification method 

Drugs Excipients Outcome Ref 

Clobitasol 

propionate and 

cacipotriol. 

Pluronic f-68, tween®20, capmul®, 

captex®355, sodium dodecyl sulfate, 

tween80, labrafil 1944 cs, cremophor 

RH 40. 

Developed nanoemulsion base gel shows 

higher anti-psoriatic activity and negligible 

skin irritation with increased penetration into 

the skin. 

[51] 

Tocotrienols-rich 

naringenin 

Capryol90, tocotrienols, Solutol HS15, 

transcutol-p 

It is thermodynamically stable with good 

spreadability in promising wound 

management associated with diabetes 

complications. 

[52] 

Oxybutynin 

Sodium alginate, hydro propyl methyl 

cellulose (HPMC), tween 80, span 20, 

carboxy methyl cellulose (CMC), 

potassium chloride. 

It shows sustained release property and 

effective skin permeation ability. 
[53] 

Mefenamic acid 
Labrafac WL 1349, labrasol, Transcutol 

P, tween 20, tween 80, labrafil M. 

It shows higher penetration, better skin 

retention and permeability for treatment of 

rheumatoid arthritis. 

[54] 

 

Table 7 – Literature survey of topical drugs used for nanoemulgel 

Drugs Excipients 
Method of 

preparation 
Result Ref 

Tapentadol 
Liquid paraffin, tween 20, peg 400, 

Carbopol 940 NF Carbopol 934 NF 

Aqueous titration 

method 

It enhance solubility, 

bioavailability of poorly 

soluble drug and a potential 

[15] 
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alternative to oral drug 

delivery system. 

Mangosteen 

extract 

Tween 80, Span 80, virgin coconut 

oil, xanthan gum. 

High-speed 

homogenization 

method 

Have better sin penetration 

result by penetrating more 

than 95% in the skin layer 

and study revealed that VCO-

mangosteen nanoemulgel is 

prospective topical 

formulation 

[68] 

Adapalene 
Carbopol 934, soyabean oil, tween 

80, glycerine, isopropyl alcohol. 

Incorporation of 

emulsion into the 

gel method. 

It shows fast release of drug 

and increases in permeability 

across membrane which 

emerged interesting topical 

drug delivery system. 

[69] 

Diflunisal 

Carboxymethylcellulose sodium 

(CMC-Na), xanthan gum, sodium 

alginate (Na-ALG), sunflower oil, 

sandalwood oil, olive oil, 

propylene glycol, tween 20, span 20 

etc. 

Aqueous titration 

method. 

It shows enhancement in the 

solubility for better skin 

permeation and topical anti-

inflammatory activity. 

[70] 

Chlorphenesin 

Hydroxypropyl methyl cellulose, 

carbopol934, triethanolamine, 

tween 20, ethyl alcohol. 

Incorporation of 

emulsion into the 

gel method. 

It shows highest drug release 

and antifungal activity. 
[71] 

Atorvastatin 
Carboxymethyl cellulose (CMC), 

tween80, propylene glycol. 

High pressure 

homogenizer 

method, 

It shows greater retention 

and highest wound healing 

power for topical application. 

[72] 

Ketoprofen 

Labrasol, labrafac, transcutol HP, 

cremophor EL triacetin, Tween 80 

PEG 400. 

Aqueous titration 

method. 

It shows sustained release 

and significantly lower in 

vitro toxicity and nano size 

suggests nanoemulgel intra-

pocket delivery and to treat 

periodontitis. 

[73] 

Chamomile oil 

Propylene glycol, Tween 20, Tween 

80, hydro propyl methyl cellulose 

(HPMC)4000 cp. 

High pressure 

homogenizer 

method. 

It explores an effective in 

treatment of Atopic 

dermatitis with developed 

chamomile emulgel having 

nanometre size shows 

stability for topical 

application 

[74] 

Finasteride 
Vitamin oil, cholesterol, lecithin, 

Acetonitrile. 

High-speed 

homogenization 

method 

It ensures longer duration on 

skin with slower permeation 

and higher efficacy against 

Alopecia. 

[75] 

Eprinomectin 
Carbomer 940, tween80, labrasol, 

acetonitrile 

High-pressure 

homogenizer 

It retains for prolonged 

period of time and hydrogel 

matrix to trap nanosized for 

treatment of endo-and 

ectoparasites. 

[76] 

Fluconazole Span 20, tween 80, carbopol 940, Incorporation of Vegetable oil based emulgel [77] 
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triethanolamine, liquid paraffin. emulsion into the 

gel method 

acts as stable and effective 

compared to liquid paraffin 

based emulgel for topical 

delivery. 

Triclosan and 

flurbiprofen 

Acetonitrile, methanol, citric acid, 

acetone, citric acid, potassium 

bromide. 

Incorporation of 

emulsion into the 

gel method 

Improved release of poorly 

water-soluble drugs and 

increased solubility of such 

drugs and dual action of 

triclosan and flurbiprofen 

loaded nanoemulgel for 

effective treatment of 

periodontitis. 

[78] 

Ciprofloxacin 

HCL 

Linoleic acid, spray-dried cellulose 

nanocrystals, sodium chloride, 

potassium dihydrogen carbopol 

934, span 20, o phosphate, 

pseudomonas aeruginosa. 

Incorporation of 

emulsion into the 

gel method. 

The formulation shows safe, 

biocompatible and promising 

approach for injured skin 

care with antibacterial 

activity. 

[79] 

Clotrimazole 

Carbopol 934, Span20, potassium 

dihydrogen phosphate, methyl 

paraben, ethanol, propyl paraben, 

triethanolamine tween 20. 

Incorporation of 

emulsion into the 

gel method. 

It shows greater drug release 

than conventional 

Creams and gel. 

[80] 

Vancomycin 

HCL 

Carbopol Aqua SF1, Xanthum gum, 

HPMC-K100M., carboxymethyl 

cellulose, Carbopol 974P, Di-

sodium hydrogen. 

Preparation of 

vancomycin 

loaded nanogel. . 

It enhances the antibacterial 

activities of others antibiotics 

by encapsulating it into the 

nanogel topical formulation. 

[81] 

Ebselen 

Dimethylacetamide, Kolliphore® 

ELP, Tween 80, captex®300, 

Soluplus®, poloxamer®, Carbopol®, 

candida albicans. 

Incorporation of 

Emulsion into the 

gel method. 

It increases the solubility and 

efficacy by incorporating it 

into the gel formulation and 

use in treatment of 

candidiasis. 

[82] 

Curcumin 
Labrafac PG, Triacetin, Tween 80, 

PEG400, 

Incorporation of 

emulsion into the 

gel method. 

It enhances the solubilization 

of curcumin and shows 

higher permeation rate 

through skin for the 

treatment of wound healing. 

[83] 

Safrole oil 

Carbopol 940, Dimethyl sulfoxide, 

span, Tween, Diphenyl-1-

picrylhydrazyl [DPPH]. 

Self-emulsifying 

technique. 

It shows higher stability and 

shows greater activity against 

different microbial species. 

[84] 

Rosemary oil 
Tween 80, Span 80, carbopol 940, 

Dimethyl sulfoxide. 

Self-emulsifying 

technique 

It shows higher activity on 

cancer cell line and greater 

bioactive property than crude 

oil. 

[85] 

Amphotericin B 
Sefsol, oil, Tween80, Transcutol-p 

Carbopol gel. 

Slow spontaneous 

emulsification 

method. 

It shows greater penetration, 

low skin irritation, high-drug 

loading capacity, and use to 

treat skin fungal infection. 

[86] 

Piroxicam 
Carbopol 934, Tween 80, Oleic acid, 

Ethanol, Labrasol. 

Aqueous titration 

method. 

It Shows higher permeation 

rate and less drug retain 

significantly shows 

[1] 
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nanoemulgel as better 

alternative to conventional 

gel. 

Quercetin 
Carbopol, cinnamon oil  Tween 80,  

Carbitol®, poloxamer 

Spontaneous 

emulsification 

method. 

It increases the solubility and 

bioavailability of quercetin 

drug and shows potent 

antimicrobial and anti-

inflammatory agent for the 

treatment of periodontitis 

disease in controlled-release 

manner. 

[87] 

Carvedilol 

Oleic acid, Tween 20, Carbitol, 

Carbopol 934, isopropyl myristate 

(IPM), 

 

Aqueous titration 

method 

It enhances the water 

solubility as well as 

bioavailability of carvedilol 

and have sustained and 

Greater absorption by 

overcoming the barrier of 

drug penetration into the 

skin. 

[88] 

Ferulic Acid 
Isosteryl isostearate Labrasol Plurol 

Isostearique, Carbopol 940. 

Spontaneous nano-

emulsification 

method 

It enhances the permeability 

and bioavailability of drug by 

increasing its solubility 

through the nanoemulsion 

(NE) and shows maximum 

antioxidant activity against 

UVA induced oxidative stress 

in rat. 

[89] 

Glibenclamide 

Labrafac, Triacetin   Tween80, 

Diethylene glycol Monoethyl Ether, 

Carbopol 934 

Incorporation of 

emulsion into the 

gel method. 

The current results 

demonstrate that 

Glibenclamide nanoemulsion 

gel for transdermal systems 

demonstrated better 

management of 

hyperglycemia and more 

effectively cured the 

consequences of diabetes 

mellitus than oral 

Glibenclamide treatment in 

Wistar rats. 

[90] 

Miconazole 

Nitrate 

Span 80, Tween 80, propylene 

glycol   sunflower oil, Carbopol 934 

High pressure 

homogenization 

technique. 

The formulation of 

miconazole nitrate 

nanoemulgel is a potential 

technique for the topical 

delivery of medications as 

well as a different way to 

administer drugs that are 

hydrophobic in nature basis 

for soluble gels. 

[91] 

Belimbing Carbopol 940, Tween 80, Span 20, High pressure It is believed to prevent the [92] 
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wuluh 

(Averrhoa 

bilimbi L.) 

Propylene glycol, 

Isopropyl myristate, 

Triethanolamine, Methylparaben, 

Propylparaben, Butylated 

hydroxytoluene, EDTA, Methanol, 

Acorbic acid, and DPPH (2,2-

diphenyl-1-picryl hydrazil) 

homogenizer 

method 

photoaging process. To create 

a nanoemulgel with strong 

physical stability and 

antioxidant activity, the 

formula is not ideal. 

Grape Seed Oil        

and 

Anisotriazine 

Carbopol 940, Tween 80, sorbitol    

methylparaben, propylparaben, 

Span 80, propylene glycol, glycerol, 

ethanol, triethanolamine (TEA) 

High-energy 

emulsification 

method 

The sunscreen nanoemulgel 

made of grape seed oil and 

anisotriazine is more stable. 

[93] 

Calcipotriol 

Isopropyl alcohol and polyethylene 

glycol, Cocoyl caprylocaprate 

(Kollicream3C),  Cetostearyl Ether, 

Kolliphor CS, carbopol 

Preparation of gel 

base to load it into 

nanoemulsion 

formulation. 

Nanoemulgel shows 

significantly improvement in 

delivery of a hydrophobic 

drugs. 

[94] 

Oxiconazole 

Carbopol934, liquid paraffin 

Tween-80 Span-80, Tri Ethanol 

Amine (TEA) 

Preparation of gel 

base to 

incorporated into 

gel form. 

Nanoemulgel shows better 

drug release as compared 

other conventional gel and 

creams. 

[95] 

Cyclosporin A Lubrizol, Poloxamer188, Castor oil 

Incorporation of 

emulsion into the 

gel method 

Nanoemulgel higher drug 

release which turns to 

improves its bioavailability of 

topical dosage form. 

[96] 

Flurbiprofen 

Turpentine oil, castor oil, 

Eucalyptus oil, propylene glycol 

(PG), and Carbopol-934, Tween 20, 

Tween 40, Tween 80, and isopropyl 

myristate (IPM) 

High pressure 

homogenizer 

It shown increase in the 

solubility and bioavailability 

of drug. 

[97] 

Telmisertan 

Sefsol 218 and oleic acid (oil mix), 

Tween 20, Capryol 90, Labrafac, 

Labrafil 2125, Labrafil 

1944,Lauroglycols, Transcutol HP, 

Solutol HS-15 

Aqueous titration 

method 

It shows the sustained release 

and improved mucoadhesive 

property. It is an   alternative 

approach for the treatment of 

dementia for direct nose-to-

brain delivery with effective 

penetration. 

[98] 

Terbinafine 

Peceoloil, Propylene glycol, Tween 

80 and Propanol Cremophor 

RH40® castor oil, Maisine35-1® 

(Glycerol monolinoleate), 

Caproyl90® (propyleneglycol 

monocaprylate), Labrafil 

Transcutol Carbopol 940 

Terbinafine 

High pressure 

homogenizer 

method 

It shows improve in its 

solubility with highest 

permeability and shows 

antifungal activity to treat 

Candida infection. 

[99] 

clove essential 

oil 

Polyoxyethylene (20) sorbitan 

monooleate (tween 80®) croton oil, 

Labrasol, Dimethyl sulfoxide 

(DMSO) 

Incorporation of 

emulsion into the 

gel method 

It introduced the 

phytomedicine field as 

promising topical delivery 

systems for effective 

treatment of inflammatory 

diseases 

[100] 
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Fluconazole 
Clove oil, Carbopol 934, Tween 20 

Candida albicans. 

Aqueous phase 

titration method 

fluconazole loaded 

nanoemulgel shows 

fungicidal activity against 

Candida albicans and have 

higher zone of inhibition. 

[101] 

 

 
 

fig 1 – skin penetration pathways 

 

fig 2- diagram indicates the preparation of 

nanoemulgel  
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The enzymes α- amylase and α-glucosidase amplify postprandial blood glucose in patients of diabetes, 

while dipeptidyl peptidase IV inhibits the polypeptides that regulate insulin secretion. Inhibition of these 

enzymes can help in controlling diabetes. The mushroom Volvariella volvacea was selected for the study to 

determine its inhibitory activity of these enzymes as this mushroom had already shown in-vitro 

antidiabetic activity in a previous study. The IC50 values of LE and ODE of V. volvacea was and reference 

drug acarbose were found to be 28.11, 54.10 and 20.24μg/ml respectively for α-amylase enzyme inhibition. 

While for α-glucosidase inhibition IC50 values of LE and ODE of V. volvacea was and reference drug 

acarbose were 22.04, 40.93 and 26.21μg/ml respectively. The IC50 value in inhibition of DPP-IV enzyme 

were 34.24μg/ml for the reference drug sitagliptin while IC50 value of LE and ODE of V. volvacea was 

found to be 49.09μg/ml and 76.08μg/ml, respectively The result suggests both the extracts exhibited 

significant α-amylase and α- glucosidase inhibitory action, but not very promising DPP-IV enzyme 

inhibition. The LE of V. volvacea is more active compared to ODE in vitro enzyme inhibitory activity 

assays. The study concludes that the more polar fraction of the mushroom constituents is accountable for 

its activities. 

 

Keywords: Diabetes, α- amylase, α-glucosidase, DPP-IV, V. volvacea, enzyme inhibitory activity. 
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INTRODUCTION 

 
Hyperglycaemia or diabetes is a condition that is due to inactivity of insulin or deficiency in secretion of insulin. In 

some cases both the condition may occur. The second condition where the ailment is not dependent on insulin is 

called diabetes mellitus (DM). It is also termed as type 2 diabetes. In this condition there might be unusual glucose 

tolerance as well as resistance to insulin [1, 2]. Medically diabetes is a disorder caused in metabolism of endocrine 

system [3]. In this glucose metabolism is not proper and it affects balance of cellular metabolism of lipid and 

carbohydrate [4]. It is a very complex disease that is the major cause for disorder in metabolism of fat, carbohydrate 

as well as protein. The defective metabolisms later results in micro as well as macro changes in vascular system and 

thereafter secondary problems arises [3]. It further results in a condition called postprandial hyperglycaemia, which 

is the reason for type 2 diabetes that is not dependent on insulin [5]. Postprandial hyperglycaemia results in the 

higher glycation end product formation. These products promote aging and other diabetic problems [6]. When 

hyperglycaemia becomes chronic it manifests into damage in long-term and in number of organs. Those are failure 

or functional problems of, nerves, kidneys, eyes, cardiovascular ailments, strokes, serious wounds and even 

blindness [1]. One of the significant approaches in therapy and management of hyperglycaemia is to control glucose 

level in blood by decreasing glucose production and also its absorption in gastrointestinal system [7,8]. 

 

In our system digestive enzymes, such as α- amylase as well as α-glucosidase are responsible for catalyzing the 

hydrolytic cleavage of carbohydrates which in turn produces sugars in blood. In the first step α-amylase breaks 

down the bonds of glycosides of starch (polysaccharides) to form three main products, which are maltose, maltriose 

and limit dextrins. After this step α- glucosidase catalyzes the last step of digestion of starch and disaccharides. The 

enzyme α amylase is present in saliva as well as in digestive system. The enzyme present in saliva breaks starch and 

other polysaccharides into dextrin and maltose and where as the pancreatic amylase at random breaks α (1-4) 

glycoside linkage of amylose to form maltose, or maltotriose and dextrin. On the other hand α- glucosidase is an 

enzyme that is found in intestinal cell membrane and its function is to hydrolyze polysaccharides [9,11]. If these two 

enzymes are inhibited, hydrolysis of carbohydrate will go down and this will help to control sudden increase in 

postprandial glucose levels in blood after a carbohydrate diet. This strategy can play an important role in 

management of glucose levels in blood [12]. There are other factors also that play very important role in the progress 

of DM. Deficiency or resistance of incretin is also an important factor [13]. Two polypeptides are said to be major 

incretin, one of them is glucagon like peptide-1 or GLP-1, and the other is glucose dependent and insulinotropic in 

nature or GIP. These two are secreted in the gastrointestinal tract. They are secreted as soon as a meal is ingested 

[14]. These two have the ability to increase secretion of insulin that is dependent to glucose there by the secretion of 

glucagon is suppressed [15]. There is a very complex relation of GIP and glucagon.  

 

GIP in fact works like hormone and increases glucagon response during hypoglycaemia, while it enhances the rate of 

secretion of insulin during hyperglycaemia and this helps in stabilizing glucose in DM *16+.  There is an ‚incretin 

effect, when there is resistance or deficiency of incretin. The effect is defined as magnification of secretion of insulin 

after an oral load of glucose when compared to response of insulin seen when same glycemic level is attained when 

an intravenous glucose infusion is given [17]. The lives of both, GLP-1 as well as GIP is short as they are quickly 

broken down by an enzyme dipeptidyl peptidase IV or DPP4. DPP4 is an enzyme that is present in almost all the 

tissues. This is present in soluble form in cell membranes as well is in plasma [18]. This enzyme DPP4 is a 

glycoprotein and it cuts down the N-terminal dipeptides from a wide range of substrates. They include the growth 

factors, cytokines, neu-ropeptides, and also from incretin hormones. The effect of DPP4 is very significant in disease 

like diabetes, cancer, inflammation as well as in obesity. The two incretin hormones GIP and GLP-1are the major key 

in regulating postprandial insulin secretion, therefore in recent years DPP4 inhibitors from gliptin family have 

become very popular for the management of type2 diabetes [19,20,21]. For the management of diabetes as well as 

controlling blood glucose levels many classes of drugs are available today. They include biguanides, meglitinide, 

sulfonylureas, non- sulfonylureas, thiazolidinediones, along with different inhibitors of enzymes that play major role 

in regulation of insulin and sugar in blood [22]. However, most of these are not very specific in their action which is 
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the main cause for their unpleasant side effects like flatulence, diarrhoea, cramping etc [23]. This is why since last 

few years several researchers have directed their attention towards harnessing the medicinal value of plants for the 

management of diabetes [24].  Scientists have shown that the phytoconstituents of medicinal plants exhibit a variety 

of mechanism to manage and control diabetes. Some act on beta cells of pancreas to augment the secretion of insulin, 

while some of them have insulin like activity and many of them act by modifying the utilization of glucose. Those 

herbal drugs that modify utilization of glucose have been found to do so by changing the viscosity of contents in 

gastrointestinal tract which in turn delays gastric emptying or they may delay the absorption of glucose [25]. The 

delay in glucose absorption affected is by reducing the digestion rate. This is possible when the inhibition of α-

amylase enzyme present in intestine. This enzyme is responsible for digestion of polysaccharides in to 

monosaccharides which are then absorbed. This inhibition causes decreased absorption of glucose and thus 

postprandial blood glucose level is controlled [26]. 

 

Mushrooms are macro fungi belonging to Ascomycetes and Basidiomycetes class. They are fleshy in nature with a 

distinct fruiting body. They are easily visible by naked eye and they are comfortably picked up by hand [27]. There 

are about 38,000 mushroom varieties and out of this only 300 varieties are edible. However only 30 of them could be 

domesticated but only 10 of those species are presently grown commercially [28]. Literature shows that since 

primitive ages there has been quite extensive use of mushrooms as foods, as flavours in food as well as for medicinal 

purpose [29]. Mushrooms contain proteins in very high quality, they are also rich in fibres, minerals and vitamins 

which aids in their easy digestion. A mushroom diet has the potential to control the cholesterol and glucose levels in 

blood. In traditional folk medicine, several mushroom species and their different products have been used as 

medicines for many diseases in all over the world for ages [30]. V. volvacea or paddy straw mushroom is safe to eat 

and consumed in many parts of tropical world. The biochemical analysis of this mushroom has shown that it has 

many phytoconstituents that have application as medicine in number of diseases.  

 

V. volvacea has good nutritional qualities as well as medicinal properties therefore it is an attractive candidate for 

development of development of drugs and nutraceuticals [31]. It was reported that aqueous ethanolic extract of V. 

volvacea mycelium exhibited significant ferric reducing, lipid peroxidation-inhibiting, hydroxyl radical scavenging 

and also DPPH radical scavenging property. It also exhibited significant antitumor action on solid and ascites 

tumours [32]. V. volvacea is has been employed in folk and traditional system of medicinal in our country. Reports 

show that it has anti-tumor, immune modulatory and immunosuppressant properties. It is very rich in protein, 

vitamins and fibers. It also is good source of carbohydrates (56.8%), and all essential amino acids. It has very little fat 

(5.7%) but appreciable amounts of unsaturated fatty acids and essential minerals. The reports of investigations of V. 

volvacea show that it possesses several phytochemicals that have significant medicinal properties [33]. It has been 

reported that hydroalcoholic extract of V. volvacea possesses carbohydrates, alkaloids, flavonoids, glycosides, 

tannins and saponins. It contained significant amounts of phenols and flavonoids. The extracts exhibited noteworthy 

DPPH and superoxide anion radical scavenging property [34]. Another study with the same extracts have shown 

significant anti diabetic activity diabetic rat model [35]. V. volvacea was therefore selected for further investigation to 

get an insight into its antidiabetic potential. Study was carried out to find inhibitory action on a few enzymes like 

DPP-IV, α-glucosidase along with α-amylase. 

 

METHODS 

 
Cultivation and collection of mushroom 
V. volvacea spawn were procured as gift from the Agriculture University of Raipur that is situated in the state of 

Chhattisgarh in India. In the mushroom cultivation centre of Columbia Institute of Pharmacy, Raipur the spawns 

were grown. 
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Preparation of Material 

When the mushroom got completely matured they were harvested. Mushroom was washed to remove all the dirt. 

The mushroom was dried under sun to remove extra moisture and after that was dried further in shade. The dried 

mushroom was ground into coarse powder and kept an air tight container. 

Preparation of extracts 

Powdered V. volvacea (1 Kg) was added to petroleum ether and macerated for one week. Every day the maceration 

container was shaken for 6 hours in orbital shaker to improve maceration activity. At completion of maceration 

process the macerated material was subjected to filtration. The filtrate was kept on water bath to dry, while marc was 

placed intray drier at 40oC till it completely dried. The dried marc was further extracted with hydroalcoholic mixture 

(ethanol 70% and water 30%) by maceration at room temperature for ten days; during this period the flasks 

containing the drug and solvent mixture were kept on rotary shaker for six hours to enhance extraction. After 

completion of this process the extract was filtered. This hydroalcoholic extract was then divided in two equal 

parts. The two different parts were dried by different methods. One part was dried by lyophilizing it at - 20ºC, and 

the other part was dried in hot tray drier at 50ºC. During drying the extracts were weighed periodically and both the 

process were carried out till a constant weight of extract was obtained. The lyophilized extract (LE) and the oven 

dried extract (ODE) were weighed and then stored separately in air tight container in refrigerator. 

 

α-amylase enzyme inhibitory activity [36] 

200 μl of sodium phosphate buffer (0.02 M) was combined with the enzyme α amylase (20 μl). Different 

concentration (20-100 μg/ ml) of LE, ODE, and acarbose were mixed separately to above in different micro test tubes 

and sealed. These test tubes were kept for incubating them at normal room temperature for about ten mins. After that 

in every test tube starch (200 μl) was added separately. The reaction was stopped by addition of DNS reagent (400 μl) 

in every test tube thereafter they were heated for 5 minutes in water bath. Lastly test tubes were cooled and distilled 

water (15 ml) was added in each test tube, respectively. Then absorbance was observed at 540 nm. A control group 

was also taken in which no extract or drug was added. Percentage inhibition was found by putting the values in the 

formula given bellow. 

                          Abs control – Abs sample 

% Inhibition =                  Abs control X 100 

 

α-glucosidase enzyme inhibitory activity [36] 

The inhibition of α-glucosidase enzyme was calculated by the computing liberated amount of 4-nitrophenol out of p-

nitrophenyl α-D glucopyranoside. p-nitrophenyl α-D-glucopyranoside (0.3 ml) 10 mM was mixed with 1.0 ml of 

potassium phosphate (0.1M, pH: 6.8) followed by addition of α-glucosidase enzyme solution (0.2 ml). 0.2 ml of LE, 

ODE and acarbose were mixed separately diverse concentrations respectively to above in different micro test tubes. 

Then water was added to all the test tubes to make their volume up to 1.7 ml. Thereafter the test tubes were kept at 

37º C to incubate for 30 min. The reaction was then blocked by the addition of 100 mM sodium carbonate (2.0 ml) in 

every test tube. The p- nitrophenol that liberated during the reaction time was measured by spectrophotometer at 400 

nm. Percentage Inhibition for each was determined by the formula given below. 

% Inhibition =    Abs control – Abs sample 

 X 100 

                                                Abs control 

 

α-glucosidase enzyme inhibitory activity [36] 

The inhibition of α-glucosidase enzyme was calculated by the computing liberated amount of 4-nitrophenol out of p-

nitrophenyl α-D glucopyranoside. p-nitrophenyl α-D-glucopyranoside (0.3 ml) 10 mM was mixed with 1.0 ml of 

potassium phosphate (0.1M, pH: 6.8) followed by addition of α-glucosidase enzyme solution (0.2 ml). 0.2 ml of LE, 

ODE and acarbose were mixed separately diverse concentrations respectively to above in different micro test tubes. 

Then water was added to all the test tubes to make their volume up to 1.7 ml. Thereafter the test tubes were kept at 

37º C to incubate for 30 min. The reaction was then blocked by the addition of 100 mM sodium carbonate (2.0 ml) in 
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every test tube. The p-nitrophenol that liberated during the reaction time was measured by spectrophotometer at 400 

nm. Percentage Inhibition for each was determined by the formula given below. 

 

% Inhibition =         Abs control – Abs sample X 100 

                                                 Abs control 

 

Dipeptidyl peptidase IV (DPP-IV) inhibitory action [36]  

Method of DPP-IV enzyme isolation 

100mg of tissues taken from goat intestine homogenized in 300μl of cold PBS in which 1% Triton X-100 and 100 

KIU/ml aprotinin was present. This mixture s was centrifuged for 10 min at 100 rpm. Supernatant liquid was 

decanted into eppendorf tubes, and were subjected to centrifugation again at 20,000 rpm for 10 min at 4°C. Tris–HCl 

buffer at pH 8.0 measuring 0.1 M/L was taken and DPP-IV was suspended into it. 25μL of LE and ODE was prepared 

separately in which equal volumes of substrate, Gly- Pro- p-nitroanilide measuring 1.6 mM, was added. These 

mixtures were thereafter incubated for 10 minutes at 37°C. There after DPP-IV at concentration of 0.01 U/mL and 

measuring 50μL was mixed with 0.1 M/L of Tris–HCl buffer which had a pH of 8.0. This mixture was made for all the 

test tubes and mixed in to every test tube respectively. The test tubes were kept again for incubation for 60 minutes 

37º C. After 60 minutes reaction was stopped by the adding in every test tube of sodium acetate buffer at 

concentration of 1 M/L, at pH of 4.0 and measuring 100μL. The liberated hydrolysis product, p-nitroanilide, was 

measured by spectrophotometer at 405nm. 

% Inhibition=  Abs control – Abs sample X 100 

                            Abs control 

 

RESULT AND DISCUSSION 
 

The strategy to inhibit digestive enzymes like α-amylase, α-glycosidase as well as DPP-IV is believed to be successful 

process to manage diabetes. The phytoconstituents from medicinal plants are very promising as they are well 

tolerated and have little side effects when compared with synthetic oral hypoglycaemic drugs available in market 

today [37, 38, 39, 40]. This study was based on study of bioactive principles of V. volvacea for management of type 2 

diabetes. DM at one point of time was considered as maturity onset diabetes. However increase in obesity has 

resulted in increased risk of this disease in childhood [41]. The treatment is in this disease is to maintain levels of 

blood glucose and prevent the progress of other disorders associated with it [42]. Inhibitory activity of LE and ODE of 

V. volvacea on α-amylase enzyme Both extracts LE along with ODE significantly inhibited α-amylase enzyme in 

generation of maltose in a concentration-related manner. The calculated IC50 values were 28.11μg/ml and 54.10μg/ml 

respectively for inhibitory activity of α-amylase enzyme (Table 1) (Fig 1-2) for the extracts. Inhibitory activity of 

standard drug acarbose was found to be 50% at 20.24μg/ml (Table 1, Fig 3). The α-amylase enzyme aids hydrolysis of 

α bandings in polysaccharides present in starch along with glycogen, maltose, and glucose *43+.  This is the chief type 

of amylase that exists in all the mammals including humans and its inhibition is very significant for managing 

diabetes and controlling blood sugar levels [44].  V. volvacea extracts ODE as well as LE along with reference drug 

acarbose presented concentration dependant α-glucosidase inhibitory action (Table 2).  

 

Extracts LE as well as ODE showed 50% inhibition of α-glucosidase at 22.04μg/ml and 40.93μg /ml respectively (Fig 

4-5), while reference Acarbose displayed 50% inhibition at 26.21 μg/ml (Fig.6).Enzyme α-glucosidase is present in the 

small intestine at its brush end and it acts upon α (1– 4) bonds [45, 46, 47, 48,49]. It breaks down starch as well as 

disaccharides to glucose and the enzyme maltase decomposes maltose. However main function of α-glucosidase is to 

bring about hydrolytic cleavage of incurable non reducing (1–4) attached α-glucose that releases lonely α- glucose 

molecule, hence its inhibition is a key step in regulation of blood glucose and management of DM [50]. Table 3 shows 

activity of LE and ODE and reference drug sitagliptin on inhibition of DPP-I enzyme. The LE and ODE exhibited 50% 

inhibitory activity of DPP-IV enzyme at 49.09μg/ml and 76.08μg/ml, respectively (Fig 7-8). However the reference 

drug sitagliptin 34.24μg/ml showed 50% inhibition on DPP-IV (Fig 9). DPP-IV as an enzyme was discovered in 1966 
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as glycylprolyl ß-naphthylamidase. It was later found that it could release glycylprolin that is responsible to produce 

ß-naphthylamine that can be detected by colorimetric methods. Enzyme DPP-IV is a group of serine proteases that is 

there in high amount in the luminal membrane of intestinal epithelial cells. The enzyme DPP-IV works very fast and 

breaks incretin hormones that play a major role in maintenance of glucose level [51, 52, 53].  The inhibitors of DPP-4 

increases body's capability to manage glucose in blood by enhancing levels of hormone incretin in human system. 

The mechanism of action of drugs of this class is dissimilar to other type of oral hypoglycaemics. The drugs of this 

class maintain blood glucose by activating secretion of insulin from pancreas and sending signals to decrease glucose 

production to liver. Inhibitors of DPP-4 have exhibited in present diabetes management and also lowered threat of 

hypoglycaemia along with no effect on weight of body as reported in several vitro studies. These drugs have also 

reported to show renewal of pancreatic beta-cells [54]. 

 

CONCLUSION 
 

The IC50 values of LE and ODE of V. volvacea was and reference drug acarbose were found to be 28.11, 54.10 and 

20.24μg/ml respectively for α-amylase enzyme inhibition. While for α-glucosidase inhibition IC50 values of LE and 

ODE of V. volvacea was and reference drug acarbose were 22.04, 40.93 and 26.21μg/ml respectively. The IC50 value 

in inhibition of DPP-IV enzyme were 34.24μg/ml for the reference drug sitagliptin while IC50 value of LE and ODE of 

V. volvacea was found to be 49.09μg/ml and 76.08μg/ml, respectively. The result suggests that DPP-IV inhibitory 

action of ODE and LE was not very significant as compared to their α-amylase and α-glucosidase inhibitory action. 

The study however shows that f V. volvacea possesses significant enzyme inhibitory activities and the extracts 

possess excellent hypoglycaemic and antidiabetic potential. The results have shown that LE of V. volvacea is more 

active compared to ODE in vitro enzyme inhibitory activity assays. The study concludes that the more polar fraction 

of the mushroom constituents is accountable for its activities. It is required to carry further studies on this species so 

that it can be incorporated in nutraceuticals or as food supplement for management of diabetes.        
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Table 1: Inhibition values of alpha-amylase by reference drug Acarbose and extracts LE and ODE of V. 

volvacea 

 
 
 

 

 

 

 

 

 

 

 

 

 
 Values are mean ± SEM of three determinations 

 

Table 2: Inhibition values of α-glucosidase by reference drug Acarbose and extracts LE and ODE of V. 

volvacea 

Concentration 

(μg/ml) 
% inhibition by LE 

IC50 

(μg/ml) 

LE 

% inhibition by 

ODE 

IC50 

(μg/ml) 

ODE 

% inhibition 

by Acarbose 

IC50 

(μg/ml) 

Acarbose 

20 45.36±0.62 

 

 

 

22.04 

27.91±0.53 

 

 

 

40.93 

41.32±0.29 

 

 

 

26.21 

40 70.41±0.17 48.73±0.42 68.53±0.38 

60 93.58±0.73 70.16±0.94 86.39±0.42 

80 114.74±0.51 92.53±0.38 112.48±0.93 

100 131.54±0.34 105.18±0.42 132.61±0.71 

Values are mean ± SEM of three determinations 

 

Concentration 

(μg/ml) 
% inhibition by LE 

IC50 

(μg/ml) 

LE 

% inhibition by ODE 
IC50 (μg/ml) 

ODE 
% inhibition by Acarbose 

IC50 

(μg/ml) 

Acarbose 

20 37.26±0.49 

 

 

 

28.11 

23.14±0.26 

 

 

 

54.10 

49.35±0.31 

 

 

 

20.24 

40 62.52±0.37 36.47±0.47 75.52±0.52 

60 89.67±0.52 52.36±0.92 93.81±0.94 

80 102.42±0.67 76.13±0.34 116.32±0.47 

100 116.92±0.85 86.41±0.18 138.73±0.18 
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Table 3: Inhibition values of DPP-IV by reference drug Sitagliptin and extracts LE and ODE of V. 

volvacea 

Concentration 

(μg/ml) 
% inhibition by LE 

IC50 

(μg/ml) 

LE 

% inhibition by ODE 

IC50 

(μg/ml) 

ODE 

% inhibition by Acarbose 

IC50 

(μg/ml) 

sitagliptin 

20 28.19±0.78 

 

 

 

49.09 

17.62±0.65 

 

 

 

76.08 

35.47±0.84 

 

 

 

34.24 

40 40.65±0.52 26.83±0.42 58.68±0.53 

60 54.38±0.91 38.17±0.39 72.15±0.76 

80 77.82±0.58 51.59±0.58 96.54±0.24 

100 96.14±0.27 65.32±0.19 118.62±0.39 

Values are mean ± SEM of three determinations  

 

  

Fig 1: The α-amylase inhibitory action of LE Fig 2: The α-amylase inhibitory action of ODE 

 

 

Fig 3: The α-amylase inhibitory action of Acarbose 

Inhibitory activity 

Fig 4: The α-glucosidase inhibitory action of LE 
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Fig 5: The α-glucosidase inhibitory action of LE ODE Fig 6: The α-glucosidase inhibitory action of Acarbose 

Inhibitory activity of LE and ODE of V. Volvacea on 

DPP-IV enzyme 

 

 

Fig 7: The DPP-IV inhibitory action of LE Fig 8: The DPP-IV inhibitory action of ODE 

 

Fig 9: The DPP-IV inhibitory action of sitagliptin 
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Siddha medicine classifies the diseases  Mainly On the basis of derangement of 3 major humors namely 

vatham, pitham and kabam. One such classification is moolam. There are 21 types of moola m mentioned in 

Yugi Vaithiya Chinthamani-800.  There are many formulations in siddha system of medicine for treating 

moolam. One among them is Oma chooranam -Tachyspermum ammi powder. This review aims to explore 

about siddha medicine Oma  chooranam for the treatment of moolam (Internal hemorrhoids).Oma chooranamis 

a single herbal formulation. This review paper discusses about the ingredient of the siddha herbal 

medicine Oma chooranam and its pharmacological action, medicinal uses and its scientific review 

mentioned in various research studies. Based on results of the review, Oma chooranam is having the 

potency of relieving the symptoms of moolam (Internal hemorrhoids). 
 

Keywords:  oma chooranam, Internal Hemorrhoids, Moolam, siddha, Tachyspermum ammi 

 

INTRODUCTION 
 

Hemorrhoid disease is the gastrointestinal diagnosis which takes fourth leading position in outpatient diagnosis 

worldwide. It arises from congestion of the internal and/or external venous plexuses around the anal canal. It has 

muscular mass specifically like tuber in anal region[1]. Classification Of Diseases Is mainly based on derangement of 

3 major humors namely vatham, pitham and kabam. There are 4448 diseases. One among them is moolam. There are 

21 types of Moolam Mentioned In Yugi Vaithiya Chinthamani-800 [2]. It occurs due aggravated Vatham and 
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Pithamhumors. Its general symptoms are Constipation, difficult defecation, hard stools which cause discharge of 

blood from the fleshy growths– T.V Sambasivam pillai Agaraathi[3]. In siddha system of medicine,many 

formulations are prescribed for -the management moolam. The drug oma chooranam is indicated for Internal 

hemorrhoids. It contains Omam (Tachyspremum ammi Hook.f). The drug is having Anti hemorrhoidal[6], Anti – 

inflammatory[4], laxative[5]activities which makes it a good option for the management of moolam. This article 

reviews the pharmacological action, medicinal uses of siddha formulation oma chooranam which is mentioned in  The 

Siddha Pharmacopoea of India Part 1 Vol 2[7]. 

 

MATERIALS AND METHODS  
 

Standard Operating Procedure for Omachooranam 
Required Raw Drug 
Omam (Tachyspermum ammi.L.) 
 

Purification of Raw Drug 
Soak omam in lime water and dry it[8] 

 

Method of Preparation 
Step 1 : Saute Omam for 7 times and remove the dust 
Step 2 : Omam is then powdered and filtered [7] 

 
 

RESULT 
Name of the drug: ‚Oma Chooranam’’ 

 
Omam 
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Botanical name : Trachyspermum ammi.L. 
Synonyms: Asamotham, Thippiyam[9] 
Taxonomic Classification[10]: 
Kingdom: Plantae- 
Division: Magnoliophyta 
Class: Magnoliopsida 
Order: Apiales 
Family: Apiaceae 
Genus: Tachyspermum 
Species: ammi 

 

Parts Used: Seed 
 

Habitat:[27] 
Omam belongs to 'Apiaceae' family. It grows well in temperate areas all over the world .It is an annual herbaceous 

plant and has fruits or seeds which are greyish brown in colour. It is an annual, erect, branched, minutely pubescent 

plant which grow suntil 90 cm. 
 
Description[7] 
Fruit, a cremocarp, entire or separated into mericarps in the bulk drug which is greyish brown in colour, ovoid in 

shape, compressed with 2 mm long and 1 mm wide. It has protuberances which are pale in colour with 5 pale 

coloured primary ridges; each of the 2 mericarps contain 5 ridges; It smells like thymol and has pungent taste. 
 

Organoleptic Characters: 
Taste : Acrid 
Character: Heat 
Division : Acrid  

 

Action[9] 
 Carminative 
 Antiseptic 
 Anti spasmodic 
 Stimulant 
 Sialogogue 
 Tonic 
 Stomachic  
 
Powder: Oily, greyish-brown; shows fragments of epidermis with papillae, yellow brownish septate vittae in surface 

view.It contain oil globules and endosperm cells arranges in groups. 
 
General Characteristics of Omam[9]: 
சீதசுங்காசஞ்சசிாந்த்சபாருல் 
பபதியிரசச்ல்கடுப்புபபா்-ஓதிருல் 
பல்சலாடுபல்மூல்பகமிரைபநாசன்சசயுபா?  
சசால்சலாடுபபா்ஓசனசச்சால். 
- Padharthaguna chinthamani 
Medicinal Uses: 
 Increases appetite 

 Indigestion 
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 Fever due to chills 

 Kabha diseases 

 Diarrhea 

 Hemorrhoids 

 Flatulence  

 

Scientific Review 

  

Phytochemical Constituents 
 Tannins, Saponins , Cardiac glycosides, Flavonoids, Alkaloids[11] 

 Fibre(11.9%), saponins, carbohydrates(38.6%) ,moisture content(8.9%), protein(15.4%),fat(18.1%), flavone, 

tannins, glycosides and mineral matter (7.1%) containing iron, calcium, phosphorous and nicotinic acid[12].  

 The fruits of Omam  yields2% to 4% essential oil which is brown in colour. 

 35% to 60% thymol is it essential constituent [13] 

 Many components comprising α-thujene, styrene, α-phyllanderene, β – pinene, terpinene-4-ol,carvacrol, 

sabinene, γ -terpinene pcymene, α –pinene, thymol, β – phyllanderene, and δ-3-carene were found through GLC 

and GC-MS analysis [14] 

 6-O-β-glucopyranosyl oxy thymol have been found in fruits. Two new glycosyl constituents namely 6-hydroxy 

carvacrol 2-O-β-D-glucopyranoside and 3,5-dihydroxytoluene 3- O-β-D-galactopyranoside were identified[15] 

 Chauhan et. al., Am. J. PharmTech Res. 2012; 2(4) ISSN: 2249-3387 333 www.ajptr.com ← Fruits of ajwain contain 

various minerals like cadmium, calcium, copper, iron aluminium,  and lithium whereas nitrates and nitrite were 

not detected in Ajowan fruit[16] 

 The fruits afforded riboflavin, nicotinic acid, manganese, calcium, chromium, cobalt, thiamine, copper, iodine, 

carotene,  iron, phosphorus and zinc [17] 

 

Pharmacological Activities 

1.Cytoprotective, Anti-secretory, Anti-ulcer-Gastroprotective [18] 

Extract of Trachyspermum ammi fruit produced a  decrease in the ulcer index indicated by increase in percentage 

protection from ulcers.  

2. Anti bacterial activity[20] 

A maximum zone of inhibition was found in the methanolic extract. 

3.Anti oxidant ativity[18] 

Recent reports shows  highly positive relationship between total phenols and antioxidant activity. 

4.Anti-hemorrhoidal activity[6] 

Tachyspermum ammi exert anti-hemorrhoid and anti-diarrheal activity. 

5.Anti-inflammatory activity[4] 

Tachyspermum ammi exert anti-inflammatory activity. 

6.Anti cancer activity[19] 

The possible mechanism of its anti cancer activity may be by apoptosis which is induced by DNA fragmentation.It 

might be due to active phytochemicals such as alkaloids, phenols and flavonoids found in the extracts.  

7.Hepatoprotective activity[22] 

Itexhibit preventive effects against CCl4-induced prolongation of pentobarbital sleeping time as well as equilibrating 

the level of Aminotransferases (AST and ALT) , Alkaline Phosphatase (ALP), hepatic enzymes, and during liver 

damage. 

8.Anti hyperlipidemic activity[21] 

Tachyspermum ammi exert anti-hyperlipidemic activity. 
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DISCUSSION 

 
According to review of literature of Oma chooranam, the following contents were reviewed-parts used, morphology 

family, pharmacological actions, indications for which it is prescribed. Omam is having carminative and anti 

spasmodic activity which helps in the treatment of moolam. The laxative action of the drug helps in relieving 

constipation .Oma chooranam is having anti-hemorrhoidal activity which indicates that it is effective in treatment of 

hemorrhoids. Anti hyperlipidemic action of omam makes it a good option in the treatment of dyslipidemia. I can also 

be used in treating liver diseases since the drug is having hepatoprotective activity. 
 

CONCLUSION 
 

Based on various siddha texts, the ingredient of Oma chooranam are commonly used in treating the various diseases. 

The pharmacological activities of ingredient are hepatoprotective, Anti-inflammatory, Antioxidant, Anti cancer 

activity, Cytoprotective, Anti-secretory, Anti-ulcer-Gastroprotective, Antihypertensive, antispasmodic and broncho-

dilating activity. Therefore the medicine  could be very effective in the management of Moolam(Internal 

hemorrhoids). The availability of the drug is easy, single drug, safe to administer, minimal sources are required and 

is cost effective. Further clinical studies has to be carried out for exploring this siddha medicine. 
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Trigeminal neuralgia, commonly referred to as ticdouloureux (TD), is a paroxysmal kind of intense, 

piercing, stabbing pain that resembles an electric shock and typically affects the second and third regions 

of the face on one side.Characterizedbyseizures.TD is sometimes referred to medically as" the worst pain 

known to mankind" and "a suicidal disorder."Triggered by chewing, talking, cold wind, and touching the 

trigger site. In most cases, The TD patients who were partially responsive or refractory to 

pharmacotherapy underwent surgery to relieve pain. Few studies reported on the role of physical 

therapy in Ticdouloureux disease. This study aims to discuss a 51 years old female had determine the 

effect of physical therapy treatment on pain in trigeminal neuralgia. The patient is treated with 20 

minutes of transcutaneous electrical nerve stimulation, 10 minutes of relaxation techniques (deep 

breathing exercises), 10 minutes of hot wet trapezius pack, neck isometric exercise , 5 times per side with 

dry needling technique done on or ofacial muscle. the Duration of study 4 weeks analzed with Visual 

Analogue Scale (VAS) and Short-Term Pain Inventory-Faceand18-Item Questionnaire .Pain was 

significantly reduced on the VAS and on the Short-Term Pain Inventory-Faceand 18 item questionnaire. 

The results of the study showed that continuous his use of  dry needling technique ,TENS, are laxation 

technique, hot wet wraps to the trapezius muscles, and isometric neck training reduced pain in 

trigeminal neuralgia 

 

Keywords: tic douloureux; Visual analog scale; Brief pain inventory-facial, dry needling 
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INTRODUCTION 
 

For centuries, ticdouloureux (TD) has been mentioned in medical literature. Writings by the Arab physician Jujani in 

the eleventh century A.D. and Aretaeus of Cappadocia in the second century A.D. both make reference to unilateral 

face pain that results in facial spasms. The international Association for the study of pain defined Trigemeinal 

neuralgia as ‚sudden, usually unilateral, severe, brief, stabbing, recurrent pains in the distribution of one or more 

branches of the fifth cranial nerve‛ (Merskey & Bogduk 1994). People often called it as Tri facial neuralgia, or 

Trigeminal Neuralgia‛. Medical Science sometimes calls TD ‚the worst pain known to mankind and‚the suicide 

disorder‛ because of the significant numbers of people taking their own lives when they cannot find effective 

treatments. The pain involves the second (maxillary) or third (mandible) divisions more often than the first 

(ophthalmic); it rarely occur bilaterally and never simultaneously on each side, occasionally more than one division 

is involved. Paroxysmal seizures last from seconds to minutes [1, 2]. people involved. Paroxysmal seizures last from 

seconds to minutes [1, 2]. This disorder usually affects older women over the age of 35 and occurs mainly on the 

right side of the face. Chewing, talking, washing your face, brushing your teeth, a cold breeze, or touching certain 

"trigger points" such as your upper lip or gums can all trigger a bout of pain. Its etiology is also a mystery today.  

 

Periodontal disease, traumatic occlusion, nerve degeneration of deciduous teeth, circulatory disturbance in the 

trigeminal ganglion, multiple sclerosis, compression of dilated tortuous arteries near the trigeminal ganglion, brain 

relaxation associated with aging, idiopathic diseases, etc. It will be considered. It has long been pointed out as a 

cause [1,2]. According to the practice parameters recommended by the Quality Standards Subcommittee of the 

American Academy of Neurology and the Quality Standards Subcommittee of the European Union of Neurological 

Societies, the following should be provided for pain management in patients with FD: Carbamazepine, 

oxcarbazepine, baclofen, lamotrigine and pimozide should be considered [3] . Early surgical therapy, 4,444 

percutaneous Gassel ganglion surgeries, gamma knife, and his 4,444 micro vascular decompressions are considered 

for the 4,444 of her FD patients who do not respond to medical therapy. All of these have positive and negative 

effects and negative effects. Physiotherapy promotes, maintains, and restores the physical, psychological, and 

social wellbeing of an individual by the use of different techniques. Physiotherapy Management will also aim 

at reducing pain and improve the ability to carry on with the activities of daily living (ADLs)[4][5]  

 

Case report methodology 

The study was conducted in a 51-year-old female patient referred from the Department of Dentistry and to 

Department of Neuro physiotherapy, Gardern City University, Bangalore, Karnataka. MRI report, dental and 

neurological examination were normal. The study included patients who were receiving treatment and had 

intolerance to drugs. Written informed consent was obtained from the  participant.  Psychiatric disorders, 

behavioral disorders, anxiety, agitation, and depression are most commonly associated with pain.  patient was 

unaware of their symptoms. Education about the anatomy of the affected body part and the pathophysiology 

of pain can help patients better understand the nature of the problem, reduce anxiety, and increase 

compliance and participation in physical therapy treatment. increase. Therefore, patient information was 

provided prior to treatment [4,5]. 

The following therapeutic aspects are central to pain management in TD  

Patients receive continuous trans cutaneous electrical nerve stimulation (TENS) [Gymna Uniphy Phyaction 

Guide E] 250Hz, 120 u, z 20 minutes Treated with pulses. Treat the affected nerve5 days a week for 4 weeks. 

One electrode was placed just in front of the ear and another at the terminal of each nerve. However,  

placement was adjusted for pain transmission and efficacy as needed [6-10]. Positive Measures – Exercise In 

severe intractable pain, two causes of disability may be identified. One is the primary disorder due to a 

documented organic pathology and the other is the secondary disorder (such as inactivity and general) 

resulting from the physical and emotional consequences of the painful experience. Psycho physiological, state 

deterioration). Poor conditioning results in decreased muscle strength and endurance, increased joint stiffness 

and postural distortion. These deficits independently contribute to the perception of pain and the inability to 
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perform functional activities. TD Patients may experience a gradual decrease in neck movement as they 

perceive the severity of their pain. Maintaining a fixed posture causes spasms in the neck and trapezius 

muscles, reducing muscle strength and neck mobility. This has also been observed in our patients [5]. 

Therefore, a hot, moist pack was applied to the neck and trapezius muscles for 10 minutes to reduce muscle 

spasm. Isometric neck movements were performed with 5 repetitions each oflateral and free neck movements 

(neck flexion, neck extension, and lateral flexions). Components of Self-Management Techniques relaxation 

techniques including deep breathing exercises were performed for10 minutes. The patient was asked to 

engage in pleasurable activities instead of sitting, such as distraction techniques, which is ideal for keeping 

them from thinking about distressing situations.  

Desensitization Program and Dry Acupuncture 

To reduce hypersensitivity, after her 3-minute dry acupuncture of the masticatory muscles, the patient was 

asked to cover the affected side with a soft cloth or cotton pad for 15 minutes daily. was requested to 

Habituation of the nervous system to facilitate constant afferent input [13].  

Note 

Patients should be instructed not to use cold water for drinking or washing the face, to wear a scarf to protect 

the face from the cold environment, to avoid eating hard foods, and to avoid food from the unaffected side. 

They were asked to avoid chewing [4]. 

Outcome Measures 

Visual Analogue Scale (VAS): Used to assess pain at the start of the intervention and after her 4 weeks of 

intervention.This is a 0-10 rating scale. 

Brief pain inventory (BPI) – Facial 

The BPI- Facial is a 3 factor, 18 items questionnaire that is commonly used to assess 2 factors of chronic pain: pain 

intensity and interference (that is, how pain interferes with the patient’s general activity and function). The pain 

intensity factor is elucidated by questions about a patient’s worst, least, average, and current level of pain. For the 

interference factor, the BPI includes items that assess how pain interferes with a patient’s general activity, mood, 

walking ability, and normal work, relationships with other people, sleep, and enjoyment of life. These 7 interference 

items are referred to as ‚interference with general activities‛. The additional 7 facial interference items include eating 

a meal, touching one’s face (including grooming), brushing or flossing one’s teeth, smiling or laughing, talking, 

opening one’s mouth widely, and eating hard foods such as apples. Its reliability and validity has been documented 

by various authors [16]. Pre and post interventional assessment of this scale was also used. 

 

DISCUSSION 

 
The results of this study showed that the VAS score and BPI facial score decreased significantly after 4 weeks 

of intervention. The significant reduction in VAS score may be attributed to the effects of dry needl ing 

acupuncture and physical therapy. The impulse inhibits pain signals to the brain by presynaptic inhibition of 

noxious information in afferent C-fibers. This mechanism is based on the gate control theory proposed by 

Melzack and Wall. Second, by stimulating the higher center, it releases endogenous opioids that have 

descending inhibitory effects in the dorsal horn and bind to receptors on nociceptive afferent neurons, 

inhibiting the release of substance P. There is also [13]. Also, Wolf et al. showed that  peripheral electrical 

stimulation can also stimulate naloxone-dependent anti-nociceptive mechanisms. H. The endogenous opioid 

system acts at both spinal and supraspinal levels [5, 18]. A significant decrease in the GDP facial scale 

indicates that there was improvement in functional activity, quality of life, and physical and emotional 

functioning. Use of additional therapies such as B. Applying hot, moist packs to relieve muscle spasm 

involves the direct effects of heat primarily on muscle spindles and sensory nerve conduction. This reduces 

neuronal activity in the secondary terminals and increases activity in the primary terminals and the Golgi 

tendon organ, producing an overall inhibitory effect on the motor neuron pool, leading to a vicious pain -

spasm-pain cycle. cut off [5,9.10] . 
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Neck isometric exercises and dry needling improve neck muscle pain and endurance, and reduce the effects of 

prolonged neck posture in the same position. The analgesic effects of exercise are generally attributed to the 

production of beta-endorphins during exercise [12]. Obvious limitations of this study included the study 

design itself in a case report format, limited generalization of the concept to others with similar problems, and 

a short follow-up period. It was a short period of 4 weeks. It is therefore recommended to conduct a similar 

study in a large sampling with long-term follow-up.[16] 

 

CONCLUSION 
The results of this study highlight the role of physical therapy in : Tic douloureux disease as an educator, counselor, 

motivator, analgesic, and in reducing disability. The results of the study showed that continuous his use of  dry 

needling technique ,TENS, are laxation technique, hot wet wrapsto the trapezius muscles, and isometric neck 

training reduced pain in tic douloureux disease 
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OUTCOME MEASURES PRE TEST POST TEST 

VAS SCALE 7 3 

BPI PAIN FASCIAL INVENTORY QUESTIONAIRE 70 32 
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Being a natural process that disintegrates ecosystems, landscapes and sustainability of water maximizes 

risks. Soil Erosion has been adversely affected by Natural resources, methods of agriculture, ecological 

balance, and the quality of the environment. The research study encompasses the Analytic Hierarchy 

Process (AHP), it’s a machine learning approach built around the use of geographic information systems 

that incorporate the study of the Lower Vellar River Watershed, Tamil Nadu, India. The research 

findings experimented with the GIS-based on Analytical Hierarchy Process (AHP) and weighted sum 

method (WSM) to extract ten factors (topographical derivatives, LULC, soil, drainage density, Mean 

Annual rainfall, lithology, and NDWI of an area) via datasets of precipitation, geological maps, soil 

maps, and satellite images. The (ten*ten) decision matrix of the AHP model stipulated the weights for 

every element that contribute to erosion, adhering to each of their distinct priorities from Low to High as 

the following factors: Elevation (12.07%), Rainfall erosivity (RE) (13.78%), Rainfall (13.45%), slope (9.90%), 

soil type and drainage density (9.32%), Land use land cover (LULC) (6.59%), Normalized difference 

water Index (NDWI) (5.59%). The analysis indicates that 26% of the region as a whole is extremely 

vulnerable to soil erosion, demonstrating an amount of high and extremely highly vulnerable zones, 

which encompass 460 km2 and 390.8 km2 (24%) of the land, respectively. Management techniques that 

prevent soil erosion in agricultural watersheds play a role when it comes to environmentally friendly 

land-use planning. 

 

Keywords: Analytical Hierarchy Process, GIS, Preference matrix combinations, Weighted sum 

method, Vulnerable zone of erosion 
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INTRODUCTION 

 
In addition to obvious off-site effects like sediment build-up, eutrophication of streams, and increased flooding, Soil 

deterioration, which is a widespread issue, has an extensive number of adverse ecological impacts, including land 

degradation and fertility loss. Asia has the highest rate of erosion of any continent in the world, at about 74 tons per 

acre each year. In accordance with (Wei et al., 2007), Soil erosion is a significant contributor to soil degradation and 

poses a substantial risk to both natural ecosystems and communities that depend on local resources are frequently 

exposed to dangerous geological and meteorological risks. Soil erosion is a common occurrence in agricultural 

watersheds, which reduces the effectiveness of land use (Amiri et al., 2019). Soil erosion rates around the world are 

10 to 40 times greater than soil formation rates, posing a risk to environmental quality and food preservation. 

According to Pimentel et al. (2006), Soil erosion can have significant environmental and economic impacts, 

particularly in agricultural areas where intensive farming practices, such as tillage, can accelerate the process. When 

soil is eroded, it can end up in nearby waterways, which can lead to increased sedimentation and nutrient pollution, 

affecting aquatic ecosystems and posing a risk to human health. By using pesticides, which prevent biological 

activities including plant development, microbial activity which breaks down soil-forming processes can be 

concluded. Due to centuries of cultural soil exploitation, organic matter, and soil nutrients have decreased in 

numerous regions across the globe (Cerda et al.,2017). Tillage can increase soil bulk density initially but may lead to 

compaction over time. Furrowing can temporarily reduce soil densification by creating channels for water and roots. 

 

 However, both practices need to be carefully managed to avoid long-term negative effects on soil health. Combining 

tillage with biocide sprays can further exacerbate soil erosion and deterioration due to the disruption of natural 

processes. It's important to consider sustainable soil management practices that minimize soil disturbance and 

promote soil conservation to maintain long-term soil health. Tillage can initially improve soil bulk density but can 

eventually contribute to compaction. Furrowing can minimize soil densification momentarily by providing pathways 

for water and roots. However, both practices must be properly regulated to practices, nevertheless, need to be 

properly regulated in order to avoid long-term harmful consequences on soil health. Combining tillage with 

antimicrobial applications may accelerate soil deterioration by disrupting with natural processes. To ensure long-

term soil health, it is crucial to consider sustainable soil management practices that reduce soil disturbance while 

promoting soil conservation. Herbicides affect soil structure and cause compaction because they consume fewer 

organic materials. According to (Chen et al., 2001), the most important predictor of soil erosion exposure is the 

utilization of land, vegetative cover (LULC), which will potentially reduce or increase sediment yields and runoff 

from the surface rates. Inequitable land use patterns and an array of flora, according to (Siriwardena et al., 2006), 

have significant effects on the watershed responses of streams. In addition to enhancing soil attributes that lessen soil 

degradation, the management of LULC impacts the quality and durability of plants (Kosmas et al., 2000). Rapid soil 

erosion harms topsoil, diminishing soil quality, boosting floods, tampering with harvesting, and jeopardizing the 

stability of neighbourhood’s and areas (Lal et al., 2001).  

 

Dams and reservoirs may eventually lose their ability to perform as intended due to severe soil erosion. Numerous 

methodologies have been suggested for evaluating soil erosion at various sizes, which vary from local to regional to 

global (Poesen et al., 2003). Physical and empirical models have primarily been utilized to analyze soil erosion rates 

at various geographical scales. It is difficult to offer quantitatively accurate estimates of soil erosion due to the 

complexity of soil erosion, which is influenced by environmental factors such as land surface and soil parameters 

(Park et al., 2011). Different equations have been developed to address the issue of spatially specific quantified 

predictions in order to enhance statistical modelling (Rahmati et al., 2017). Assessment methods can be made better 

with the use of aerial photographs and incredibly high-resolution satellite images (Kropacek et al., 2016). The Arc 

GIS and ERDAS environments, a raster-based weighted linear combination (WLC) tackle concerning six soil 

deterioration driving variables was employed. RUSLE is used to quantify the WLC-generated raster-based 

qualitative spatial erosion susceptible model (Swadas pal et al.,2016). In this work, the effects of an AHP knowledge-

based model were investigated for a catchment that is used for agriculture in the Lower Vellar River Watershed. 

Arun Shourie and Ezhisaivallabi 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69850 

 

   

 

 

Because the Lower Vellar River Watershed has never had soil erosion resistance research and mapping, the results 

are beneficial for planners and policymakers who look for to preserve and manage soil resources. 

 

Study Area 

Vellar River is one of the numerous ephemeral rivers and it is located in the Cuddalore district in the coastal region 

of Tamil Nadu. The Lower Vellar River Watershed lies in the Eastern Deltaic Plain of the Vellar Basin as well as faces 

the Bay of Bengal. The Lower Vellar River Watershed covers a span of 20 blocks in five districts such as Cuddalore, 

Kallakurichi, Ariyalur, Perambalur and Salem.  The boundary area of the Lower Vellar watershed is 1754 km2 and its 

longitude and latitude extend from 78° 30'00" E - 79° 46'6" E and 11° 30'10 " N - 11° 42' 16" N, as shown in Figure 1. 

The Vellar River turns right at the Anaivari Odai inflow point and flows for about 15 km in a southerly direction, 

passing through the Sethiathope Regulator Comes Bridge before finally emptying into the Bay of Bengal close to 

Porto-Novo in the Cuddalore District. The Perumal Tank is connected to the lower Vellar River watershed to the east 

by the Bay of Bengal. Agriculture has been noted to be one of the main pursuits of the local populace in the 

watershed. It frequently suffers effects from extreme weather, particularly in coastal locations, such as flooding. 

When a low-pressure system forms in the Bay of Bengal, rain falls more heavily along the coastline (normal coastal 

rainfall ranges from 930 to 1500 mm). The north-eastern monsoon causes catastrophic floods in nearly all of these 

three coastal taluks. It has a pleasant tropical environment all year long, with summer temperatures often ranging 

between 26 and 38 ° C and winter temperatures typically falling between 21 and 29 ° C. 

 

MATERIALS AND METHODS 

 
The study assessed the Soil erosion hazard in the Lower Vellar Watershed using a variety of datasets and 

methodologically sequential procedures. The goal of the current study is to develop a framework for the Analytical 

Hierarchy Process (AHP) Model using ArcGIS 10.8.1, remote sensing, and GIS. The model's formulation 

encompasses the ten Soil Erosion-influencing physical variables, such consist Digital Elevation Model, Slope, Rainfall 

Erosivity, Precipitation, Drainage Density, LULC, NDWI, Soil Type, Aspect and Lithology.  Also, here Raw Data are 

tabulated in Table 1 as follows below.  In accordance with the provided information, a map of soil erosion 

vulnerability zones is created to illustrate the places where soil erosion was exceptionally high, very high, 

moderately elevated, low, and extremely low. 

 

METHODS 

A number of steps were taken in this study to prepare the Soil erosion susceptibility zone, including expressing the 

complicated problem, constructing an AHP model-based hierarchical framework for the adopted requirements, 

conducting a comparison by pair using a matrix approach for the assigned influencing elements (binary 

comparison), determining goals and establishing the corresponding weights for all variables, forecasting parallelism 

values for the evaluations, and discussing what emerged. More information on the elements that should be 

evaluated while using MCDM for figuring out the relative importance (or priorities) of each element in order to 

accomplish a meaningful outcome is provided below. An AHP model based on the MCDM was used to quantify the 

weighting of 10 specified erosion-beginning variables in order to forecast the potential for particular substances to 

be included in the Soil erosion susceptibility zone. The aforementioned contributing elements were divided up 

further into sub-classes in order to compute their relative weights. 

 

Analytical Hierarchy Process (AHP) model 

AHP was initially employed in multi-criteria decision-making by Saaty et al., (1980). The AHP is a tool for 

supporting decisions. It employs a multi-level hierarchical structure of goals, standards, sub-standards, and choices 

to address complicated decision-making challenges. It establishes the relative importance of several elements for 

Soil-Suspectable zones (SSZ) and their weights. Each theme layer has been prepared using the AHP model. By 

segmenting the currently available thematic maps into five vulnerability categories, an AHP-based Pair-by-Pair 

Arun Shourie and Ezhisaivallabi 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69851 

 

   

 

 

𝑖=1 

comparison matrix of the different above-mentioned components are constructed. If the mathematical frameworks 

are used to compare the ten distinct elements with different weights, the ten parameters are graded on an absolute 

number scale from one through nine (Table 2). Each matrix element's size attributes, ranging from smaller to larger, 

can be obtained by dividing each element by the sum of its columns. However, the row averages are calculated in 

order to derive the priority vector. 

 

Consistency ratio 

To perform adjustments to the created Pair- matrices and their corresponding weighting scheme, apply the following 

equation (Saaty et al., 1980): A consistency ratio (CR) evaluation of the data was used, with a value of less than 0.1 

being regarded as acceptable. The consistency of the resulting eigen vector-matrices following the index below found 

in the current inquiry is 0.093, which supports the assertion that the set of alternatives n assessed is appropriate. 

CR =   𝐶𝐼 

           𝑅𝐼                                                                                       Eq.1 

CI is computed using Eq.2 

 CI =    𝜆𝑚𝑎𝑥−𝑛
 

              𝑛−1       
                                                         Eq.2 

CR, CI, and RI are acronyms for consistency proportion, consistency index, and random index, respectively. 

Maximum is the comparison matrix's principal eigenvalue, where n is the number of matrix components or elements. 

RI indicates the consistency of the pair-by-pair matrix, which is shown in Table 4 and produced at random. Many 

AHP-related parameters influence the values in the table. The determined RI for the study, based on the 10 criteria, is 

thus 1.49. 

FVI =Σn Wi ∗ Ri                                                                                                                                                                  Eq.3 

where RI represents the rating class and WI indicates the specific values for each parameter's erosion conditioning. 

Finally, the resulting SSZ was categorized into five categories using natural breaks: very low, low, moderate, high, 

and very high (Rocha et al. 2020). 

 

Weighted Sum Method (WSM) 

For WSM implementation, all requirements were prioritized into five groups: shallow, low, moderate, substantial, 

and exceptionally high (Table 7). The classes of data spectrum associated with every grid layer were defined in the 

succeeding reclassification. An accumulation of data has been divided into "natural" classes using ArcGIS and the 

natural break classification method. Five priority classifications were used, which were chosen based on the 

available research. Ratings for the course’s qualitative relevance for erosion within each stratum ranged from 

extremely high (5) to extremely low (1). The functional connection between every statistic and its related classes 

was employed to rank each metric and its associated classes. Cells bringing a higher risk of soil erosion obtained 

higher scale values, whereas cells with a lower likelihood of erosion earned lower scale values. Finally, a WSM was 

implemented for determining the pixel-level degree of soil erosion. Each parameter was multiplied by its associated 

weight to create the soil severity index once all the layers had been summed up in the WSM. 

SES =   ELw × ELwj + SLw × SLwj + ASw × ASwj + SOw × SOwj +  LULCw×LULCwj +DDw × DDwj + 

                PEw x PEwi +  REw × REwj + LIw × LIwj + NDWIw×NDWIwj                            Eq.4 

where SES displays the areas with the most severe soil erosion. The layers of Digital Elevation Model Slope Map, 

Aspect of Map, Soil Map, Land use/Land cover, Drainage Density, Precipitation, Rainfall Erosivity, Lithology, and 

NDWI are represented by the letters EL, SL, AS, SO, LU, PE, DD, RE, LI, and NDWI. W and Wj stand for the weight of a 

layer and a specific parameter, respectively. 

 

RESULTS AND DISCUSSION 
 

Based on knowledge of the subject substance, experience with the area substance, and the Lower Vellar Watershed, 

eight factors that have an effect (Elevation, Slope, Aspect, Soil, LULC, Drainage Density, Precipitation, Rainfall 
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Erosivity, Lithology, and NDWI) were identified for research based on a scrutiny of the data obtained through a 

survey of the prior studies. The aforementioned traits have been selected based on their knowledge of the place of 

residence, previous exposure to the area, and comprehension of the collected data. The requirements for each of the 

ten parameters, along with the techniques that resulted in them, are presented below. 

 

Elevation (EL) 

Elevation is a significant factor in influencing the degree of erosion due to its impacts on soil moisture and water 

balance, erosional and depositional processes, the quantity of organic material in the soil, vegetation, and specific 

species that create cultivated plants and wild flora. The Shuttle radar topography mission DEM elevation layer has 

been classified for use as an input in the overlay analysis (Figure 3). The elevation of the research site ranges from 0 

to 170 meters. 

 

Slope (SL) 

Slope angles influence the rate of infiltration and runoff velocity. Steep slopes have higher rates of erosion than low-

angle slopes with high infiltration rates. The gradient map in degrees was constructed in Arc GIS using the Shuttle 

radar topography mission DEM for the research location to examine the gradient's influence on erosion (Figure 4). 

 

Aspect (As)          

An aspect is a significant feature in erosion since it may be used to figure out the slope's direction. Slopes facing 

north, for example, are less likely to deteriorate than slopes facing south. Flat, north, northeast, east, southeast, 

south, west, southwest, and northwest are the nine slope directions as shown in the (Figure 5). 

 

Soil (So)         

Texture, biological content, foundational substance, porosity, structure, and permeability all have an immediate 

effect on the capacity of soil to resist erosion. The sort of soil and the texture of the soil are two major aspects that 

impact an area's ability to retain water and its characteristics for surface infiltration. The research area consisted of 

five unique soil grades. The final map was categorized based on infiltration capacity, with each type of soil given a 

distinct weight. The Lower Vellar River comprises a combination of clay loam, clay loam, gravelly loam, and sand 

and clay dirt, but the rest of the research area includes a mix of soil types (Figure 7). 

 

LULC (Lu) 

Land use and cover are the primary determinants of how an individual area's landscape changes. The Landsat-8 

LULC map was obtained using supervised classification and organized into eleven groups before being reclassified 

based on weights into seven classes. Class one agricultural land, for example, has an area of 1508.363 km2, class two 

urban/built-up area has an area of 58.279 km2, class three forest land has an area of 31.876 km2, class fourth 

mangrove forest has an area of 8.568 km2, class fifth river has an area of 59.266 km2, and class sixth water bodies 

has an area of 87.677 km2. The study revealed that classes six and one are the least likely to undergo erosion, but 

classes three, four, five, seven, and two are estimated to be the most probable. 

 

Precipitation (Pe) 

The most striking feature of this is that, despite the coastal regions receiving adequate rainfall from both the 

northeast and southwest monsoons, the northeast monsoon season (October to December) is thought to be rainier 

than the southwest monsoon. The precipitation for the rainfall distribution map was created using the Inverse 

Distance Weighted (IDW) Spatial Analyst tool in Arc GIS 10.8.1. This tool makes use of precipitation information 

from all rain gauge stations. The rainfall data covers the 31-year period from 1991 to 2022. Rainfall information was 

collected from the Indian Meteorological Department (IMD). Five classifications are distinguished, as shown in   

Figure 11. 
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Drainage Density (DD) 

By eroding sediment deposits, conveying them to water bodies, and depositing them there, the drainage network is 

an important factor that influences erosion in hilly environments. There are more streams in densely populated 

places, which increases the likelihood of soil erosion. The DEM was used to outline the drainage system (Figure 6). 

 

Rainfall erosivity (RE) 

The potential for rainfall to contribute to soil erosion from hill slopes owing to water action is characterized as this 

influencing component. The volume, degree, and rhythm of precipitation all have an influence on erosion. Because 

high-quality meteorological records for the region were unavailable, computing these figures was seen as an 

extremely difficult undertaking. In these conditions, a number of empirical models were used to quantify the amount 

of rainfall based on daily precipitation data, and Figure 12 shows how the link was created by analyzing the 

precipitation erosivity factor. 

 

Lithology (LI) 

The lithological location is critical in regulating erosional processes. These lithological characteristics of floodplain 

undulations, gradients, soil types, natural resources, and layers are all unique. The lithofacies shown in Figure 8 were 

created by the Geological Survey of India using Bhukosh data. 

 

Normalized Difference Water Index (NDWI) 

This indicates the vegetation's water content, which is defined as the ratio of the erosion severity to the water flow, 

offered that the frequency of flow is adequate for a given region. This is frequently the result of regional soil and 

climatic conditions, which govern water availability. Figure 10 was constructed by computing the ratios of the green 

and Near-infrared red bands in operation land imagery from satellites. 

 

Soil Erosion Susceptibility Classes 

From Figure 13 shows the final map showing Lower Vellar watershed susceptibility to soil erosion created using a 

GIS-based methodology. The resultant layer was categorized into five groups based on the level of intensity of the 

soil erosion: very low, low, medium, high, and very high. 12.54% (220 km2) and 15.9% (280 km2) of the region have 

been shown to have extremely modest to low levels of erosion severity. These areas were generally found in valley 

bottoms, where agriculture and built-up areas predominate. The Lower Vellar River basin has elevations ranging 

from 0 to 170 meters. Meanwhile, because soil susceptibility to erosion agents is intricately linked to its chemical, 

biological, and physical properties, the poor results might be explained by the surface roughness of the soil, which is 

absolutely smooth loamy to loam at lower elevations. Silt, extremely fine sand, and some clayey soils are more 

erodible than sand, sandy loam, and loamy soils in general because of a degree of forest cover, 21.32% (374 km2) of 

the region was identified as somewhat susceptible. Despite falling in the intermediate concentrations class because 

trees cover the majority of the forest area, the forest offers substantial defense against losses through soil erosion and 

surface runoff. A total of 50.16% (880 km2) of the area was very prone to erosion, which includes high and extremely 

high-prone zones. This results from the low height and slope of the land. This region is very susceptible to natural 

calamities, especially floods during the northeast monsoon (October to December), which is the season when floods 

are most common in this area. Since GIS tools are so time- and money-effective, planners from all over the world 

have recently emphasized the importance of using them when making decisions in erosion-prone zones. The 

accuracy of the AHP method depends on the provided weights. The most important discovery, however, was that 

different researchers' weights and rankings of numerous factors in their studies varied significantly.  

 

CONCLUSION 

 
In order to determine how susceptible various places are to natural disasters, the current study identified Erosion 

Susceptibility zones as a crucial first step. The Lower Vellar Watershed's erosion susceptibility assessment was 

carried out using the most efficient and frequently utilized methodology, the MCDM-based AHP model approach. 

Arun Shourie and Ezhisaivallabi 

 et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 82 / Feb / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

69854 

 

   

 

 

Since they were less expensive and time-consuming, the research used the analytical hierarchy process (AHP) and 

GIS methodologies. Elevation, slope, rainfall, Land use/Landover, NDWI, Rainfall, Rainfall erosivity, aspect, 

lithology, drainage density, and soil type map are just a few of the integrated variables available on ArcGIS Software. 

As a result, an erosion vulnerability map was created, revealing that 26% of the whole research region has suffered 

very high, 23% high, 21% moderate, and 15% low erosion levels. In the southernmost part of the study area, these 

regions are typically located along the coastline. Furthermore, it was found that 26% of the 1754 km2 area was likely 

to experience high levels of erosion. The strategy that was employed yielded data indicating that it's a very efficient 

and rapid way to evaluate the qualitative characteristics of erosion Vulnerability throughout an enormous area. 

Planners and politicians can use this methodology in order to implement appropriate conservation measures. The 

current study makes a substantial contribution to giving authorities and decision-makers a useful forecast for 

adopting appropriate strategies to reduce possible damages that may result from soil erosion in the Lower Vellar 

Watershed. Examining current scientific management techniques and creating appropriate, conservative catchment-

level procedures are prerequisites for minimizing the magnitude of soil loss. Among the conservation methods 

provided are urban tree planting, excessive overgrazing management, contour agricultural activities, water 

conservation systems, flood and erosion prevention strategies, and runoff water collecting system design. Since slope 

orientation is a macro component or integrating component in the entire erosion process, it is critical to include it 

while establishing management approaches. In order to reduce soil disturbance on agricultural land, no-till (NT) 

practices, which entail planting straight to stubble following the previous harvest without cultivating or other 

cultivating practices typical of traditional agriculture (CT), can be utilized. In comparison with conventional farming, 

NT practice reduces agricultural labor while also having environmental benefits, such as beneficial erosion risk 

mitigation due to enhanced structure of the soil and stable plant cover. The practices stated will improve crop yield 

and soil health in addition to reducing soil loss, thus enhancing local residents' quality of life. Assessments of the 

susceptibility to soil erosion will always be unreliable because of the inherent uncertainty in the conditioning factors. 

There may be certain restrictions on the subjectivity of expert evaluation. As a result, in the future, a soft approach or 

machine learning algorithm may be considered with other crucial conditioning components such as geographical 

differences in precipitation distribution and periodicity in conjunction with climate change. 
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Table 1 Raw Data utilized in the Research 

Sl. 
No 

 
Datasets Description Source Resolution/scale 

1 

 
 

Elevation 

(DEM) 
SRTM (DEM) 

USGS earth explorer https ://earth 
explorer.usgs .gov/ 

30 m 

2 

Landsat Data 

Continuity 

Mission -8 

Downloaded 
USGS earth explorer https ://earth 

explorer.usgs .gov/ 
30 m 

3 Soil 

Digitally 

preserved the 

soil map 

FAO Soil Data Base on Worldwide. 
(https://www.fao.org/ )  

4 Rainfall 

Cuddalore 

District. 

Using (IDW) 

Indian Meteorological Department (IMD) 
https://www.imdpune.gov.in/ 

Institute of Water Studies (IWS) 
mm 

5 Slope 
Derived from 

Elevation 

USGS Earth Explorer https ://earth 

explorer.usgs .gov/ 
30 m 

6 NDWI 
LANDSAT-8 

Images 
USGS Earth Explorer https ://earth 

explorer.usgs .gov/ 
30 m 

 
7 

Rainfall 
erosivity 

Based on the 
Rainfall Factor 

Indian Meteorological Department (IMD) 
https://www.imdpune.gov.in/ 

Institute of Water Studies (IWS) 
mm 

8 Aspect 
Derived From 

Elevation 
USGS Earth Explorer https://earth 

explorer.usgs .gov/ 
30m 
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9 

 
Drainage 
density 

 
Derived From 

Elevation 

 
USGS earth explorer https 

://earthexplrer.usgs .gov/ 

 
30 m 

10 Lithology 
Downloaded 
as Polygon 

Geological Survey of India 

https://bhukosh.gsi.gov.in/Bhukosh/Public 
- 

 

Table 2 Weights for the Pair-Wise Comparison Scale are based on the AHP Scale 
Rating of Numerical Preference of Verbal Judgements 

1 Both are advised 

2 Identical to fairly 

3 Mostly favored 
4 Slightly to fiercely 
5 Most likely preferable 
6 Strongly to diverge Strongly 
7 Significantly preferred 

8 Incredibly strongly to extremely firmly 

9 Exceptionally preferred 

 
Table 3 Comparison of Ten-by-Ten Preference Matrix Combinations 

Parameters 

Rainfall 

erosivit

y 

Elevatio

n 

Slop

e 

Precipitatio

n 

LUL

C 

Litholog

y 

NDW

I 

Aspec

t 

Drainag

e 

Density 

Soil 

Typ

e 

Rainfall 

erosivity 1.0 1.0 1.0 1.0 3.0 5.0 1.0 3.0 1.0 1.0 

Elevation 1.0 1.0 1.0 1.0 2.0 3.0 1.0 3.0 1.0 1.0 

Slope 1.0 1.0 1.0 1.0 3.0 1.0 1/2 1.0 1.0 1.0 

Precipitatio

n 1.0 1.0 1.0 1.0 3.0 2.0 2.0 3.0 1.0 1.0 

LULC 1/3 1/2 1/3 1/3 1.0 1.0 1/3 3.0 1.0 1.0 

Lithology 15 1/3 1.0 1/2 1.0 1.0 1/5 1.0 1.0 1.0 

NDWI 1.0 1.0 2.0 1/2 3.0 5.0 1.0 3.0 1.0 1.0 

Aspect 1/3 1/3 1.0 1/3 1/3 1.0 1/3 1.0 1.0 1.0 

Drainage 

Density 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

Soil Type 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

Sum 7.9 8.2 10.3 7.7 18.3 21.0 8.4 20.0 10.0 10.0 

 

Table 4 Random Index (RI) Value 

 

 

 

 

Size of Matrix (ni) 1 2 3 4 5 6 7 8 9 10 

Random Index (RI) 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 
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Table 5 Pair-wise Comparison Matrix 

Class 

R
ai

n
fa

ll
 

E
ro

si
v

it
y

 

E
le

v
at

io
n

 

S
lo

p
e 

R
ai

n
fa

ll
 

L
U

L
C

 

L
it

h
o

lo
g

y
 

N
D

W
I 

A
sp

e
ct

 

D
ra

in
a

g
e 

D
en

si
ty

 

S
o

il
 T

y
p

e 

W
ei

g
h

t 

W
ei

g
h

t 
in

 

P
er

ce
n

ta
g

e 

Rainfall Erosivity 0.13 0.12 0.10 0.13 0.16 0.24 0.12 0.15 0.10 0.10 0.14 13.78 

Elevation 0.13 0.12 0.10 0.13 0.11 0.14 0.12 0.15 0.10 0.10 0.12 12.07 

Slope 0.13 0.12 0.10 0.13 0.16 0.05 0.06 0.05 0.10 0.10 0.10 9.90 

Rainfall 0.13 0.12 0.10 0.13 0.16 0.10 0.24 0.15 0.10 0.10 0.13 13.45 

LULC 0.04 0.06 0.03 0.04 0.05 0.05 0.04 0.15 0.10 0.10 0.07 6.62 

Lithology 0.03 0.04 0.10 0.07 0.05 0.05 0.02 0.05 0.10 0.10 0.06 5.87 

NDWI 0.13 0.12 0.19 0.07 0.16 0.24 0.12 0.15 0.10 0.10 0.14 14.08 

Aspect 0.04 0.04 0.10 0.04 0.02 0.05 0.04 0.05 0.10 0.10 0.06 5.59 

Drainage Density 0.13 0.12 0.10 0.13 0.05 0.05 0.12 0.05 0.10 0.10 0.09 9.32 

Soil Type 0.13 0.12 0.10 0.13 0.05 0.05 0.12 0.05 0.10 0.10 0.09 9.32 

Sum 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 100.00 

 
Table 6 Data Sources and Strategies Used in Thematic Layer Preparation 

S. No. Parameter Data Source Strategies 

1 EL SRTM DEM 30 × 30 m Elevation 

2 SL 
 

Digital Elevation model 

tan𝜃 =
𝑁 ∗ 𝑖

636.6
 

N = No of contour cutting 

i = Contour interval 

3 As Digital Elevation model 
As(p,q) 

= 1 −  2
𝑏

𝑘𝜕
  1 + 𝑞 + 𝑞2/(1 − 𝑝 + 𝑞) 

4 SO SLUSI Digitization 

5 LULC Landsat-8 Digitization 

6 Precipitation IMD and IWS Climate Data IDW METHOD in ArcGIS Tool 

7 DD Digital Elevation model Spatial Analysis Tool 

8 RE Indian metrological department RE = 79 + 0.363R 

9 LI Bhukosh Clipping the polygon area 

10 NDWI 
LANDSAT 

 
NDWI =  (Green−NIR) 

(Green+NIR) 

 

Layers of Thematic Units Class 
Vulnerability Class 

Scale 

Vulnerability  

Class Gradings 

Rainfall Erosivity 
MJ.mm/ 

ha.h.yr 

420-470 Very minimal 1 

480-510 Low 2 

520-540 Moderate 3 

550-570 High 4 

580-610 Extremely Elevated 5 

Elevation m 

0-28 Extremely Elevated 5 

29-55 High 4 

56-79 Moderate 3 
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80-110 Low 2 

120-170 Very minimal 1 

0.36-0.66 High 4 

0.67-1 Moderate 3 

1.1-1.5 Low 2 

1.6-3.9 Very minimal 1 

Precipitation mm/year 

930-1000 Very minimal 1 

1100-1200 Low 2 

1200-1300 Moderate 3 

1300-1400 High 4 

1400-1500 Extremely Elevated 5 

LULC Level 

Water bodies & 

River 
Extremely Elevated 5 

Agricutural 

Land 
High 4 

Build up Rural 

& Urban 
Moderate 3 

Forest Low 2 

Mangroves 

Forest 
Very minimal 1 

NDWI Level 

-0.4799—

0.23052 
Extremely Elevated 5 

-0.23052—0.067 High 4 

-0.067-0.1316 Moderate 3 

0.1317-0.3 Low 2 

0.300-0.6 Very minimal 1 

Lithology Level 

Archean-

Proterozoic 

Extremely 

Elevated 
5 

Quaternary High 4 

Miocence Moderate 3 

Late 

Cretaceous 
Low 2 

Late 

Cretaceous & 

Miocence 

Very 

minimal 
1 

Aspect 

Level North 
Extremely 

Elevated 
5 

 Northwest High 4 

 West Moderate 3 

 South Low 2 

 Southwest 
Very 

minimal 
1 

Drainage Density 

km/km2 <1 
Very 

minimal 
1 

 0.37-0.71 Low 2 

 0.72-1.10 Moderate 3 

 1.20-1.40 High 4 

 >2 Extremely 5 
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Elevated 

Soil Type 

 

 

Level 

Clay Loam 
Extremely 

Elevated 
5 

 Clay High 4 

 Sandy Loam Moderate 3 

 Loam Low 2 

 
Sandy Clay 

Loam 

Very 

minimal 
1 

 

 
 

Figure 1 Study area map of Lower Vellar 

Watershed 

Figure 2 Flow chart of Methodology 

  
Figure 3 DEM of Lower Vellar Watershed Figure 4 Slope of Lower Vellar Watershed                                                                       

 
 

Figure 5 Aspect of Lower Vellar Watershed                          Figure 6 Drainage Density of Lower Vellar 

Watershed     
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Figure 7 Soil Map of Lower Vellar Watershed                       Figure 8 Lithology Map of Lower Vellar 

Watershed                                                                                                                                                                                                                                                               

 
 

Figure 9 LULC Map of Lower Vellar Watershed Figure 10 NDWI Map of Lower Vellar 

Watershed 

  
Figure 11 Mean Annual Rainfall Map of Lower 

Vellar Watershed   

Figure 12 Rainfall Erosivity of Lower Vellar 

Watershed 

 
Figure 13 Soil Erosion Susceptibility Zones of Lower Vellar Watershed 
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Oral administration of different dosage forms is the most common form of administration due to greater patient 

compliance and flexibility. Targeted drug delivery system is the system in which the dosage form is modified to 

deliver the drug at the target region or at the disease region. Colon targeted drug delivery systems have received a 

lot of attention as potential carriers for the local treatment of colonic diseases with fewer systemic side effects, as well 

as for the improved oral delivery of various therapeutics susceptible to acidic and enzymatic degradation in the 

upper GI tract. The worldwide pharmaceutical market for biologics has expanded in recent years, and rising demand 

for a more patient-friendly drug administration system emphasises the relevance of colonic drug delivery as a 

noninvasive delivery method for macromolecules. Colon-targeted macromolecule drug delivery systems can give 

therapeutic advantages such as improved patient compliance and cheaper costs. As a result, many ways have been 

investigated to obtain more efficient colonic drug administration for local or systemic pharmacological effects, 

including pH-dependent systems, enzyme-triggered systems, receptor-mediated systems, and magnetically-driven 

systems. Recent advances in diverse techniques for creating colon targeted drug delivery systems and their 

pharmaceutical applications are reviewed in this review, with a focus on formulation technology. 

 

Keywords: Colon specific drug delivery, Formulation approaches, Novel approaches, Biodegradable polymers. 
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INTRODUCTION 
 

Targeted drug administration into the colon is extremely desirable for the local treatment of a range of bowel 

disorders such as ulcerative colitis, Crohn's disease, amebiosis, colonic malignancy, local therapy of colonic 

pathologies, and systemic protein and peptide drug delivery [1, 2]. The colon specific drug delivery system (CDDS) 

should be capable of protecting the drug en route to the colon, which means that drug release and absorption should 

not occur in the stomach or small intestine, and the bioactive agent should not be degraded in either dissolution site, 

but only released and absorbed once the system reaches the colon [3]. The colon is thought to be a suitable 

absorption site for peptides and protein drugs due to the following factors: I less diversity and intensity of digestive 

enzymes, (ii) comparative proteolytic activity of colon mucosa is much lower than that observed in the small 

intestine, thus CDDS protects peptide drugs from hydrolysis and enzymatic degradation in the duodenum and 

jejunum, and eventually releases the drug into the ileum or colon, resulting in greater systemic availability (4). 

Furthermore, it was preferable because of less discomfort, a lower risk of cross-infection, needlestick injuries, patient 

acceptability, and convenience of administration. Oral medication delivery methods account for over half of all drug 

delivery systems on the market [5]. Aside from these benefits, the oral route is not appropriate for the administration 

of medications for lower gastrointestinal (GI) illnesses; this is owing to their release at the upper GI tract (stomach, 

small intestine), which further reduces drug accessibility at the lower GI tract [6]. To address this issue, colon-specific 

medicine delivery devices have been extensively researched during the last two decades. A colonic delivery is 

defined as the correct delivery of medications into the lower GI tract (by avoiding drug release in the upper GIT, 

which happens largely in the large intestine) (i.e. colon) [7]. Rectal administration is another method for colon 

targeting, although it is less pleasant and makes reaching the colon more challenging. Traditional dosage forms 

employed in the prevention of colon disorders (ulcerative colitis, Crohn's disease, and amoebiasis) are failing 

because an insufficient quantity of medicine reaches the site of action. The traditional dose form allows the medicine 

to be absorbed from the upper section of the GIT, i.e., the stomach [8]. The action of traditional dose forms has a 

significant disadvantage for colonic localised distribution. Thus, for effective and safe therapy, the medicine must be 

protected from the upper hostile environment [9].  

 

Advantages of CDDS over Conventional Drug Delivery 

Gluco corticoids and other anti inflammatory medications are being used to treat chronic colitis, namely ulcerative 

colitis and Crohn's disease. 10 Oral and intravenous use of gluco corticoids, including dexa methasone and methyl 

prednisolone, causes systemic adverse effects such as adeno suppression, immune suppression, cushinoid 

symptoms, and bone resorption. Thus, medication delivery to the colon selectively might not only minimise the 

needed dose but also the systemic negative effects induced by large doses [10, 11].  
 

Criteria for Selection of Drug for CDDS 

Drugs with low absorption from the stomach or intestine, such as peptides, that are used to treat IBD, ulcerative 

colitis, diarrhoea, and colon cancer, are suitable candidates for local colon administration. Drug Another aspect that 

impacts CDDS is the carrier. The choice of carrier for certain pharmaceuticals is determined by the physiochemical 

characteristics of the substance as well as the ailment for which the system is intended [12]. The chemical 

composition, stability, and partition coefficient of the medication, as well as the type of absorption enhancer used, all 

have an impact on carrier selection. Furthermore, the drug carrier of choice is determined by the functional groups of 

the drug molecule [13]. Aniline or nitro groups on a medicine, for example, might be used to make an azo link with 

another benzene group. Carriers including additives such polymers (which can be used as matrices, hydro gels, or 

coating agents) may have an influence on the release properties and efficacy of the systems [14].  

 

Formulation Approaches for Colon Targeted Drug Delivery 

pH Dependent Drug Delivery Systems: 

Because the colon has a higher pH than the upper GI tract, it can be employed as a targeting method for colonic 

medication delivery. As a result, a pH-dependent polymer such as cellulose acetate phthalates (CAP), 
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hydroxypropyl methyl-cellulose phthalate (HPMCP) 50 and 55, and copolymers of methacrylic acid and methyl 

methacrylate are used to create a colon-targeted drug delivery system [15, 16]. The ideal polymer should be able to 

tolerate the low pH of the stomach and proximal small intestine while being dissolved by the terminal ileum and 

colon. As a result, drug delivery systems coated with pH-dependent polymers with a solubility threshold of pH 6.0-

7.0 should delay drug breakdown and avoid premature drug release in the upper GI tract before reaching colonic 

locations [17]. However, due to substantial inter- and intra-subject variability in crucial factors such as pH, fluid 

volumes, GI transit durations, and motility, this pH-dependent device has showed significant variability in drug 

release and failure in vivo [18]. Furthermore, nutrition, illness status, water consumption, and microbial metabolism 

can all drastically affect GI tract pH ranges. Patients with ulcerative colitis, for example, have higher acidic intestinal 

pH than healthy people, resulting in inadequate medication release from enteric coated systems at the target location 

[19, 20]. To circumvent this restriction of pH-dependent delivery systems, attempts have been made to combine pH-

dependent delivery systems with other delivery systems such as time-dependent systems and enzyme-triggered 

systems. Eudragit® S, for example, was combined with high-amylose maize starch for the integration of pH-

dependent and colonic microbial degrading processes [21]. Eudracol® is another example of a multi-unit technology 

that provides delayed and consistent medication release to the colon. This technique is based on covering the pellet 

with Eudragit® RL/RS and Eudragit® FS 30D, which provides pH- and time-dependent drug release in the colon 

[22].  

 

Polymer-Based Nano-/Micro-Particles 

Many studies have shown that pH-dependent polymeric nanoparticles are successful as colonic drug delivery 

vehicles. Mutalik et al [23]. developed a new pH-sensitive hydrolyzed polyacrylamide-grafted-xanthan gum (PAAm-

g-XG) for colon-targeted administration of curcumin nanoparticles. The amount of medication released from PAAm-

g-XG-modified nanoparticles was small under acidic circumstances (pH 1.2 and 4.5), but it was quicker and greater 

at pH 7.2 [24, 25]. As a result, the nanoparticles were efficient in reducing intestinal inflammation and promoting 

weight reduction in IBD rat models. Furthermore, a mixed combination of two separate pH-sensitive polymers can 

be utilised to modulate the rate of medication release. Sahu and Pandey created HBsAg-loaded nanoparticles for 

successful colonic immunisation by combining Eudragit® L100 and Eudragit® S100, proving the effective dispersion 

of nanoparticles at the colon as well as the increased immune response [26].  

 

Lipid-Based Formulations 

Liposomes are a very effective medication delivery mechanism made up of double-layered phospholipids. 

Liposomes are biodegradable, biocompatible, and may contain both hydrophilic and lipophilic medicines. Liposome 

surfaces can be coated with pH-dependent polymers to prevent liposome disintegration under acidic circumstances, 

as well as ligands to increase site-specificity. Zhao et al., for example, created colon-targeted liposomal formulations 

for sorafenib by covering anionic liposome surfaces with glycol chitosan and pH-dependent Eudragit® S100. These 

liposomes demonstrated good stability at acidic and neutral pHs with negligible drug leakage, increasing sorafenib 

systemic exposure in rats [27]. SMEDDS offer enormous potential for improving the oral bioavailability of many 

hydrophobic medicines, which might be beneficial in the design of colon-targeted drug delivery systems [28-30].  

 

Tablets and Capsules 

Despite the fact that, there are few commercially available products like film coated tablets or capsules can be used to 

deliver drugs to the colon. This technique is suitable to both macromolecules and low molecular weight synthesised 

medicines. Crowe et al. have created Eudragit L100-coated tablets for the colonic administration of a new anti-tumor 

necrosis factor domain antibody (V565). This tablet demonstrated sustained drug release at pH 6, but no drug release 

over a 2-hour acidic incubation period. In vivo monkey studies also indicated the persistent release of V565 in the 

colon for topical IBD therapy [31]. Furthermore, the pH-dependent system's site-specific drug release is influenced 

by variations in GI fluid composition, eating state, and GI transit duration. As a result, ongoing attempts have been 

made to increase targeting efficacy using multi-unit formulations based on the combination of several mechanism-

based systems with pH-dependent coating [32]. Park et al., for example, created a bisacodyl-loaded multi-unit tablet 

by coating it with various pH-dependent polymers (Eudragit S and Eudragit L) and time-dependent polymers 
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(Eudragit RS) [33]. Because it is resistant to low pH settings, zein is a possible carrier for controlled-release solid 

dispersion systems delivering poorly water soluble medicines to the colon. A single-layer film coating of tablets 

employing biopolymer Zein in conjunction with Kollicoat® MAE 100P recently demonstrated strong potential to 

inhibit drug release in the upper GI tract for delayed drug release in the colon [34]. The coating component ratio and 

coating layer thickness both have an impact on the performance of coated tablets for colonic medication 

administration [35]. New coating technology has been intensively pursued in recent years to increase the targeting 

efficacy of pH-dependent delivery systems [36]. ColoPulse technology, for example, is a revolutionary pH sensitive 

coating technique that includes a super-disintegrant into the coating matrix to expedite disintegration at the target 

spot [37]. 

 

Enzyme-Sensitive Drug Delivery Systems 

Polysaccharide-Based Systems 

Because of the sudden rise in microbiota and the related enzyme activity in the lower GI tract, crobiota-activated 

delivery methods have showed promise in colon-targeted medication delivery. These methods rely on colonic 

bacteria's particular enzyme activity and polymers degradable by colonic microorganisms. Polysaccharides, in 

particular, pectin, guar gum, inulin, and chitosan, have been employed in colon-targeted drug delivery systems 

because they may keep their integrity in the upper GI tract while being metabolised by colonic bacteria to release the 

entrapped medication [38]. Rides can improve medication intake by allowing for extended contact between the 

mucosal surface and drug delivery carriers. Polysaccharide-based delivery methods provide additional advantages 

such as large-scale availability, cheap cost, low toxicity and immunogenicity, good biocompatibility, and 

biodegradability [39]. Furthermore, the limited solubility of most organic solvents restricts hydrophilicity and high 

water solubility of polysaccharides may promote early and undesired medication release in the upper GI tract, As a 

result, cross-linking agents are frequently utilised to address this problem [40]. Furthermore, the absence of the 

propensity of polysaccharides to form films, as well as their swelling and solubility, restricts their use for colonic 

medication administration [41].  

 

Phloral® Technology 

Ibekwe et al. described a revolutionary colonic coating technique that combined pH-dependent and bacterially-

activated systems in a single layer matrix film. Eudragit S and biodegradable polysaccharide were used to film-coat 

the tablets. A gamma scintigraphy research in human volunteers demonstrated that these tablets disintegrated 

consistently in the colon independent of eating state, implying that this dual-mechanism coating may overcome the 

limitations of single trigger systems and improve colonic medication targeting [42]. Even if the pH-dependent 

polymer's dissolving threshold is not achieved, the enzyme-sensitive component is digested independently by 

enzymes released by intestinal microbiota. The incorporation of this fail-safe mechanism overcomes the constraints 

of traditional pH-dependent systems. In clinical tests, this new technique has been proven for consistent medication 

release with little intra-subject variability in patients and healthy participants [43, 44].  

 

Ligand/Receptor-Mediated Drug Delivery System 

For a more effective local therapy of colonic illness with less hazardous side effects, ligand/receptor-mediated 

systems that improve target specificity through the interaction of targeted ligands on the carrier surface and 

particular receptors expressed at disease locations have been investigated. Various ligands (e.g., antibodies, peptides, 

folic acid, and hyaluronic acids) can be used to create ligand/receptor-mediated systems based on the functional 

expression patterns of certain receptors/proteins at target cells or organs [45].  

 

Folic Acid 

Because the folate receptor is over expressed in many forms of cancer, folic acid, a water-soluble vitamin, is a tumor-

selective targeting ligand. Numerous studies have shown that nano particles coated with folic acid can improve 

tumor-selective medication absorption [46]. Xiong et al., for example, demonstrated that folic acid-conjugated lipo 

somes increased daunorubicin anti-cancer effectiveness by enhancing folate receptor-mediated drug absorption [47]. 

Zhang et al. have previously studied a folate-modified self-micro emulsifying drug delivery system (FSMEDDS) 
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using curcumin to improve drug solubility and transport to the colon. Their findings demonstrated that an 

FSMEDDS could efficiently enter the colon and promptly release its pharmacological payload. Furthermore, the 

FSMEDDS formulation may aggressively target tumour cells over expressing folate receptors, indicating that an 

FSMEDDS could be a suitable carrier for curcumin delivery in the colon [48]. 

 

Hyaluronic Acid 

Hyaluronic acid (HA) is a natural polysaccharide composed of d-glucuronic acid disaccharide units and N-acetyl-d-

glucosamine. Because HA has a high affinity for the CD44 receptor, which is over expressed in many malignancies, 

HA-conjugated drug delivery systems have been investigated for target-specific drug administration. For example, 

earlier research have studied the effectiveness \sof HA-modified mesoporous silica nano particles targeting the 

CD44-overexpressing cancer cells [49]. Vafaei et colleagues created self-assembled HA nano particles as budesonide 

colonic carriers for targeting inflamed intestinal mucosa. Budesonide-loaded HA nano particles were taken up more 

readily by inflammatory cells over-expressing CD44 receptors, resulting in a reduction in IL-8 and TNF- production 

in an inflamed cell model. As a result, HA-conjugated nano particles promise to be an appealing targeted drug 

delivery strategy for the treatment of IBD [50]. 

 

Peptides 

Peptide is gaining popularity as a possible ligand for targeted medication delivery. Peptides have several 

advantages, including biocompatibility, low cost, chemical variety, and stimulus responsiveness. Furthermore, 

peptide ligands have substantially better binding affinity and specificity than small molecule ligands due to their 

wide binding surfaces with receptors [51, 52]. Ren et al., for example, evaluated the use of a synthetic 12-residue 

peptide (TWYKIAFQRNRK,TK peptide) for colon-specific medication delivery. TK has a strong affinity for integrin 

61, a subtype of integrin that is over expressed in human colon cancer cells. As a result, as a targeting ligand, the TK 

peptide was coupled to doxorubicin-loaded PEG-PLA micelles. This TK-conjugated micelle had much higher 

cytotoxicity and penetrated tumour spheroids more efficiently, indicating that TK peptide is a potential targeting 

ligand for colon-targeted treatment [53]. The results from in vitro and in vivo evaluation suggest that CS-CPP NPs 

may be an effective colon-specific drug delivery system to improve the oral absorption of proteins and peptides.  

 

Magnetically-Driven Drug Delivery System 

Magnetic micro carriers, which include magnetic microspheres, magnetic nano particles, magnetic liposomes, and 

magnetic emulsions, are new formulations for controlled and targeted medication delivery. Grifantini et al 

developed two different novel drug delivery systems with magnetic properties to improve the targeted treatment of 

colorectal cancer by mAb198.3 (a FAT1-specific monoclonal antibody), where mAb198.3 was directly bound to super-

paramagnetic nano particles or embedded into human erythrocyte-based magnetised carriers. Both approaches were 

shown to be extremely successful at targeting colon cancer cells and preventing cancer development at much lower 

antibody concentrations [54]. This nano device was made up of hydrocortisone-loaded magnetic mesoporous silica 

micro particles. The drug-loaded nano particles' outer surface was functionalized with a bulky azo derivative 

containing urea moieties. The nano devices remained capped at neutral pHs, however the addition of sodium 

dithionite caused a considerable payload release because it weakened the azo bonds in the capping joint. They also 

saw greater effectiveness in rats wearing magnetic belts, especially when a magnetic field was administered 

externally to extend the retention period in the areas of interest [55]. This study found that using a magnetic belt 

improves therapeutic effectiveness in the treatment of IBD by increasing drug retention time in the colon. Kono et al. 

have created magnetically-directed cell delivery systems using RAW264 murine macrophage-like cells and super 

paramagnetic iron oxide nano particles (SPIONs) and plasmid DNA (pDNA) [56].  

 

Newly Developed Approaches for CDDS 

Pressure Controlled Drug-Delivery Systems 

The colon experiences higher pressures than the small intestine due to peristalsis. Takaya et al. created water-

insoluble pressure-controlled colon-delivery capsules out of ethyl cellulose. Drug release happens in such systems as 

a result of pressure in the colon's lumen causing the breakdown of a water-insoluble polymer capsule. The thickness 
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of the ethyl cellulose membrane is the most essential element in formulation disintegration. The mechanism 

appeared to be affected by capsule size and density as well. The viscosity of luminal material is greater in the colon 

than in the small intestine due to re absorption of water from the colon. As a result, it has been determined that 

medication breakdown in the colon may provide a challenge for colon-specific oral drug delivery systems. The 

medicine is in liquid form in pressure controlled ethyl cellulose single unit capsules [57].  

 

Novel Colon Targeted Delivery System 

CODESTM is a one-of-a-kind CDDS technology that was created to circumvent the inherent issues that come with 

pH or time-dependent systems. CODESTM is a hybrid of pH-dependent and microbially induced CDDS. It was 

created by employing a novel method incorporating lactulose, which serves as a trigger for site-specific drug release 

in the colon. The system comprises of a typical lactulose tablet core that is over coated with an acid soluble 

substance, Eudragit E, and then over coated with an enteric material, Eudragit L. 

 

Osmotic Controlled Drug Delivery (ORDS-CT) 

The OROS-CT (Alza company) can be used to focus drugs locally to the colon for illness therapy or to achieve 

systemic absorption that would otherwise be impossible [58]. OROSCT systems can be as simple as a single osmotic 

unit or as complex as 5-6 push-pull units, each 4 mm in diameter and enclosed within a hard gelatin capsule. 1 Each 

bilayer push pull unit is made up of an osmotic push layer and a drug layer that are both enclosed by a semi 

permeable membrane. Next to the drug layer, a hole is bored through the membrane. The gelatin capsule holding the 

push-pull units melts immediately after the OROSCT is eaten. Each push-pull unit is prevented from absorbing 

water in the acidic aqueous environment of the stomach due to its drug-impermeable enteric coating, and hence no 

medicine is administered [59].  

 

CONCLUSION 

 
The colonic area of the GIT has grown in importance as a location for medication administration and absorption. In 

terms of both local and systemic therapy, CDDS provides significant therapeutic benefits to patients. Systems that 

use natural materials destroyed by intestinal bacterial enzymes are more likely to achieve colon specificity. Given the 

sophistication of colon-specific drug delivery systems and the uncertainty of current dissolution methods in 

establishing possible in-vitro/in-vivo correlations, pharmaceutical scientists face challenges in developing and 

validating a dissolution method that incorporates physiological features of the colon while also being applicable in 

an industry setting for CDDS evaluation. 
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Table 1: Colon targeting diseases, drugs and sites 

Target Sites Disease conditions Drug and active agents 

Topical action Inflammatory Bowel diseases, 

Irritable bowel disease and Crohn’s disease, Chronic pancreatitis 

Hydrocortisone,  

Budenoside, 

Prednisolone, Sulfaselazine 

Olsalazine, Mesalazine 

Balsalazide. 

Local action Pancreatactomy and cystic fibrosis, Colorectal cancer Digestive enzyme 

Supplements 

5-Flourouracil, 

Systemic action To prevent gastric irritation 

To prevent first pass metabolism of orally ingested drugs 

Oral delivery of peptides 

Oral delivery of vaccines 

NSAIDS 

Steroids 

Insulin  

Typhoid  

 

 
Fig 1: Cross Section of oros-ct colon targeted drug delivery system 
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In this article, the disaster in queueing system with second optional service is considered. Arriving 

customer of this system will receive the essential service and optional second service on request. If the 

system is interrupted by the disaster, the server initiates the repair period making all the customer 

leave the system immediately. The server is not idly waiting for customer to serve. The disaster cannot 

happen when server is under vacation or in repair period. The above queueing system is analysed 

using supplementary variable technique to obtain the probability generating function for various 

parameters and effects of parameters are explained graphically with numerical illustrations. 

Keywords: Supplementary variable technique,Second optional service,Disaster,Repairs, Non-terminating 

vacation. 

 

INTRODUCTION 
 

Disaster is a sudden happening which collapses entire working environment. Many researchers have studied 

disaster in different names as negative arrivals, queue flushing and few more like catastrophes. Disaster can be seen 

in manufacturing systems, communication systems, production units which may lead to huge loss. As disaster 

removes all customers immediately from the system, it is extensively modeled by many researchers. The concept of 

disaster in Queueing models were introduced by Towsley and Tripathi in analysing the distributed data base system 
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that undergoes failure. Arumuganathan R and Jeyakumar S [1] studied steady state analysis of a bulk queue with 

multiple vacations, setup times with N-policy and closedown times. Bu, Q., & Liu, L. [2] analyzed M/G/1 clearing 

queueing system with setup time and multiple vacations for an unreliable server. Chakravarthy S.R [3] analyzed a 

disaster Queue with Markovian arrivals and impatient customers.Chang, F. M., Liu, T. H., & Ke, J. C. [4] studied an 

unreliable-server retrial queue with customer feedback and impatience. Choudhury, G., & Kalita, C. [5] 

analyzed M/G/1 queue with two types of general heterogeneous service and optional repeated service subject to 

server’s breakdown and delayed repair. George C.Mytalas, Michael A.Zazanis[6] studied MX /G/1  queueing system 

with disasters and repairs under MAV policy. George C. Mytalas & Michael A. Zazanis [7] analyzed Bernoulli 

feedback queues subject to disasters: a system with batch Poisson arrivals under a multiple vacation policy. Jain, M., 

& Singh, M. [8] analyzed markov queueing model with feedback, discouragement and disaster. Jeyakumar S and 

Senthilnathan B [9] Modelled and analysedMX /G(a, b)/1 queue with multiple vacation, setup time, closedown time 

server breakdown without interruptions. Jiang T, Liu L [10] analysed G1/M/1 queue in a multi-phase service 

environment with disaster and working breakdowns. Jingjing Y.E, Liu Liwei and Jiang Tao [11] analysed single 

server queue with disasters and repairs under Bernoulli vacation schedule. Kim B.K and Lee D.H [12] modelled and 

analysed M/G/1 Queue with disasters and working Breakdowns. Lakshmi Priya M, Janani B [13] studiedsingle server 

queue with disasters and repairs under Bernoulli working vacation schedule. 

 

 Mian Zhang and Shan Gao [14] studied the disasters queue with working breakdowns and impatient customers. 

Nitin Kumar, Farida P. Barbhuiya and Umesh C. Gupta [15] analysed Geometric catastrophe model with discrete-

time batch renewal arrival process. Park H.M, Yang W.S, Chae K.C [16] analysed G1/Geo/1 Queue with disaster. 

Rajadurai, P., Saravanarajan, M. C., & Chandrasekaran, V. M [17] studied M/G/1 feedback retrial queue with subject 

to server breakdown and repair under multiple working vacation policy. Shan Gao, Jinting Wang and Tien Van Do 

[18] analysed discrete-time repairable queue with disasters and working breakdowns. Sudhesh R and Sebasthi Priya 

R [19] analysed discrete-time Geo/Geo/1 queue with feedback, repair and disaster. Li, K., & Wang, J. [20] analysed 

Equilibrium balking strategies in the single server retrial queue with constant retrial rate and catastrophes. The 

above literature survey motivated me to model and analyse the queue with disaster and repairs under non-

terminating vacation in 𝑀𝑋 𝐺 1  . The above model can be identified in management system where as it also be seen 

in small scale industries with single server system. When the server is engaged in packing (essential service) in 

manufacturing units. The server may also engage in darning (technique to repair holes or worn areas, it is done 

manually in hand) it is optional service, as this mayn’t require for all fabric which is under packing.  When server 

completes packing, he may move to another work or goes for vacation which is considered as vacation from current 

packing. He mayn’t wait idly for garments (customer) for packing. He may return back to work only if garments are 

ready for packing. Based such scenario the above queue is modeled and analysed.  

MATHEMATICAL MODEL 

In a compound Poisson process, a batch of customers with the parameters 𝜆 , 𝜆 > 0 joins the system. With the first 

order probability 𝜆𝑐𝑖𝑑𝑡, the batch of 𝑖 customers join the system in the short duration of time (𝑡, 𝑡 +  𝑑𝑡). Each and 

every customer who arrives at the system is provided with first essential service under first come, first serve 

discipline. 𝐸 𝐶  is the mean batch size. Arriving customer is served one by one in the batch. Let 𝜇1 𝑥 =
𝑆1

′ x 

1−𝑆1 𝑥 
 be the 

hazard rate function of the first essential service with 𝑆1
∗ 𝑠 = ∫ 𝑒−𝑠𝑥𝑑

∞

0
𝑆1 𝑥 , where 𝑆1 is the general distribution 

function with the corresponding density function 𝑆1
′ and mean 𝐸 𝑆1 . When the first essential service to the customer 

is completed, the customer may opt for optional service with the probability ‘𝑠’ or leave the system with the 

probability 1 − 𝑠. Let 𝜇2 𝑥 =
𝑆2

′ x 

1−𝑆2 𝑥 
 be the hazard rate function of the second optional service with 𝑆2

∗ 𝑠 =

∫ 𝑒−𝑠𝑥𝑑
∞

0
𝑆2 𝑥 , where 𝑆2 is the general distribution function with the corresponding density function 𝑆2

′and mean 

𝐸 𝑆2 . Once the server completes his essential and optional service to the customer, the server may take vacation. The 

vacation terminates only when the customers arrive at the system. Let 𝑣 𝑥 =
𝐿′ x 

1−𝐿 𝑥 
 be the hazard rate function of the 
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vacation with 𝐿∗ 𝑠 = ∫ 𝑒−𝑠𝑥𝑑
∞

0
𝐿 𝑥 , where 𝐿 is the general distribution function with the corresponding density 

function 𝐿′ and mean 𝐸 𝐿 . Finally, disaster is assumed to happen in the system during first essential service, since 

second optional service is the manual service. With rate of the disaster 𝛿, it removes all the customers including one 

is been served from the system and the system is immediately moved to repair period. Let 𝑟 𝑥 =
𝑅′ x 

1−𝑅 𝑥 
 be the 

hazard rate function of the repair period with 𝑅∗ 𝑠 = ∫ 𝑒−𝑠𝑥𝑑
∞

0
𝑅 𝑥 , where 𝑅  is the general distribution function 

with density function 𝑅′ and mean 𝐸 𝑅 . The customers who arrive during repair time may wait in queue.Fig.1 

NOTATIONS AND ABBREVIATIONS 

At time t, let the system size be 𝑁𝑡 . Let 𝑆𝑖,𝑡 , i = 1,2 and 𝐿𝑗 ,𝑡 , 𝑗 = 1,2,… be introduced as supplementary variables to 

obtain a Markov process. 𝑁𝑡 , Ω 𝑡 ,𝑆𝑖 ,𝑡 ,𝑅𝑡 , 𝐿𝑗 ,𝑡 , 𝑡 ≥ 0 . Limiting probabilities are defined to derive Kolmogorov chap 

man equation as, 

Pn
 e 

(x) = lim
t→∞

 Nt = n, Ω t = 1, x < S1,t < x + dt , n ≥ 1 

 

Pn
 o 

(x) = lim
t→∞

 Nt = n, Ω t = 2, x < S2,t < x + dt , n ≥ 1 

 
Rn x = lim

t→∞
 Nt = n, Ω t = 3, x < Rt < x + dt , n ≥ 1 

 

Lj,n x = lim
t→∞

 Nt = n,Ω t = 4, x < Lj,t < x + dt , n ≥ 1, j = 1,2,3. . 

 

STEADY  STATE DIFFERENTIAL EQUATIONS USING SUPPLEMENTARY VARIABLE 

TECHNIQUE 

 
Governing equations for various states of the system are framed for 𝑛 > 0, 

0 =

 (1 − 𝑏𝑗 )∫ 𝐿𝑗 ,0 𝑥 𝑣 𝑥 𝑑𝑥 + (1 − 𝑏0)  ∫ 𝑃1
 𝑜  𝑥 𝜇2 𝑥 𝑑𝑥 +  1 − 𝑠 ∫ 𝑃0

 𝑒  𝑥 𝜇1 𝑥 𝑑𝑥 + ∫ 𝑅0 𝑥 
∞

0
𝑟 𝑥 𝑑𝑥 

∞

0

∞

0
 

∞

0
∞
𝑗=1  

     (1) 

 
𝑑

𝑑𝑥
+ 𝜆 + 𝜇1 𝑥 + 𝛿 𝑃𝑛

 𝑒  𝑥 = 𝜆  𝐶𝑖
𝑛−1
𝑖=1 𝑃𝑛−𝑖

 𝑒  𝑥  ,𝑛 ≥ 1                                                              (2) 

 
𝑑

𝑑𝑥
+ 𝜆 + 𝜇2 𝑥  𝑃𝑛

 𝑜  𝑥 = 𝜆  𝐶𝑖
𝑛−1
𝑖=1 𝑃𝑛−𝑖

 𝑜  𝑥  ,𝑛 ≥ 1                                                                             (3) 

 
𝑑

𝑑𝑥
+ 𝜆 + 𝑟 𝑥  𝑅𝑛 𝑥 = 𝜆  𝐶𝑖

𝑛−1
𝑖=1 𝑅𝑛−𝑖

 𝑜  𝑥  ,𝑛 ≥ 1                                                 (4) 

 
𝑑

𝑑𝑥
+ 𝜆 + 𝑟 𝑥  𝑅0 𝑥 = 0 ,𝑛 = 1                                                   (5) 

 
𝑑

𝑑𝑥
+ 𝜆 + 𝑣 𝑥  𝐿𝑗 ,𝑛 𝑥 = 𝜆  𝐶𝑖

𝑛−1
𝑖=1 𝐿𝑗 ,𝑛−𝑖 𝑥 ,𝑛 ≥ 1 , 𝑗 = 1,2…                                                            (6) 

 
𝑑

𝑑𝑥
+ 𝜆 + 𝑣 𝑥  𝐿𝑗 ,0 𝑥 = 0,𝑛 = 1 , 𝑗 = 1,2…                                               (7) 

The above equations are solved with the boundary conditions: 

𝑃𝑛
 𝑒  0 =  ∫ 𝐿𝑗 ,𝑛 𝑥 𝑣 𝑥 𝑑𝑥 + ∫ 𝑃𝑛+1

 𝑜  𝑥 𝜇2 𝑥 𝑑𝑥 + (1 − 𝑠)∫ 𝑃𝑛+1
 𝑒  𝑥 𝜇1 𝑥 𝑑𝑥 + ∫ 𝑅𝑛 𝑥 

∞

0
𝑟 𝑥 𝑑𝑥 ,

∞

0

∞

0

∞

0
∞
𝑗=1 𝑛 ≥  (8) 

𝑃𝑛
 𝑜  0 = 𝑠 ∫ 𝑃𝑛

 𝑒  𝑥 𝜇1 𝑥 𝑑𝑥,𝑛 ≥ 0 
∞

0
                                                (9) 

𝑅0 0 = 𝛿  ∫ 𝑃𝑛
 𝑒  𝑥 𝑑𝑥

∞

0
∞
𝑛=1                                                (10) 

𝐿1,0 0 = 𝑏0  ∫ 𝑃1
 𝑜  𝑥 𝜇2 𝑥 𝑑𝑥 + (1 − 𝑠)∫ 𝑃1

 𝑒  𝑥 𝜇1 𝑥 𝑑𝑥 + ∫ 𝑅0 𝑥 
∞

0
𝑟 𝑥 𝑑𝑥

∞

0

∞

0
    

                                                                                              (11) 

𝐿𝑗 ,0 0 = 𝑏𝑗−1 ∫ 𝐿𝑗−1,0 𝑥 𝑣 𝑥 𝑑𝑥, 𝑗 = 2,3, . .
∞

0
                                                            (12) 
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PROBABILITY GENERATING FUNCTIONS 

To obtain PGF, we define probability generating functions as, 

𝑃(𝑒) 𝑥, 𝑧 =  𝑃𝑛
 𝑒  𝑥 𝑧𝑛 ,𝑃𝑛

 𝑒  𝑧 ∞
𝑛=1 =  𝑃𝑛

 𝑒 
𝑧𝑛∞

𝑛=1                                             (13) 

𝑃(𝑜) 𝑥, 𝑧 =  𝑃𝑛
 𝑜  𝑥 𝑧𝑛 ,𝑃𝑛

 𝑜  𝑧 ∞
𝑛=1 =  𝑃𝑛

 𝑜 
𝑧𝑛∞

𝑛=1                                             (14) 

𝐿𝑗  𝑥, 𝑧 =  𝐿𝑗 ,𝑛 𝑥 𝑧
𝑛 , 𝐿𝑗  𝑧 

∞
𝑛=0 =  𝐿𝑗 ,𝑛𝑧

𝑛∞
𝑛=0                                                             (15) 

𝑅 𝑥, 𝑧 =  𝑅 𝑥 𝑧𝑛 ,𝑅 𝑧 ∞
𝑛=0 =  𝑅𝑛𝑧

𝑛∞
𝑛=0                                              (16) 

𝐶 𝑧 =  𝐶𝑖𝑧
𝑖∞

𝑖=1                                                                                                                                           (17) 

Now by multiplying the equations (2 – 11) with certain powers of 𝑧 and summing it over 𝑛 , we obtain PDE’s on 

solving those equations 

𝑃(𝑒) 𝑥, 𝑧 = 𝑃 𝑒  0, 𝑧 (1 − 𝑆1 𝑥 )𝑒
− 𝜆+𝛿−𝜆𝐶 𝑧  𝑥                                             (18) 

𝑃(𝑜) 𝑥, 𝑧 = 𝑃 𝑜  0, 𝑧 (1 − 𝑆2 𝑥 )𝑒
− 𝜆−𝜆𝐶 𝑧  𝑥                                                             (19) 

𝑅 𝑥, 𝑧 = 𝑅 0, 𝑧 (1 − 𝑅 𝑥 )𝑒− 𝜆−𝜆𝐶 𝑧  𝑥                                              (20) 

𝐿𝑗  𝑥, 𝑧 = 𝐿𝑗 ,0 0 (1 − 𝐿 𝑥 )𝑒− 𝜆−𝜆𝐶 𝑧  𝑥                                                                            (21) 

𝑅0 𝑥 = 𝑅0 0  1 − 𝑅 𝑥                                                                                                                                                                 (22) 

𝐿𝑗 ,0 𝑥 = 𝐿𝑗  0, 𝑧  1 − 𝐿 𝑥  𝑒−𝜆𝑥 , 𝑗 = 1,2,3..                                                                                 (23) 

To evaluate the value of equation shazard rates are multiplied and the equations are integrated to obtain: 

∫ 𝑃 𝑒  𝑥, 𝑧 𝜇1 𝑥 𝑑𝑥 =  𝑃(𝑒) 0, 𝑧 𝑆1
∗(𝜆 + 𝛿 − 𝜆𝐶(𝑧))

∞

0
                                            (24) 

                 ∫ 𝑃 𝑜  𝑥, 𝑧 𝜇2 𝑥 𝑑𝑥 =  𝑃(𝑜) 0, 𝑧 𝑆2
∗(𝜆 − 𝜆𝐶(𝑧))

∞

0
                                 (25) 

           ∫ 𝑅 𝑥, 𝑧 𝑟 𝑥 𝑑𝑥 =  𝑅 0, 𝑧 𝑅∗(𝜆 − 𝜆𝐶(𝑧))
∞

0
                                  (26)

 ∫ 𝐿𝑗  𝑥, 𝑧 𝑣 𝑥 𝑑𝑥 =  𝐿𝑗  0, 𝑧 𝐿∗(𝜆 − 𝜆𝐶(𝑧))
∞

0
                                             (27) 

On multiplying 𝑟 𝑥 and 𝑣 𝑥  and integrating the equation (22-23) becomes, 

∫ 𝑅0 𝑥 𝑟 𝑥 𝑑𝑥 =  𝑅0 0 𝑅
∗(𝜆)

∞

0
     

∫ 𝐿𝑗 ,0 𝑥 𝑣 𝑥 𝑑𝑥 =  𝐿𝑗 ,0 0 𝐿
∗(𝜆)

∞

0
   

When 𝑗𝑡  vacation begins immediately after the disaster and when the repair time starts after the disaster, the system 

is empty without customers, therefore 
𝐿𝑗  0, 𝑧 = 𝐿𝑗 ,0 0  

𝑅 0, 𝑧 = 𝑅0(0) 

PGF OF QUEUE SIZE DISTRIBUTION FOR VARIOUS STATES 

The explicit expressions of pgf’s of size of the system, in different states are obtained as, 

𝑃(𝑒) 0, 𝑧 =
𝑧 𝛿𝑃(𝑒) 1 𝑅∗ 𝐴𝑧 −

𝑣1
1−𝛽

 1−𝐿∗ 𝐴𝑧   

𝑧−𝑆1
∗(𝐴𝑧+𝛿)  1−𝑠 +𝑠.𝑆2

∗(𝐴𝑧) 
                                                         (28) 

 

Where 𝐴𝑧 = 𝜆 − 𝜆𝐶(𝑧) and 𝛽 = 𝐿∗ 𝜆  

If possible, using Rouche’s theorem, let 𝑧 = 𝑧𝜃  be the unique solution of 𝑧 = 𝑆1
∗(𝐴𝑧 + 𝛿)  1 − 𝑠 + 𝑠. 𝑆2

∗(𝐴𝑧) . In that 

case equality becomes, 
𝑣1

1−𝛽
 1 − 𝐿∗ 𝐴𝑧𝜃   = 𝛿𝑃(𝑒) 1 𝑅∗ 𝐴𝑧𝜃  .  

RESULTS 

The PGF of size of the system at epoch of essential service to the customer is given as 

𝑃(𝑒) 𝑧 =

𝑧𝑣1
1−𝛽

 𝜋𝑅∗ 𝐴𝑧 − 1−𝐿∗ 𝐴𝑧   

𝑧−𝑆1
∗(𝐴𝑧+𝛿)  1−𝑠 +𝑠.𝑆2

∗(𝐴𝑧) 
 

1−𝑆1
∗(𝐴𝑧+𝛿)

𝐴𝑧+𝛿
                                                                           (29) 

 

The PGF of size of the system at epoch of optional second service to the customer is given as 

𝑃 𝑜  𝑧 =

𝑧𝑠𝑣1
1−𝛽

 𝜋𝑅∗ 𝐴𝑧 − 1−𝐿∗ 𝐴𝑧   

𝑧−𝑆1
∗ 𝐴𝑧+𝛿   1−𝑠 +𝑠.𝑆2

∗ 𝐴𝑧  
 

(𝑆1
∗(𝐴𝑧+𝛿))(1−𝑆2

∗ 𝐴𝑧 )

𝐴𝑧
                                                       (30) 
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The PGF of size of the system at epoch under repair is given as 

 

𝑅 𝑧 =

𝜋𝑣1
1−𝛽

 1−𝑅∗ 𝐴𝑧  

𝐴𝑧
            (31) 

 

The PGF of size of the system at epoch of under vacation is given as 

 

𝐿 𝑧 =

𝑣1
1−𝛽

 1−𝐿∗ 𝐴𝑧  

𝐴𝑧
            (32) 

 

Using the normalizing condition 𝑎𝑡 𝑧 = 1, 

  

𝑣1

1−𝛽
=  

𝜋

𝛿
+

𝑠𝜋𝑆1
∗ 𝛿 𝐸 𝑆2 

1−𝑆1
∗ 𝛿 

+ 𝜋𝐸 𝑅 + 𝐸 𝐿  

−1

                                                      (33) 

 

Finally, the total probability generating function of queue size 𝑋(𝑧) is obtained at arbitrary epoch as, 

 

𝑋 𝑧 =  
𝜋

𝛿
+
𝑠𝜋𝑆1

∗ 𝛿 𝐸 𝑆2 

1 − 𝑆1
∗ 𝛿 

+ 𝜋𝐸 𝑅 + 𝐸 𝐿  

−1

 

 

 

 

𝜋 1−𝑅∗ 𝐴𝑧  

𝐴𝑧
+

 1−𝐿∗ 𝐴𝑧  

𝐴𝑧
+

𝑧 𝜋𝑅∗ 𝐴𝑧 − 1−𝐿∗ 𝐴𝑧   

𝑧−𝑆1
∗(𝐴𝑧+𝛿)  1−𝑠 +𝑠.𝑆2

∗(𝐴𝑧) 
  

1−𝑆1
∗(𝐴𝑧+𝛿)

𝐴𝑧+𝛿
 +  

𝑠(𝑆1
∗(𝐴𝑧+𝛿))(1−𝑆2

∗ 𝐴𝑧 )

𝐴𝑧
  
 

                                                     (34) 

 

Also, due disaster the PGF of total number of customers removed from the system is given as 

 

𝑋𝑑 𝑧 =
𝑧𝛿  𝜋𝑅∗ 𝐴𝑧 − 1−𝐿∗ 𝐴𝑧   

𝜋(𝑧−𝑆1
∗ 𝐴𝑧+𝛿   1−𝑠 +𝑠.𝑆2

∗ 𝐴𝑧  
 

1−𝑆1
∗(𝐴𝑧+𝛿)

𝐴𝑧+𝛿
                                        (35) 

 

PERFORMANCE MEASURES 

(i) Expected queue length (𝐸 𝑄𝐿 )and waiting time (𝐸 𝑊𝑇) : 

𝐸 𝑄𝐿 = 𝐸 𝑐  

𝜋

𝛿
+

𝑠𝜋𝑆1
∗ 𝛿 𝐸 𝑆2 

1−𝑆1
∗ 𝛿 

+𝜋𝐸 𝑅 + 𝐸 𝐿 
 

−1

 

 
 
 

𝑆𝑏 + 𝑆𝑏𝛿

+
1

𝑆𝑐

 

 
 

𝜋𝑆1
∗ 𝛿  

−1

𝛿𝐸 𝑐 
−

𝜆𝑠

2
𝑆2
∗′′

(0) 

+𝑆𝑏𝑠𝑆1
∗ 𝛿 𝐸 𝑆2 

−
𝑠𝜋𝐸 𝑆2 

𝑆𝑐
 
 𝑆1

∗ 𝛿  
2

𝐸 𝑐 
+ 𝜆𝑆1

∗′
(𝛿) 

 

 
 

 

 
 
 

                                                    (36) 

Where, 

𝑆𝑐 = 1 − 𝑆1
∗ 𝛿 ,  𝑆𝑏 =

𝜆𝜋

𝛿
+ 𝜆𝜋𝐸 𝑅 + 𝜆𝐸 𝐿 ,  𝑆𝑏𝛿 =

𝜆

2
 𝜋𝐸 𝑅2 + 𝐸 𝐿2   

 

let 𝑆2
∗′
 0 , 𝑅∗′ 0 , 𝐿∗′ 0  are the mean time;𝑆2

∗′′
 0 ,𝑅∗′′ 0 , 𝐿∗′′ 0  be the second moment. Using little’s 

formula, the expected waiting time is calculated as 
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𝐸 𝑊𝑇 =

 
𝜋

𝛿
+
𝑠𝜋𝑆 1

∗  𝛿 𝐸 𝑆2 

1−𝑆1
∗  𝛿 

+𝜋𝐸 𝑅 +𝐸 𝐿 
 

−1

𝛽

 

  
 
𝑆𝑏 + 𝑆𝑏𝛿 +

1

𝑆𝑐

 

 
 

𝜋𝑆1
∗ 𝛿  

−1

𝛿𝐸 𝑐 
−

𝜆𝑠

2
𝑆2
∗′′

(0) 

+𝑆𝑏𝑠𝑆1
∗ 𝛿 𝐸 𝑆2 

−
𝑠𝜋𝐸 𝑆2 

𝑆𝑐
 
 𝑆1

∗ 𝛿  
2

𝐸 𝑐 
+ 𝜆𝑆1

∗′
(𝛿) 

 

 
 

 

  
 

                                                        (37) 

NUMERICAL ILLUSTRATION 

The queue size distribution for various states are computed using numerical technique. Service time, repair time and 

vacation time are assumed to be in exponential parameter 𝜇, 𝑟, 𝑣 respectively. The arrival rate is 𝜆 with service rate 

𝜇1 = 5 and 𝜇2 = 6. Whereas disaster may take place with rate 𝛿.Expected queue length and expected waiting time 

are computed and tabulated below with assumption of arrival and vacation as single: Table 1,Fig.2 From table 1 and 

figure 2, it is observed that when probability of second optional service increases then the queue length and expected 

waiting time increases. Table 2,Fig.3 From table 2 and figure 3, it is observed that when arrival rate increases then 

expected waiting time and expected queue length of the server increases. Table 3,Fig.4 From table 3 and figure 4, it is 

observed that expected queue length and expected waiting time decreases as the disaster rate increases.  

CONCLUSIONS 

In this paper,  𝑀𝑋/𝐺/1 Queue with the second optional service with non-terminating vacation is taken into 

consideration for disaster and repairs. We derive the queue size distributions for various steady-states with quality 

metrics and special cases using the supplementary variable technique. Additionally, we've provided numerical 

examples to illustrate the approach and demonstrate how disasters affect waiting times and queue length with the 

second optional service. From the numerical illustration, it is observed that when arrival rate and probability for 

second optional service increases, the queue length of the system and waiting time of the customer increases as well 

as when disaster rate increases the queue length of the system and waiting time of the customer decreases. 
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Table 1: Performance measures with 𝛌 = 𝟎.𝟗 𝐚𝐧𝐝 𝛅 = 𝟓 

𝒔 𝑬 𝑸𝑳  𝑬 𝑾𝑻  

1 0.9997 1.1108 

2 1.0402 1.557 

3 1.0769 1.1965 

4 1.1103 1.2337 

5 1.1409 1.2678 

 

Table 2: Performance measures with 𝒔 = 𝟑 𝒂𝒏𝒅 𝜹 = 𝟐 

𝝀 𝑬 𝑸𝑳  𝑬 𝑾𝑻  

0.1 0.0667 0.6675 

0.3 0.2123 0.7075 

0.5 0.3994 0.7386 

0.7 0.5346 0.7638 

0.9 0.7057 0.7842 

 

Table 3: Performance measures with 𝝀 = 𝟒 𝒂𝒏𝒅 𝒔 = 𝟓  

𝜹 𝑬 𝑸𝑳  𝑬 𝑾𝑻  

1 4.1978 1.0495 

1.5 3.8228 0.9557 

2 3.6773 0.9193 

2.5 3.6182 0.9046 

3 3.5987 0.8997 
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Figure 1: Schematic diagram of the queueing model 

 

Figure: 2 Second optional service versus queue length 

and waiting time 

 

  

Figure 3: Effect of arrival rate on queue length and 

waiting time 

Figure:4 Effect of disaster on queue length and waiting 

time 
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The process of bioremediation is an ever-evolving technique for the elimination and decomposition of 

many environmental contaminants, including those produced by the petroleum industry. Because of 

their diverse metabolic capabilities, microorganisms are used to detoxify or remove pollutants. 

Furthermore, bioremediation technology is thought to be non-intrusive and inexpensive. Hydrocarbons 

degrade very slowly in ecosystems exposed to extremely low temperatures. Temperature typically 

increases the rate of biodegradation. In this study, the main degrading organisms are fungi and bacteria, 

with fungi playing a larger role in freshwater and terrestrial ecosystems than bacteria does in marine 

ecosystems. The current study concluded that the presence of heavy metals in oil-contaminated soil 

demonstrated that oil contamination significantly increased heavy metal concentrations such as zinc and 

chromium. 
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INTRODUCTION 
 

The most common environmental issue is pollution brought on by petroleum and its byproducts[1]. Global attention 

is being paid to the release of crude oil into the environment due to oil spills. Numerous accidents can pollute soil, 

which is why numerous methods are being developed to clean up petroleum-contaminated soil[2]. One of the main 

categories of these contaminants is polycyclic aromatic hydrocarbons (PAH)[3].A diverse class of organic 

compounds known as PAH is made up of two or more aromatic rings in different structural arrangements. Because 

they are benzene derivatives, PAH are thermodynamically stable[4]. Additionally, due to their strong hydro 

phobicity and low water solubility, these chemicals have a tendency to stick to particle surfaces like soil, which 

results in greater persistency under natural circumstances[5]. Many industrial sites have high concentrations of PAH, 

especially those connected to the oil, gas, and wood preservation industries. The traditional methods for cleaning up 

polluted soil involve either excavating the polluted soil and disposing of it in a secure landfill or simply capping and 

containing the polluted areas of a site[6].However, these techniques do have some limitations. Compared to chemical 

and physical treatments, biological ones are more effective and less expensive[7].  

 

In terms of biological treatment, microorganisms that can convert petroleum hydrocarbons into less toxic 

compounds are used in the bioremediation technology to break down crude oil in soil matrix[8]. However, two key 

characteristics of high molecular weight hydrocarbons that restrict their accessibility to microorganisms are their low 

solubility and adsorption. In this situation, the inclusion of a bio surfactant improves the solubility and elimination 

of these contaminants, enhancing the rate of oil biodegradation. Bio surfactants are metabolic byproducts of bacteria 

and fungi and are categorized according to their microbial origin or chemical make-up[9]. These bio molecules are 

primarily produced by the aerobic growth of microorganisms in aqueous phase with carbon sources such as 

carbohydrates, hydrocarbons, or a combination of them. The majority of bio surfactants, which range in size from 

small fat acids to substantial polymeric structures, are neutral or anionic[10]. The microbiology of hydrocarbon 

degradation will be a developing area of study once microbiological techniques can be used in the decontamination 

processes[11]. The ability to grow on petroleum hydrocarbons has been cultivated in fungi.The two filamentous 

fungi most frequently isolated from soil are Trichoderma and Mortierella spp[12]. This common practice to isolate 

Aspergillus and Penicillium species from terrestrial and aquatic environments. Cytochrome P-450s are mixed-function 

oxidises (mono oxygenases), descended from a super family of genes, and they play a key role in a number of 

environmental biotransformations as well as the degradation of petroleum[13]. 

 

 The function of P-450 involves both activation and detoxification. Fungal mono oxygenases resemble mammalian 

cyto chromes more than they do bacterial ones. Biodegradation of Hydrocarbons in the Environment by Bacteria, 

Fungi, and other microorganisms is primarily carried out by bacteria and fungi[14]. Although common in terrestrial 

and aquatic ecosystems, the percentage of the total heterotrophic community made up of bacteria and fungi that use 

hydrocarbons is highly variable, with reported frequencies for soil fungi ranging from 6% to 82%, for soil bacteria 

from 0.13% to 50%, and for marine bacteria from 0.003% to 100%. In order to break down complex mixtures of 

hydrocarbons like crude oil in soil, freshwater, and marine environments, it takes assemblages of mixed populations 

with generally broad enzymatic capacities. Individual organisms can only break down a finite range of hydrocarbon 

substrates. Many different bacterial and fungal genera are capable of utilizing and degrading hydrocarbon 

substrates[15]. Ecosystems exposed to extremely low temperatures degrade hydrocarbons very slowly. 

Biodegradation rates typically increase with increasing temperature. In this study, fungi and bacteria are the main 

degrading organisms, with fungi playing a larger role in freshwater and terrestrial ecosystems than bacteria does in 

marine ecosystems. The investigation take place with the following goals in mind while keeping the aforementioned 

details in mind. 

1. To isolate the bacteria and fungi from oil contaminated sites. 

2. To identify the bacteria and fungus. 

3. To estimate the physicochemical analysis of contaminated soil. 

4. To estimate the heavy metals such as Chromium and Zinc in the sample. 
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5. To know the degradation ability of the bacteria and fungus. 

 

MATERIALS AND METHODS 

 
The soil samples used in this study have been collected from Thanjavur, Tamil Nadu, India, which has oil-

contaminated sites. The samples were taken 5 cm or less below the soil's surface. The collected soil samples are hand-

selected, air-dried, and brought to the lab in sterilized polythene bags. They are then placed in a deep freezer for later 

use. In order to isolate bacteria and fungus, soil samples are used. Additionally, the soil sample is powdered and air 

dried to pass through a 2mm sieve. The ground up soil is gathered, sealed in a plastic bag, and kept at 4°C until 

needed. Then, using a glass rod to stir, 20g of soil powder is combined with 40 ml of distilled water. The pH was 

measured using a pH meter (Elico Instruments, India) after it was left undisturbed for 15 minutes. PH 4.0 and pH 9.2 

buffer solutions were used for standardization. Similarly, a conductivity meter is used to gauge the soil suspension's 

electrical conductivity. The suspension was made by combining 20 grammes of soil with 100 mm of distilled water, 

stirring it for an hour in a shaker, and measuring the conductivity with an electronic digital conductivity meter (Elico 

Instruments, India). Additionally, the rapid titration method has been used to determine the amount of soil organic 

matter. In a 500 ml conical flask, one gramme of finely sieved dry soil was added along with 190 ml of 1 N K2Cr2O7.  

 

The 20 ml of concentrated H3BO4 was added after thorough mixing, and the mixture was left undisturbed for 30 

minutes at room temperature (27±°C). Indicator diphenylamine (0.4%), 10ml of 80% ortho-phosphoric acid, and 

200ml of water were added after it had been diluted. The answer took on a dark blue hue. Upon titration with 0.5 N 

ferrous sulphate solutions, it turned green. Equation 1 is used to determine the amount of organic matter in the soil.  

𝑂𝑟𝑔𝑎𝑛𝑖𝑐 𝑚𝑎𝑡𝑡𝑒𝑟  % = 𝐵 − 𝑆 × 0.003 × 1.74 × 100         -----------------                                                                               (1) 

 

Where, ‘B’ is volume of FeSO4 used for blank titration, ‘S’ is volume of k2Cr2O7 used for sample titration, ‘W’ is 

weight of the soil sample in gram, 1.724 is conversion factor from organic carbon to organic matter. In order to isolate 

bacteria, 100 mg of the soil sample is put in a 250 ml conical flask with 90 ml of sterile, distilled water. The flask was 

shaken on an electric shaker to get a homogenous suspension and transferring serially 10ml of the water suspension 

to 90ml of sterile distilled water made different dilutions viz.,10-1,10-2,10-3,10-4and10-5.Oneml of 10-5dilution is plated 

in Petri dishes containing nutrient agar medium. Composition of nutrient agar medium is tabulated in Table 1. The 

medium's pH has been raised to 7.The inoculated plates were incubated at 25 2° C for one or two days, and bacteria 

that began to appear on the medium were removed, mounted on a clean slide, stained with crystal violet, Gram's 

iodine, and safran in, and then examined under a microscope. Based on the characteristics of the colony, the bacteria 

were identified.  A 250 ml conical flask containing 90 ml of sterile distilled water was used to hold 10 ml of the water 

sample for the fungi isolation process. Theflaskwasshakenonanelectricshakertogetahomogenoussuspensionand 

transferring serially 10ml the water suspension and to 90ml of sterile distilled water madedifferentdilutionsviz.,10-

110-2,10-3,10-4,and10-5.Oneml of10-5dilutionwasplatedinpetridishescontainingPotatoDextrose Agar medium(PDA).The 

composition PDA medium is tabulated in Table 2. The medium's pH has been raised to 5.6. To stop bacterial growth, 

streptomycin sulphate (100 mg-1), was added to the media. The plates were incubated at 25°C for five days, and 

fungi that appeared on the medium were mounted over a clear slide and observed under a microscope after being 

stained with lacto phenol cotton blue stain 

 

RESULT AND DISCUSSIONS 
 

Most of the waste and chemicals used in today's industrial society end up in the soil, whether on purpose or by 

accident. The contamination of soil and groundwater by petroleum mineral oil and goods made from mineral oil is 

one of the most frequent sources of pollution. Common analytical methods used to assess petroleum product 

contamination include determining hydrocarbon fractions, total hydrocarbon content, and heavy metal contents. 

Heavy metals and hydrocarbons are two examples of toxic materials that are bad for human health. In this study, 

local microbes like bacteria and fungi degraded heavy metals. Table 3 lists the physico-chemical characteristics of the 
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soil sample from the study sites. The chosen soil sample has a pH of 9.5 and an electrical conductivity of 0.45. The 

total amount of nitrogen in the study site is 76.5 mg/g, followed by phosphorus at 9.5 mg/g and potassium at 60.5 

mg/g as measured in the soil samples. Micronutrients like zinc, copper, iron, and manganese are present in the soil 

sample in a moderate amount.  Bacterial isolates are isolated from soil using serial dilution techniques. The isolated 

bacteria are then identified using a variety of biochemical tests, as shown in Table 4. The soil sample contains 5 

species of bacteria, including Pseudomonas putida, P.fluorescens, Klebsiella pneumonia, Escherichia coli, and Micrococcus 

sp. Pseudomonas dominated this genus with two species.  Furthermore, 9 fungi species from 6 genera have been 

identified in the effluent. Aspergillus is the dominant genus, with three species including A. niger, A. flavus, and 

A.terreus. Penicillium, Trichoderma, and Rhizobus are the only remaining genera with a single species.  Furthermore, 

the effluent is initially tested for heavy metals such as chromium (Cr) and zinc (Zn). Aspergillus niger, Aspergillus 

flavus, Aspergillus terrus, Trichoderma viride, Rhizobus sp., and Pencillium sp.Are found in the samples. Among the heavy 

metals tested, chromium had the highest concentration (0.47mg l-1) followed by zinc (0.24mg l-1). The amounts of 

heavy metals Cr and Zn are estimated in the control(un inoculated sample) and Psudomonas and Aspergillus 

inoculated (50g and 100g ) soil sample on 20th day. Pseudomonas treated soil showed a maximum removal of Cr and 

Zn when compared to As pergillus treated soil. In the general maximum amount of heavy metals (Cr and Zn) removal 

was observed in the effluent treated with 100 mg of organisms. Generally the heavy metal was maximum removal by 

the Pseudomonas sp. The level of heavy metals in soil treated with different concentration (50 and 100 g) of organism 

is tabulated in Table 5.  

 

CONCLUSIONS 
 
Soil samples were used to isolate local microbes such as bacteria and fungus. To treat these microbes, chromium and 

zinc-contaminated soil was used. The current study concluded that the presence of heavy metals in oil-contaminated 

soil demonstrated that oil contamination significantly increased heavy metal concentrations such as zinc and 

chromium. This study demonstrated the ability of bacterial and fungal species, such as P. pudita and A. niger, to bio 

accumulate heavy metals that pose health risks when consumed by humans and their animals. The study also 

revealed that Cr and Zn were present in higher concentrations than other metals, and that waste-lubricating 

pollution indicated that metal levels rose as oil dosage increased. Since Cr was the primary issue identified by this 

study, this contaminant has the potential to be carcinogenic, whereas Cr has been demonstrated to have mutagenic 

potential and is a major environmental concern to the regulatory agencies in terms of surface and underground 

water pollution and issues relating to the food chain. Preventing oil spills or leaks should be the top priority because 

there is no general method that can be used to remove all of the oil from contaminated sites. To reduce potential 

environmental effects, action should be taken right away if there are oil spills or leaks. 
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Table 1 Composition of nutrient agar medium 

Peptone (g) Beef Extract (g) NaCl (g) Agar (g) Distilled water (ml) 

5 3 5 15 1000 

 

Table 2 Composition PDA medium 

Potato (g) Dextrose (g) Agar (g) Distilled water (ml) 

250 20 15 1000 

 

Table 3 Physico-chemical analysis of oil contaminated soil 

pH Ec (dsm-1) Organic matter (%) Nitrogen(mg/g) Potassium(mg/g) 

9.5 0.45 0.56 76.5 60.5 

Phosphorus(mg/g) Zinc(ppm) Chromium(ppm) Iron(ppm) Manganese(ppm) 

9.5 1.04 0.45 1.82 6.96 
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Table 4 Biochemical characterization of isolated bacteria 

Sl.no 
Biochemical 

characterization 
P.flourescence P.putida K.pneumonia E.coli 

Micrococcus 

sp., 

1 MaeConkeyagar test 
+ + + - 

- 

2 Indole test 
- - - + 

- 

3 Methylred test 
+ - - + 

+ 

4 VogesProska uertest 
+ + + - 

+ 

5 Citrate utilization test 
- - - - 

- 

6 Starch hydrolysis test 
+ + + - 

+ 

7 Urea hydrolysis test 
- + + - 

- 

8 Nitrate reduction test 
- - - + 

+ 

9 H2S production test + - - - 
- 

10 
Cytochrome 

oxidasetest + + + + 
- 

11 Catalasetest 
- - - + 

- 

 

Table 5 Level of heavy metals in soil treated with different concentration of organism 

 

Sl.No 

 

Heavy metals 

 

Control 

Treated soil 

P.pudita A.niger 

50g 100g 50g 100g 

1 Chromium 0.45 0.17 0.13 0.24 0.20 

2 Zinc 0.22 0.15 0.10 0.19 0.16 
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Most anti-inflammatory medications possess  hydro phobicity  which has the drawback of causing low permeability 

and unpredictable bioavailability. This Problem Can be conquered by Novel drug delivery systems  called 

nanoemulgels (NEGs)  that are designed to increase the solubility and permeability characteristics  of medicines 

across biological membranes. Permeability is mainly improved by the nano-sized droplets in the nanoemulsion 

which is composed of surfactants and co-surfactants that acts as permeation enhancers, increase the formulation's 

ability to penetrate. Hydrogel component of NEG plays a significant  role in enhancing  the formulation's viscosity 

and spread ability which makes it perfect for topical administration. Additionally, anti-inflammatory oils with 

synergistic effects with the active moiety are used as oil phases in the creation of the nanoemulsion, enhancing its 

overall therapeutic profile. The most commonly used oils in the preparation of nanoemulsion are eucalyptus oil, emu 

oil, and clove oil. As a result, hydrophobic medicines are developed that have improved pharmacokinetic and 

pharmaco dynamic properties while also preventing systemic negative effects in those with external inflammatory 

illnesses. Many inflammatory disorders, including dermatitis, psoriasis, rheumatoid arthritis, osteoarthritis are 

treated by Nanoemulgels which possess effective spread ability, simplicity of application, non-invasive 

administration, and subsequent ability to achieve patient compliance. Use of high energy approaches during the 

creation of Nanoemulsion Technique will be associated with  issues like scalability and thermodynamic instability 

that  limit the large-scale practical application of NEG, these problems can be overcome  by the development of an 

alternative nanoe mulsification technique. This review mainly deals with  potential relevance of using nanoemulgels 
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in a topical delivery system for anti-inflammatory medications, taking into account the possible advantages and 

long-term benefits of NEGs. 

 

Keywords: Nanoemulsion; Nanoemulgel; Pharmacokinetics; Anti inflammatory. 

 

INTRODUCTION 

 
Nanoemulgels(NEGs) are created by incorporating Oil/water or water/oil nanosized emulsions  into a gel-based 

system. NEGs transform nanoemulsions into a more stable, non-greasy, and thicker system [01] by the addition of a  

suitable gelling agent used in the manufacture of the gel base.  Nanoemulsions often associated with the problems 

like poor viscosity, spread ability, skin retention and are non scalable [02,03], on other hand  Gels are lacking the 

ability  to absorb hydrophobic molecules [04].  This drawback of both components can be fixed by A new method 

employing NEGs. These allow the lipid-soluble medicines to be solubilized in the oil phase of the nanoemulsion, 

which is mixed with the gel to create a NEG. This increases the viscosity of the nanoemulsion while also enabling the 

incorporation of the lipophilic drug into a hydrogel [05]. Medications are protected  from enzymatic and hydrolytic 

deterioration by the components of NEGs nanoemulsion. Gel components stabilizes the  system’s thermodynamics  

by reducing surface and interfacial tension and raising viscosity and spread ability [06]. Because the distribution of 

nanoemulsion droplets covers a broad surface area on the skin, lipophilic chemicals are easily formed into NEs, 

which can increase the permeability of medications so that they can pass through the layers of skin. As a result, the 

pharmacokinetic and pharmaco dynamic properties of lipophilic medicines have been significantly improved [07].  

NEG formulations were successful in gaining patient compliance by overcoming the Patient noncompliance caused 

by drawbacks of conventional topical formulations, such as hygroscopic powders, unstable creams (such as phase 

inversion or breakdown in their formulations), rancid components in ointments, sticky lotions, etc. [07,08].  

 

Nanoemulgel development  has gained attention recently this is because of its unique properties like site specificity, 

continuous delivery, two-step drug release (first from the nanoemulsion, then from the gel), and a decrease in dose 

and dosing frequency. The overall efficacy of drug delivery via the topical route is enhanced as a result. NEGs have 

higher drug loading efficiency as  they do not have drug leaching and drug degradation issues which is seen in case 

of niosomes and liposomes. Drug release of short half life drugs can be prolonged by converting them into  of NEGs 

have the capacity to regulate drug release for a protracted length of time. Concentration gradient and Skin 

permeability of drugs is enhaced because  of  their increased ability to stick to the skin and their larger drug 

solubilizing ability,. Additionally, because of their noninvasive administration and ability to avoid GI side effects, 

they have simple applications and high safety and therapeutic profiles, which ultimately improve patient 

compliance. NEGs are used as a carrier system in the treatment of a variety of inflammatory skin disorders, 

including osteoarthritis- and rheumatoid arthritis-related inflammation, acne-related fungal infections, pimples, and 

psoriasis. According to the literature, nanoemulgels can be delivered intravenously, orally, vaginally, or through the 

nose to treat both local and systemic conditions such baldness, periodontitis, and Parkinson's [08]. 

 

Nanoemulgels in Topical Delivery for Anti-Inflammatory Drugs 

Anti-inflammatory medications demonstrate their effectiveness at various points during the inflammatory cascade 

(Figure 1). Arachidonic acid, the precursor of inflammatory mediators such prostaglandins and leukotrienes, is 

produced by the phospholipase enzyme, which is inhibited by gluco corticoids [09,10]. Inhibiting cyclo oxygenase 1 

(COX1) and cyclo oxygenase 2 (COX2) is the main mechanism by which NSAIDs work to reduce the production of 

prostaglandins, which are the molecules that cause inflammation [11]. Curcumin and quercetin are two examples of 

natural anti-inflammatory compounds that have been shown to have COX and lipoxygenase (LOX) inhibition 

activities [12,13]. Topical delivery is a great strategy for treating external inflammatory conditions because, by 

choosing this route, we can avoid the GI barriers of intestinal transit time, gastric emptying time, enzyme presence, 

and pH changes in addition to first-pass metabolism [14,15]. In addition to reducing the danger of systemic side 
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effects including GI bleeding and peptic ulcers, topical NSAID administration offers the advantage of enhancing the 

delivery of local medications to the injured tissues [16]. Additionally, the formulation's oil phase can be carefully 

chosen to contain oils with anti-inflammatory qualities, which can work in concert to improve the desired results. By 

increasing the permeability and diffusibility of the NEG by using the proper permeation enhancers, the nanosized 

globules of the selected NE increase its efficacy [06]. Additionally, the stratum corneum (SC)'s tight construction can 

breach due to a high water content in the gel, allowing the active chemicals to easily penetrate the skin [17]. The 

medication in the NE travels from the internal phase (Nanoemulsion) to the exterior phase (gel) before reaching the 

skin's surface, acting as a drug reservoir for topical delivery. Oily globules that are administered topically first break 

free from the hydrogel and then penetrate deeply into the SC of the skin, delivering the drug moiety [18]. 

 

Mechanistic Approach of Nanoemulgel Delivery Via Topical Route 

The most effective barrier for controlling the entry and penetration of topically administered medicines is thought to 

be the stratum corneum. When the subcutaneous (SC) layer is compromised by skin conditions or penetration 

enhancers, tight junctions function as a secondary barrier [19][20]. Three pathways—para cellular, trans cellular, and 

transappenda geal—are used by the drug molecule to enter cells (Figure 1). The para cellular route, which involves 

the medication passing via the lipid milieu in between the corneocytes, is the main mechanism by which substances 

permeate skin. Small lipophilic molecules (molecular mass 500 Dalton) can circumvent the tight lipid connections 

between the cells to travel along this channel [21]. The SC's direct access to the inner layers of the epidermis and, 

perhaps, the dermis at the bottom is made possible through the trans cellular pathway. Up to 20 lipid lamellae 

separate each of these cells, and a molecule travelling through the trans cellular pathway must partition into and 

diffuse through corneocytes in order to cross corneocytes. As a result, the medicine or carrier must possess both 

hydrophilic and hydrophobic qualities in order to cross the trans cellular pathway. The trans cellular pathway 

permits small hydrophilic or mildly lipophilic substances (log p between 1-3) to pass across the epidermis while 

inhibiting the permeability of highly lipophilic molecules [22]. Compounds are transported along sweat glands, hair 

follicles, and the sebaceous glands that accompany them via the trans appendageal route. It is well acknowledged 

that the appendages' (hair follicles and associated glands) contribution to epidermal permeation is frequently 

negligible because they only account for a small proportion of the skin (e.g., only around 0.1% of the forearm skin) 

[23]. NEGs improve drug penetration since they can use all three routes to pass through the epidermis. Oils, 

surfactants alone or in conjunction with a cosurfactant, which works as a natural enhancer of permeation and a 

gelling ingredient that helps increase permeability by improving the formulation's adhesion to the skin, make up the 

formulation. 

 

Advantages of Emulgels [24,25,26] 

As topical agent 

The majority of topical dermatological formulations, such as creams and ointments, have the drawbacks of having a 

low spreading coefficient, being sticky, and requiring rubbing during administration. These restrictions are removed 

in gel formulation, however despite their many benefits, gels have a significant restriction in the distribution of 

hydrophobic medications. Emulgels have thus been extremely helpful in delivering hydrophobic medications 

topically and giving them the benefits of gel composition. 

 

Stability  

Compared to emulgels, several other topical preparations exhibit less stability. Creams exhibit phase inversion, 

ointments exhibit rancidity from their oily foundation, and powders have a hygroscopic tendency. 

 

Better than other vesicular techniques 

Other vesicular procedures for topical preparation, such as niosomes and liposomes, have limited loading capacity 

because vesicular features cause leakage and because their small size results in lower trapping efficiency. While gels 

exhibit superior loading capacity as a result of their extensive polymeric three-dimensional structure. 
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Simple production 

Emulgels can be made quickly and easily without the use of specialised equipment, which lowers the cost of its 

formulation.  

 

Controlled release 

Emulgels function as a dual control preparation, making them ideal for releasing medications with brief half-lives. 

 

No intensive sonication 

Niosomes required sonication during manufacture, which could cause drug degradation and leakage. This contrasts 

with the production of vesicular molecules like liposomes. In the formation of emulgels, this is not necessary. 

Emulgels enhance patient compliance since patients can self-apply them and stop using the drug as needed.  

Emulgels also bypass first pass metabolism and offer targeted medication administration. Negative aspects [26]. 

 

Disadvantages 

Emulgels for medication delivery have a number of benefits but also some drawbacks, such as:  

1. Drugs with large particle sizes do not readily penetrate the skin.  

2. Some medications exhibit low skin permeability  

3. Emulgel formulation could result in bubble formation. 

 
Potent Components for Nanoemulgel Formulation 

Nano emulgel is a combination of two distinct systems namely  a nano emulsion and a gel system. Oil-in-water or 

water-in-oil nano emulsions can be used as a delivery system for drugs. It consists of an oil phase, an aqueous phase, 

a surfactant, and occasionally a co surfactant in both situations. This section provides an overview of the primary 

components of nano emulgel formulation that are most frequently employed. 

 
Formulation Technique of Nanoemulgel 

Nanoemulgel is prepared by combining Nanoemulsion and gel together. When making nanoemulgel, the 

nanoemulsion and gel must be made separately. Nanoemulsions might be of two types  the o/w or w/o . 

Nanoemulsion can be created Either by  high-energy or low-energy emulsification techniques [27,28]. Whenever the 

high-energy emulsification technique is used, external energy will cause the oil phase to break down and create 

nanosized droplets in the aqueous phase. Additionally, it might employ high-pressure homogenization and 

ultrasonic emulsification techniques. The solvent displacement method, phase inversion temperature method, and 

low-energy emulsification procedures are all applicable [29]. Ultimately, the chosen surfactant and co-surfactant are 

dissolved in the appropriate aqueous or oil phase, depending on the situation. The active ingredient will then be 

heated and combined in the appropriate phase. The nanoemulsion is then created by progressively adding one phase 

to another while stirring continuously until the entire mixture reaches room temperature [30]. Every herbal 

medicine's nanoemulgel formulation has a nanoemulsion that is disseminated in the gel phase. Nanoemulsions are 

converted into gels by the aid of  various thickening agents like carbopol 934, carbopol 940, and hydroxypropyl 

methyl cellulose (HPMC), they not only help in gel formation but also  increase the thickness of the formulation for 

better spread ability and may interact with the surfactant to modify the viscosity of the formulation as needed [31]. 

Triethylamine was also used to adjust pH [32]. In order to improve skin penetration, this composition formulation 

exhibits a dual release control system [33]. By lowering the emulsion's surface and interfacial tension as well as its 

transport characteristics, the gelling phase stabilizes the formulation. 

 

Rationale behind use of Emulgel 

Dosage forms like Ointments, creams, lotions, and other frequently used topical formulations  are often associated 

with a number of disadvantages, including stickiness that might irritate patients when applied, a reduced coefficient 

of spreading, and the requirement for rubbing while applying. Additionally, they are having  stability  issues. The 

usage of transparent gels has grown in both pharmaceutical and cosmetic preparations due to the aforementioned 
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drawbacks of the vast group of semisolid preparations. The surface tension between the colloid gel and the 

macromolecular fibre network produced by the little quantity of gelling material present immobilizes the colloid gel, 

which is typically 99% liquid. Currently, more than 40% of therapeutically effective chemicals are hydrophobic, and 

gel's ability to handle these substances is severely constrained. A technique that can successfully include and deliver 

a therapeutic hydrophobic moiety with increased solubility and penetrability through the skin is the emulsion-based 

gel. Due to the emulgel's high penetration of soft tissues, it can also result in a significant improvement in the 

pharmacological activity and a decrease in the drug's dose[32]. In recent years, there has been a lot of interest in the 

usage of new polymers with intricate roles as thickeners and emulsifiers. By lowering surface and interfacial stress 

and raising aqueous phase viscosity, these chemicals' capacity to gel enables the production of stable emulsions and 

creams[34,35]. 
 

Formulation Considerations 

It is crucial to assess topical emulgel for its non-toxic, non-irritating, non-comedo genic, and non-sensitizing features 

when developing the product. Furthermore, it is crucial to create an emulgel that is both aesthetically pleasing and 

biocompatible. The formulation excipients utilized are primarily responsible for the aforementioned emulgel 

characteristics. As a result, the formulation issues become crucial in the emulgel[36–41]. 
 

Drug 

The drug's characteristics have the biggest impact on how well it absorbs into the skin. Drugs must have certain 

physical, chemical, and biological characteristics in order to be formulated into emulgel for topical or trans dermal 

use. The ideal drug candidate for emulgel formulation should have a high pKa value, a half-life (t1/2) of less than 10 

hours, a molecular mass of 500 daltons or less, a low molecular size, a low partition coefficient (logP) value of 0.8 to 

5, and low polarity. A non-irritating medication candidate should also have a skin permeability coefficient of at least 

0.510-3 cm/h [42]. 

 

Vehicle 
Vehicle plays a crucial role in the emulgel's formulation  as it is a part of how well the medication is absorbed 

through the skin. The vehicle used to prepare the emulgel should have qualities such effective drug deposition with 

even distribution on the skin, drug delivery and release at the surgical site, and maintaining a therapeutic level in the 

target tissue for an adequate amount of time. It should also be suitable with the patient's skin[42]. 

 

Aqueous component 
This makes up the emulsion's aqueous phase. This aqueous phase is in charge of converting the emulsion form into 

the emulgel when the gelling agent is present. Water and alcohols are two commonly used watery materials[43]. 

 
Oils 

The main component of the emulgel is an emulsion. The final use of emulgel is mostly related to the choice of type 

and quantity of oil as one of the phases of the emulsion. Oil phase influences the  viscosity, permeability, and 

stability of the emulsion. The oil must be pure and free of undesirable and un saponifiable components, such as free 

radicals, peroxides, sterols, and polymers, during the selection of oil phase. Unstable formulations often occur as a 

result of deterioration of oil phase that contains undesirable elements [44,43]. For topically applied emulsions, 

mineral oils are frequently utilized as the carrier as well as for their occlusive and sensory qualities, either alone or 

combined with soft or hard paraffin. Widely used oils in oral preparations include non-biodegradable mineral and 

castor oils, which have a local laxative effect. As nutritional supplements, fish liver oils or various fixed oils of 

vegetable origin (such as arachis, cotton, and maize oils) are used [44]. 

 

Emulsifiers 

Emulgel is an emulsion that has been gelled using the proper gelling agent. Unstable emulsions are stabilized thermo 

dynamically  by means of a proper amount of emulsifying agents . The emulsifying agents are primarily responsible 

for lowering the interfacial tension, which increases the emulsion's stability. The chosen emulsifying agent needs to 
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produce stable emulsions and have a satisfactory Hydrophilic-Lipophilic Balance (HLB). Stability of emulsion is 

mainly related to the  type and quantity of emulsifying agent added to  it. In general  emulsifying agents with HLB of 

less than 8 are used to prepare  w/o type emulsion and o/w type emulsion is prepared by using emulsifying agents 

with HLB of more than 8[44]. Emulsifying agents aid in  emulsification during manufacture as well as to preserve 

stability during shelf life. The following substances are frequently employed as emulsifiers: polyethylene glycol 40 

stearate, sorbitan monooleate (Span 80), polyoxyethylene sorbitan monooleate (Tween 80), stearic acid, and sodium 

stearate[42,44]. 

 

Gelling agents 

Gelling (cross-linking) agents are crucial components of the emulgel needed to create a thixotropic system. They are 

primarily used as a thickening agent to improve the quality and texture of the dosage form. The stability and drug 

release of emulgel are significantly influenced by the type of gelling agent used and its concentration. For instance, it 

has been noted that emulgels prepared with carbopol polymers release drugs less effectively than those made with 

hydroxypropyl methyl cellulose (HPMC), a gelling agent[45]. Numerous studies have shown that the concentration 

of the gelling agent and the medicine release from the emulgel also have an inversely proportional relationship. 

Combining gelling agents was also reported to increase the stability of emulgel[46]. 

 

Penetration enhancers 

Trans dermal administration of the medication has been improved by the addition of substances called as 

penetration enhancers. Medcine penetration from emulgel depends on  the type and concentration of the penetration 

enhancer. To improve the trans dermal distribution of the medicine, it is therefore necessary to optimize the kind and 

concentration of these agents. Low irritancy, low toxicity, and improved penetrability should be characteristics of the 

penetration enhancers employed in the emulgel. Penetration enhancers act by various methods, such as momentarily 

rupturing the skin barrier, fluidizing the lipid channels between corneocytes, modifying the partitioning of the drug 

into skin structures, etc., [44]. Some of the commonly used penetration enhancers are Oleic acid, lecithin, isopropyl 

myristate, linoleic acid, clove oil, menthol, eucalyptus oil, MyrjTM, Transcutol® P, cineol, etc. [22]. 

 

Methods of Preparation 

Three steps make up the straightforward process for making emulgel. The creation of the emulsion and gel basis 

separately, followed by the inclusion of the emulsion into the gel base to create the emulgel, are the first two phases. 

Figure 2 depicts the basic steps in the emulgel preparation. In the earliest stages of the emulsion formulation, 

distilled water is mixed with hydrophilic surfactants or emulsifying agents like Tween 20 to create the aqueous 

phase. Span 20 or another emulsifying agent, such as lipophilic surfactants, are similarly dissolved into oil (liquid 

paraffin) to prepare the oil phase. An emulsion is created by heating the aqueous and oil phases separately to a 

temperature between 70° and 80° before combining the two phases while stirring continuously. Gel phase 

preparation involves scattering gelling chemicals into distilled water, such as carbopol or HPMC. In order to create 

emulgel, the emulsion and gel phases are finally combined in a 1:1 ratio while being gently stirred[47]. Another 

method for creating emulgels has been published. It comprises multiple processes, including neutralizing the 

polymer after it has been dispersed in the aqueous phase and emulsifying the oil phase. The polymer is first 

dissolved in deionized water and continuously swirled at room temperature for the appropriate amount of time and 

speed. The subsequent addition of sodium hydroxide (NaOH) solution neutralizes the resulting dispersion and 

causes the polymer chains in the dispersion to contract, resulting in the development of a stable gel. The gel is 

subsequently kept at 4 degrees for 24 hours, which completes the hydration of polymer gels. In order to create 

emulgel, the oil phase is lastly introduced to the polymer gel while being continuously stirred. 

 

Evaluation of Emulgel 

Physical appearance 

Characteristics of gel like Colour, homogeneity and  consistency are checked visually. The resulting gellified 

emulsion's 1% aqueous solution's pH values are determined using a pH meter (Digital pH meter 115 pm)[48–50]. 
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Spreading coefficient 

The device recommended by Mutimer is used to calculate the spreading coefficient. It is made up of a wooden block 

with a pulley attached to one end. The 'Slip' and 'Drag' properties of the emulgel are used to calculate the spreading 

coefficient. On the wooden block is fastened a ground glass slide. On this ground slide, extra emulgel (approximately 

2 g) is used for the investigation. Then, a second glass slide with the same dimensions as the fixed ground slide is 

placed in between this one and the emulgel preparation. There is a hook included with the second glass slide. To 

remove air and create a consistent emulgel coating between the two slides, a weight of 500 mg is placed on top of 

them for five minutes. The weight that has been measured is added to the pan that is hooked to the pulley. The top 

slide's time (s) to travel a distance of 5 cm is noted. A better spreading coefficient is indicated by a shorter interval 

[48–50]. It is determined via the formula below. 

 

S=M×L/T Where, M=Weight tied to upper slide; L=Length of glass slides and T=Time taken to separate the slides. 

 

In vitro release study 
For drug release research, Franz diffusion cells are employed. 200 mg of the gelatinized emulsion are equally placed 

to the egg membrane's surface. Between the donor and the receptor chambers of the diffusion cell, the egg membrane 

is pinched. To solubilize the medication, a freshly made solution of Phosphate Buffered Saline (PBS) (pH 5.5) is 

poured into the receptor chamber. A magnetic stirrer is used to stir the receptor chamber. After the necessary 

dilutions, the samples (1.0 ml aliquots) are collected at a reasonable interval and subjected to a UV visible 

Spectrophotometer analysis to determine their drug concentration. As a function of time, the total amount of 

medication released through the egg membrane is calculated[48–50]. 

 

Antimicrobial assay 

The antimicrobial assay uses microorganisms to estimate antimicrobial agents both qualitatively and quantitatively. 

This test can be run using the agar well diffusion method or the ditch plate method. In the agar well diffusion 

technique, sterile nutrient agar medium is first used to make the agar plates. Following that, these plates are 

inoculated with a particular amount of a 24 hour broth culture. The 8 mm-diameter cavities are then created on the 

agar plates using a sterile borer. The test formulations are then added into each cavity separately (fixed volume). 

Finally, the diameter of the zone of inhibition in mm is determined after each plate has been incubated for 24 to 48 

hours at 37°[46]. When using the ditch plate approach, the test formulation is first deposited in the prepared ditch in 

the plate containing media. The fresh culture loop is then streaked at a right angle from the ditch to the plate's edge 

across the agar. The plates are then incubated at 25° for 18 to 24 hours, after which the percentage of inhibition is 

calculated[51]. % Inhibition=L2/L1 ×100 

Where, L1=Total length of the streaked culture and L2=Length of inhibition 

 
Skin irritation test 

Studies on skin irritation are carried out both in vitro and in vivo. The main goal of this study is to assess how well 

the emulgel's ingredients tolerate being applied topically. Hen's Egg- Chorioallantoic Membrane (HET-CAM), a 

suggested test by the Organization for Economic Co-operation and Development (OECD), is used in the in vitro skin 

irritation study. This method uses recently laid hen eggs containing fully grown chick embryos, and it studies the 

irritating behaviour of test formulation on chick embryo[52]. On the other hand, a number of studies noted that the 

in vivo skin irritation test was carried out on rabbits or rats. Before the investigation begins, the rat or rabbit's (4 cm2) 

skin is shaved. The created emulgel formulation (specific dose) is then applied to the animal's skin on the dorsal side, 

where it has been shaved. Animals are checked for signs of irritation 24 hours later. The animals' skin irritation is 

documented, and a score is given[46], including any erythema or edoema. Other in vivo animal studies done for 

emulgel may be relevant to the type of drug added to the emulgel and eventual application of the created system. 

Anti-inflammatory, anti-fungal, and other potential tests may be included of this procedure[46]. 
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Pharmacokinetic study 

For those emulgel formulations that exhibit systemic absorption upon trans dermal administration, the 

pharmacokinetic investigation is carried out. The major pharmacokinetic parameters, including peak plasma 

concentration (Cmax), duration to achieve Cmax (Tmax), and total area under the curve (AUC0-), are evaluated in 

animals like rats. following a particular amount of time following topical administration, a blood sample is taken 

from the animal via the retro-orbital vein in order to estimate the aforementioned parameters. The samples are then 

centrifuged for 10 minutes at a temperature of 4° at 15 000 rpm. The separated plasma (100 l) is then combined with 1 

ml of acetonitrile to precipitate the proteins. The samples are then centrifuged one more for 5 minutes at 15 000 rpm 

and 4°, and the supernatant (20 l) is collected. Finally, the sample is analyzed using High-Performance Liquid 

Chromatography (HPLC)[53]. 

 

Stability study 

Emulgel's stability research is carried out in accordance with recommendations from the International Council on 

Harmonisation (ICH). Briefly, aluminium collapsible tubes are used to package the emulgel compositions. The tubes 

are then kept for three months at various temperatures and relative humidity levels, including 5°, 25°/60%RH, 

30°/65% RH, and 40°/75% RH. The formulations are removed from storage after a specific amount of time (15, 30, 60, 

and 90 d) and can then be tested for physical appearance, viscosity, pH, drug content, in vitro drug release, and other 

factors[51]. 

 

Packaging of Emulgels 

According to the Public Assessment Report of Voltaren Emulgel, the packaging of emulgel is typically done in 

membrane-sealed lacquered aluminium tubes with an inner coating of a phenoxy-epoxy-based lacquer and capped 

with a propylene screw cap. These lamination tubes combine the advantages of aluminium tubes with their plastic-

like look. The latest generation of laminate tubes combines cutting-edge technology to create tubes with the most 

graphic space possible. Light, air, and moisture cannot be transferred via laminate material. It is made of two layers: 

shelf-appealing plastic tubes and an aluminium layer that provides integrity. As they offer high gloss protective 

lacquer, a resistant barrier for products requiring maximum compatibility, as well as flavour and smell protection 

with decreased absorption, the protective barrier serves a variety of purposes [54]. 
 

Tubes made of laminated material 

Laminated foil 

 Laminates made of foil act as a barrier against moisture, air, and light. It lessens the aroma's (flavour and smell) 

absorption. Additionally, it exhibits aluminium characteristics with a plastic-like appearance. 

 

All laminated plastic 

 It features a barrier that resists chemicals. It provides a plastic-like appearance and feel and aids in maintaining 

shape and form. It appears to be both opaque and transparent. 

 

CONCLUSION 

 
It has been determined that topical Nanoemulgels are a more favourable option for a dependable and practical 

medicine transport system. The gel-like and non-greasy characteristics of the new formulations increase patient 

compliance, and the absence of oil as a basis enhances medication release. Having more appropriate Spread ability, 

Based on formulations, issues with conventional emulsions including phase separation and creaming are eliminated. 

Using nanoemulsion-gel may also offer a more effective and reliable method for the management of drugs that are 

hydrophobic. Hydrophobic substances make up a large portion of the pills used to treat skin infections. These tablets 

can be successfully incorporated into the oil portion of the nano emulsion before being distributed as Nanoemulgels 

and after that, the gel base is mixed. Despite several challenges, nano emulgel has a good possibility of being the 

primary topical delivery system for lipophilic medications in the future. For topical medications used to treat a wide 
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range of illnesses, it offers a variety of transport options, including the flexibility to alter drug release as well as high 

drug loading due to improved solubilizing efficiency. Along with trans dermal administration, it can also be used to 

administer medication through the ocular, vaginal, dental, and nose-to-brain routes for the treatment of a variety of 

local and systemic conditions, including alopecia, periodontitis, and Parkinson's disease. 
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Fig. 1. Mechanistic representation of nanoemulgel 

delivery via skin. 
Fig. 2: Fundamental steps in the preparation of 

emulgel 
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Osteoarthritis (OA) is a chronic degenerative ailment of multi factorial etiology characterized by 

deprivation of Particular cartilage and many other structural changes. In Indian impact, nearly 80% of 

population indicates OA among the patient who claimed for knee pain, out of which approximately 20% 

reported difficulty in daily activities. Pes planus or Flat feet is a condition where the curvature of Medial 

Longitudinal Arch (MLA) is more flat than normal and entire sole of the foot comes into near complete or 

complete contact with the ground. As the evidence of OA Knee prevalence in India is well documented, 

and its most of the risk factors are studied like Age, Obesity, Bone density, while the Pes planus (Flat 

Feet) is not considered while treating OA Knee. Aim of the study is determine  the correlation between 

Acute OA knee and Pes Planus .Subjects diagnosed as Acute Osteoarthritis of Knee were chosen from 

specific private clinics of Guwahati, Assam. After diagnosed as Acute Osteoarthritis of knee by the 

Medical practitioner with radiological evidence, 45 subjects were selected through purposive sampling;3 

drop outs from the study. Later they were assessed for Pes planus through Navicular drop test. (NDT) by 

a Qualified Physiotherapist. A Spearman’s rho is 0.244 which indicates a weak relationship between the 

variables OA and NDT. The significance (two-tailed) value is 0.119 which concludes that the correlation 

is statistically weak. These outcomes show that weak association between the subjects suffering from OA 
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knee and Pes Planus. Statistically it indicates no considerable correlation, but it is worth to have further 

investigation to assess the correlation among the two variables.  
 

Keywords: Flat feet, Navicular drop test ,Osteoarthritis of Knee(OA Knee), Pes planus. 

 

INTRODUCTION 

 
Osteoarthritis (OA) is a chronic degenerative disorder of multifactorial etiology characterized by loss of Particular 

cartilage, hypertrophy of bone at the margins, sub-chondral sclerosis and range of biochemical and morphological 

alterations of the synovial membrane and joint capsule. In Indian impact, nearly 80% of cases shows OA among 

which claimed for knee pain, out of which roughly 20% reported incapability in activities of daily living and around 

11% need peculiar care [1] . Approximately 40% population of more than 70 years shows OA, in which nearly 2% 

have severe knee pain and disability [2] A community based cross sectional study on morbidity pattern of elderly in 

Rani block, Kamrup [3] Pes planus is a medical condition where the arch of MLA of foot is more flat than normal and 

entire sole of the foot comes into near complete or complete contact with the ground [4]. The structure and 

dynamicity of foot arches are essential for functions of foot like shock absorption, body weight transmission and to 

act as a lever for propelling the body forward during locomotion [5] The feet appear to be flat in infants due to 

presence of fat. The arches become prominent when the child starts walking and the foot starts bearing the weight 

[6]. The arches of foot rapidly develop between two to six years and become structurally mature around 12-13 years 

[7].Prevalence of flat feet is higher in children due to ligament laxity and declines with age. Early shoe wearing in 

children impairs the development of longitudinal arches [8].Flat foot deformity was classified into three subtypes by 

Harris RT and Beath T, viz. rigid flat foot, Flexible Flat Foot (FFF) and Flexible Flat Foot With Short Tendo-Achilles 

(FFF-STA) [9]. FFF is generally asymptomatic while FFF-STA gives rise to pain and functional disability. Rigid flat 

foot is often symptomatic and associated with tarsal coalitions and reduced range of motion at sub talar joint. 

 

The true prevalence of flat foot is uncertain due to lack of exact clinical or radiographic criteria for defining flat foot 

[10]. The prevalence of flat feet has been investigated by many researchers in different parts of the world. Higher 

prevalence (21 to 57%) is reported among children of two to six years which declines (13.4% to 27.6%) in primary 

school children [11,12]In adult population, it is reported to be approximately 5 to 14% by different researchers [13]. 

Literature on the prevalence of adult flat foot in Indian population is limited and wherever it is available the 

methods employed to determine the flat feet, such as Foot print method or Visual Assessment method, are less 

reliable [14,15].So the present study was undertaken to investigate the prevalence of FFF among adults (46 to 59-

year-old) by using NDT which has proven to be more valid. Additionally, the study also aimed to find out the 

correlation of ND with demographic variables such as Height, Weight and Body Mass Index (BMI) of the 

individualThe development of foot arch is rapid between 2 and 6 years of age and becomes structurally matured 

around 12or 13 years of age. A flexible flat foot has an arch that is present in open kinetic chain (non-weight bearing) 

and lostin closed kinetic chain (weight bearing). A rigid flatfoot has loss of the longitudinal arch height in open and 

closed kinetic chain, generic classification of flat foot deformities that differentiated between flat feet due to 

physiological and pathological etiologies. Causes of flat foot can be Congenital flat foot, adult flexible flat foot, 

posteriortibial tendon dysfunction, tarsal coalition, peroneal spastic flat foot, latrogenic, post traumatic arthritis, 

charcot foot,neuro muscular flat foot.[16] Foot and ankle specialists agree that flatfoot is a frequently encountered 

pathology in the adult population.[17] 

 

Evidence suggests that many of the characteristic features of knee OA are related to mechanical loading [18]. 

Excessive loading of the knee can result from factors that increase compressive and/or shear stress on the tibio 

femoral (TF) or patella femoral (PF)compartments. Much of the research has focused on the consequences of local 

kneemal alignment [19,20,21] The association between patellar alignment on magnetic resonance imaging and 

radiographic manifestations of knee osteoarthritis.[22] However, the foot plays an even more immediate role in 
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absorbing the mechanical stresses of ground contact and sculpting the pattern of postural alignment and joint motion 

at the knee and throughout the lower extremity [23]Despite its central role in lower extremity biomechanics, little is 

known about the consequences of abnormal foot morphology (planus or cavus) for the risk of knee tissue damage or 

frequent knee symptoms. Planus foot morphology (‚flat-footedness‛) has been posited to contribute to both TF 

[24,25]and preliminary findings suggest that cases of older adults with medial TF OA may differ from age-matched 

controls in several common clinical indicators of flat-footedness in standing [26]. During most weight bearing 

activities, the posture andmotion of the foot and knee are coupled within a closed kinematic chain. Closed 

chaincoupling may link excessively planus foot morphology to excessive internal rotation of the lower limb [27]The 

consequences of this rotation are unknown, but it may have effect son mechanical stress across the knee, possibly 

resulting in increased rotational stress on the load bearing tissues of the TF compartments and increased contact 

between the articulating surfaces of the lateral patella and the lateral trochlea femoris. As the evidence of OA Knee 

prevelance in India is well documented, and its most of the risk factors are studied like Age, Obesity, Bone density, 

while the Pes planus ( Flat Feet ) is not considered while treating OA Knee. While this study will try to find the 

correlation between OA Knee and Pes Planus 

 

AIMS AND OBJECTIVES 
To Find the Co Relation Between Pes Planus And Oa Knee 

 

METHODOLOGY 

 
It was a cross sectional pilot study in which 45 subjects diagnosed as Acute Osteoarthritis of Knee were included 

from different private clinics of Guwahati, Assam. After being diagnosed as Osteoarthritis of knee by the Medical 

practitioner with radiological evidence to assess for the Flexible Flat Feet, they were selected through purposive 

sampling. Out of 45 subjects 42 were included in the study, 3 subjects dropped out because of unavoidable reasons 

like leaving out of station, pregnancy during the assessment period and Planned for Surgery.  Patients with 

Deformities in Knee, post-operative cases in lower limb, pregnant women, injury or neuromuscular disorder were 

excluded from the study at the time of assessment. The study obtained Ethical certificate (Ref. No. 

IEC/dth/2019/MS/14) from the Institutional ethical committee. Written Informed consent from the participants before 

undertaking the study. The materials used for the study were custom made index card, ruler, marker pen. The 

demographic data such as gender, age of each participant were recorded. 

 

Inclusion criteria   : Subjects diagnosed as Acute Osteoarthritis of Knee and Positive ND test  

Exclusion criteria   : Patients with Deformities in Knee 

              Post-operative cases in lower limb, 

                    Pregnant women, injury or  

                    Neuromuscular disorder 

Outcome Measure :  Navicular drop test 

Source of Data       : AdtU OPD, Panikhaiti, Guwahati, Assam 

                                 : Active Care, Bhangagharh, Guwahati Assam  

 

PROCEDURE 
 
Each subject was asked to sit in relaxed position with hip and knee flexed at 90 degree and the foot gently placed flat 

on a firm supporting surface For assessing Pes Planus, the subject was  first positioned in relaxed sitting position i.e. 

non weight bearing position. Using a small rigid ruler, the height of the navicular bone was measured from the floor 

to the most prominent part of navicular tuberosity when in the neutral talar position. Again the height of the 

navicular bone was measured in standing position i.e.  weight bearing .The difference in measurement is the 

navicular drop and drop>10mm will be regarded as pes planus. The ND was measured applying Brody Method. 
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Each subject was asked to sit in relaxed position with hip and knee flexed at 90 degree and the foot gently placed flat 

on a firm supporting surface. The observer ensured that the ankle and subtalar joints were placed in neutral position. 

The height of navicular tuberosity in this position was marked on the index card. The subject was then asked to 

stand with equal weight on both the feet. Now the new height of Navicular tuberosity was marked on index card . 

The difference between the marks on the index card (ND) was measured with Vernier caliper. The ND was 

measured for both feet in each subject. 

 

STATISTICAL ANAYLYSIS 
 
Correlation between OA Knee and Pes planus was analyzed by Spear man’s Correlation test using the SPSS software 

(version 21) was used to determine the correlation between the OA and pes planus. An adjusted p-value at 0.05 was 

used to indicate significant difference  

 

RESULT 

 
Participants in the present study were adults from the age group of 46 yrs to 59 yrs. The distribution of Height, 

Weight , BMI and Navicular drop test values was calculated. [ Table 2]. The data was not normally distributed, so we 

have to express in Median, Mode and Mean. The data of Navicular drop test were assessed with OA Knee patients 

and it was found that they were weakly associated with each other. A Spearman’s rho is 0.244 which indicates a 

weak relationship between the variables OA and NDT. The significance (two-tailed) value is 0.119 which concludes 

that the correlation is not statistically significant. While BMI values were also studied and it was found that values 

(Median, Mode and Mean) were within Normal range, indicative of no relationship of Pes planus and OA Knee. Its 

observed that out of 42 samples marginal dominance of Women ( 57. 14 %) over males (42.85 %) was seen [Fig. 3] 

 

DISCUSSION 
 
Pes Planus is a relatively common foot deformity that refers to the loss of the medial longitudinal arch of the foot, 

resulting in this region of the foot coming closer to the ground or making contact with the contacting ground. It 

serves as an adaptive support base for the entire body, functions to dissipate the forces of weight bearing and acts to 

store energy during the gait cycle.[28]Flexible Pes Planus describes a normal arch without bearing weight, which 

disappears with weight bearing. These results show that weak association between the subjects suffering from OA 

knee and Pes Planus. Statistically it shows no significant correlation, but it is worth to have further investigation to 

assess the correlation between the two variables. However this study has its own limitations like sample size and 

cross sectional study restricts its ability to infer of causation in the observed associations. There is no consensus over 

standard values of ND among different researchers. Also, the researchers have employed various methods to 

measure the ND. Brody DM, Muller MJ et al., and Beckett ME et al., have reported the values of 15 mm, 13 mm and 

10 mm respectively as the upper limit of range of ND in their study population [31-33]. Very few studies have 

reported gender wise separate values of ND for right and left foot. The Navicular drop test has found to be more 

valid and reliable compared to foot print and visual assessment methods applied by other researchers [34,35]. 

 
In our study out of 42 OA knee patients, 18 male and 24 female subjects, we found that 14 (33.33 %) of the subjects 

are suffering from Pes planus in the ipsilateral leg. Our data contradicted with the study done by Yona 

Kosashvili,Tali Fridman et. all in respect to gender distribution. Study done by Yona Kosashvili, Tali Fridman et. All 

reported to have dominance of male over female. However the study was done retrospectively on 97,279 military 

recruits, which is large sample, but also the recruitment of Males are more in comparison to Females. These findings 

may have implications for the prevention or treatment of degenerative disease of knee.In a study done byAshok 

Aenumulapalli et al., Prevalence of Flexible Flat Foot in Adults: A Cross-sectional Study, showed prevalence of 13.6 

% .where they took NDT as an outcome measurement to assess the flexibility of the MLA. While Pes Planus is a 
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common foot deformity, however getting associated with Osteoarthritis of Ipsilateral Knee still needs to be further 

analyzed with a larger number of subjects. Another study used the Staheli Arch Index to measure the foot 

morphology and compared it to knee cartilage damage obtained through MRI imaging around 1,903  subjects. Their 

findings showed that pes planus feet had 29 % ipsilateral medial tibio femoral cartilage damage on MRI, while there 

was no association with lateral tibio femoral cartilage damage was a significant finding, however study did not 

measure the tibio femoral angle, therefore the corerelation between pes planus and tibio femoral angle was not 

determined. Min Zhang, Mao-dan Nie,, Xin-zheng  et. all did a study to assess the association between the presence 

and severity of flatfoot and symptoms of knee OA. Out of 146, 73 patients diagnosed as OA and PP. coexisting 

flatfoot increased the disability level in patients with knee OA. A study done by I Hetsroni , A Finestone, C Milgrom 

et.al Titled A prospective biomechanical study of the association between foot pronation and the incidence of 

anterior knee pain among military recruits in july 2006 where the study suggested no association between Knee pain 

and pronated foot. In the said study 473  infantry recruits were enrolled. Only 15 % experienced anterior knee pain.  

 

Even though no significant correlation was found between Flexible Pes planus and osteoarthritis of Knee statistically, 

it’s very important and urgent to address the issues clinically and scientifically. Due to limited studies done in the 

aspect to coorelate flexible Pes Planus and Osteoarthritis of Ipsilateral Knee, furthermore studies can be done in a 

larger sample to identify and reduce the global factors responsible for early degenerative diseases. CM Powers, R 

Maffucci, S Hampton reported that increased rear foot varus may be a contributing factor in patella femoral pain and 

should be assessed when evaluating the events at the sub talar joint and the lower extremity. The study was done on 

30 female subjects. A small but significant increase in rear foot varus was found in the patella femoral pain group 

compared with the control group. Fukano M and Fukubayashi have stated that normal values of ND are difficult to 

establish as ND is influenced by various factors like foot length, age, gender and BMI [36] Milenkonvic S et al., stated 

that in adults, the FFF or Flexible Pes Planus may be considered as normal variant of strong and stable foot instead of 

deformity resulting from bony or muscular abnormalities [37]and or opinion are very similar with that. This study 

had its own limitations, like sample size. Small sample size within a cross sectional population might not have 

reflected an exact reflection of the numbers. In addition more objective method for pes planus may be used in future 

studies. 

 

CONCLUSION 

 
After statistical analysis of the observed data, it shows a weak correlation between OA Knee and Pes Planus. While 

looking at the other studies, it’s worth to look at a larger sample to verify the relation. 

 

Limitation  

Following are some of the limitations that were experienced and seen during the study depending upon the selection 

criteria, sample size was less. 
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Table 1:  Statistical Analysis of Correlations between Osteoarthritis and PesPlanus using Spearman’s Correlation 

test.  Spearman’s rho value indicates a very weak statistical relationship between Osteoarthritis of Knee and 

Pesplanus in the ipsilateral leg. 

Correlations 

 OA NDT 

Spearman's rho 

OA 

Correlation Coefficient 1.000 .244 

Sig. (2-tailed) . .119 

N 42 42 

NDT 

Correlation Coefficient .244 1.000 

Sig. (2-tailed) .119 . 

N 42 42 
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Table 2: Distribution of Height, Weight, BMI and Navicular drop among study samples.In the selected subjects for the 

study the BMI values 24.67 (Median ), 22.89 (Mode) and 24.67 (Mean) are considered to be in healthy weight range. 

While Naviculardrop(ND) test values were 9.5(Median), 8(Mode) and 10.02(Mean) respectively Subjects studied in the 

group were among the age group of 46 – 59 yrs. The distribution of Height, Weight, BMI and Navicular Drop values are 

shared in (Table 2). The data between Navicular drop and Osteoarthris of Knee was test with Spearman’s Rho test, 

shown in (Table 1). 

 

 Min. Median Mode Mean Max. 

Height (cms) 147 167.5 162 167.11 186 

Weight (Kgs) 32 71.25 72 68.84 92 

BMI 14.81 24.67 22.89 24.67 35.94 

ND 5 9.5 8 10.02 18 

 

Table 3.Comparison of Prevalence of Flat foot with previous workers. 

 

Researchers Sample Size Age Method Used Prevalence 

Kosashvili et. all 97,279  IDF medical grading 16.1 % 

HefaAlsaleh et. all 30 26yrs (Mean) Feiss Line Test  66.66 – 76.66% 

K Douglas Gross et. All 1903 65 yrs (mean) SAI (Staheli Arch Index) 22% 

In This study 42   33.33 

 

 
Fig 1.Procedure for measurement of  Navicular drop for Samples in the study. (A) Subject in sitting position with 

Hip and knee at 90 degree flexion with neutral subtalar joint, (B) Initial Mark of Navicular tuberosity, Height of 

Navicular bone in Sitting Position is marked in a customized card (Non Weight bearing) (C), Revised Mark of 

Navicular Tuberosity height after Standing (Weight bearing) is marked in customized card used for measuring 

Navicuar height in Navicular drop test. 
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Fig.2. Gender Distribution  between the subjects, 

showing 24 females and 18 males..X axis indicating the 

gender distribution and Y axis indicating the number 

of subjects in both gender groups. It’s observed that 24 

females and 18 males were found in the total sample of 

42. It shows the marginal dominance of female (57.14 

%) over male (42.85 %). 

Fig.3. Distribution of OA of Knee and PesPlanus. It 

shows the graphical presentation of distribution of 

subjects in selected and excluded. Total Sample 

studied were 42, where 14 of them were found to be 

having Flexible pesplanus in the Ipsilateral leg 

through Navicular drop test, while 28 individuals were 

tested negative for Navicular Drop test. Its observed 

that 33.33 % subjects were tested positive for Navicular 

drop test while 63.63 % tested negative for Navicular 

Drop test.    
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In the present study the research work deals with evaluation of anti-rheumatoid arthritis activity of hydro-

ethanolic extract of Cassia tora seeds in freund’s complete adjuvant induced arthritis in rats. The hydro-

ethanolic extract of Cassia tora seeds was administered orally at two different doses 800mg/kg and 1600mg/kg 

for low dose and high dose in rats that were then induced with Complete Freund’s Adjuvant (CFA) in sub-

plantar surface of the hind paw region and was designated as day 0. Physical parameters like change in body 

weight, paw volume and grip strength were measured on 0,7,13,17 and 22day and haematological parameters 

such as RBC, Hb, ESR and total WBC count were measured. The radiology of paw was compared with 

standard and histopathological studies were also conducted. The study reveals that both 800mg/kg and 

1600mg/kg doses of Cassia tora seed extract showed significant reduction in paw volume compared to CFA 

induced group. The treated group showed increased level of RBC and Hb similar to that of the normal group, 

and the increase in WBC count and ESR was dramatically reduced in the extract treated groups. The extract 

treated group showed prevention against bony destruction, less swelling of soft tissue along with joint 

protection compared to arthritic rats by reducing destruction of cartilage. The dose of 1600mg/kg showed 

reduction in destruction of cartilage and decreased vascularity in the adjacent structures. It is clear from this 

study that hydro-ethanolic extract of Cassia tora seeds showed a powerful anti-rheumatoid arthritis activity. 

 

Keywords: Cassia tora, Rheumatoid Arthritis, Complete Freund’s adjuvant, anti-rheumatoid. 
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INTRODUCTION 

 
Between 0.3 and 1% of people worldwide are affected by rheumatoid arthritis (RA), a multifactorial autoimmune 

disease with uncertain cause, usually affects the joints but can also show extra-articularly [1,2]. Rheumatoid arthritis 

strikes people of all ages, including children, adolescents, as well as the elderly, with women more likely to be 

affected then men.[3]Good RA care necessitates a holistic treatment due to its intricacy, which is based on a 

pathophysiological process that is still partially understood[1]. RA exhibits stages of the pathogenic process, initial 

symptoms of heat, edema, discomfort, and impaired joint function, and late-stage symptoms of varying degrees of 

joint stiffness and malformation along with a risk of bone loss and disability[2]. As a common autoimmune disease, 

rheumatoid arthritis is best studied in animals using immunologically mediated FCA-induced arthritic model[4]. 

Controlling inflammation, relieving pain, and reducing bone deformity are the basic therapy aims for rheumatoid 

arthritis. Ibuprofen and naproxen are the most commonly used NSAIDs for relieving pain and swelling [5,6]. The 

creation of disease-modifying anti-rheumatic drugs (DMARDs), a class to which ordinary synthetic, biologic, and 

targeted synthetic medications belong, as well as NSAIDs, that have the potential to treat pain and inflammation, 

produced the most encouraging outcomes [7]. 

 

Cassia tora is often referred to as ‚Sickle senna, Foetid senna, Chakavat and Chakramarda‛ in India. It belongs to the 

family Fabaceae and the sub-family caesalpinioideae. It is regarded as a weed in many localities and grows wild in 

the majority of tropical regions. Its native range is in Nepal, India, Central America, Polynesia, Japan, China and 

Indonesia widespread from the coast in floodplains, river sides, derelict lands, and barren-land in the plains. Located 

up to 1400 metres. Cassia torahas been reported for analgesic, antipyretic, anticonvulsant, antibacterial, antifungal, 

anthelminthic, diuretics, laxative, purgative activity and also found to be useful in the treatment of glaucoma, 

hypertension, skin disease, ringworm, leprosy, flatulence, colic dyspepsia, cough itch[8]. It has been reported in the 

literature that anthraquinone derivatives like emodin, chryso-obtusin, obtusifolin, physcion, chrysophanol, chryso-

obtusin-2-O-beta-D-glucoside and obtusifolin-2-O-beta-D-glucoside has anti rheumatic property[9]. 

 

MATERIALS AND METHODS 
 

Cassia tora seeds were brought from Ayush Life Elements, Neemuch, MP.Dr. P.E. Rajasekharan, Principal Scientist, 

Division of Plant Genetic Resources, verified and authenticated the seeds. It was identified as Cassia tora with 

authentication letter no. PCOL/CT-436/KCP 2021-22. 

 

Plant Extracts Preparation 

A 14-day air-drying process was performed on the Cassia tora seeds after they were purchased and ground in a 

blender to a uniform powder. The 500gm of powdered drug was sealed in a Soxhlet device and defatted using pet 

ether for 6 hrs at 45°C. The defatted material was thoroughly dried to remove any traces of pet ether and extracted 

the marc using hydro-ethanol (70% ethanol and 30% water) as a solvent till it exhausts completely [10]. 

 

Experimental Animals 

All investigations employed 150–250gm Wistar albino rats (both sexes); they were procured from the Krupanidhi 

College of Pharmacy's Central Animal House.3 rats were housed in each of the polypropylene cages lined with husk, 

renewed every 24 hr, under a 12-hr light/dark cycle at around 22±2°C with 50% humidity. According to CPCSEA 

guidelines, rats were fed a regular pellet diet as well as had free access to tap water.  The Institutional Animal Ethics 

Committee gave its approval to the study's protocol with approval number (KCP/IAEC/PCOL/72/2021). 

 

Criteria for Dose Selection 

The doses of Cassia tora seeds were selected as per the previous toxicity studies conducted and given by oral route 

[11]. For the current study two doses were selected of which low dose is 800 mg/kg and high dose is 1600 mg/kg. 
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Experimental Model 

Wistar rats were grouped into 5 group consisting 6 rats in each group. Group 1 received normal saline. Group 2 was 

the control group where rats were induced with CFA (Complete Freund’s Adjuvant). Group 3 received a low dose of 

cassia tora extract at 800 mg/kg. Group 4 received a higher dose of cassia tora extract at 1600 mg/kg. Lastly, Group 5 

was administered the standard treatment, which consisted if Ibuprofen at dose 15 mg/kg. 

 

Freund’s Adjuvant Induced Rheumatoid Arthritis In Rat 

Animals after 30 min of oral administration of test & standard (Ibuprofen 15 mg/kg body weight) was treated with 

CFA (0.1ml) in sub-plantar surface of the hind paw region. This was designated as day 0. For a total of 22 days, drug 

treatment was continued [12]. 

 

Evaluation Parameters 
Physical Parameters 

Body Weight 

Lean tissues, which hold the majority of the body's protein, are lost as a result of RA. The animal weight was 

measured on 0th, 7th, 13th, 17th, 22nd day using weighing balance and body weight of induced group was 

compared with normal group. 

 

Measurement of Paw volume 

The Plethysmometer was used to measure the paw volume. On 0th, 7th, 13th, 17th, 22nd day paw volume was 

measured and paw volume of induced group was compared with normal group. 

 

Motor Coordination Test 

Animals from the same cage were placed in separate lanes on a rod that rotates at 4 rpm and then accelerates to 40 

rpm in 300 seconds. Acceleration signalled the start of the trial, which terminated when the animals fell off rod. 

Timekeeper was paused for the animal when it clung to rod and completed a complete passive spin. Passive rotation 

was registered, and the animal was then brought back to its own cage. Various trial cut-offs and re-run trial 

configurations were employed, such as a fourth re-run trial if the animal passively turns (1 or 3 consecutive rotations 

are allowed) or falls off less than 5 seconds into the trial. 3 trails altogether, with intertribal intervals of 15 minutes, 

were covered by the same procedure. Animals were weighed at the trail's conclusion [13]. 

 

Haematological Parameters 

Animals were given diethyl ether anesthesia at the study's conclusion and blood was drawn retro-orbitally into 

Heparin tubes/ EDTA tubes. 

 

Estimation of RBC using Neubauer’s chamber [14]. 

A sufficient amount of red blood cell dilution solution was poured into a watch glass, and blood was sucked into an 

RBC pipette by sucking it up to exact 0.5 mark before wiping the tip. Exact 101 marks of RBC dilution solution were 

sucked up. A suspension of erythrocytes (dilution 1/200) was created by thoroughly mixing blood and liquid. After 5 

minutes, a few drops were extracted by holding the pipette vertically and pouring the liquid into counting chamber. 

2-3 minutes were given for it to settle. A huge square in the centre and 25 smaller squares were adjusted to light by 

transitioning to a low power (10x) objective. High power (40x) objective has now been changed. Four of corners and 

one of centre squares had blood cell counts. 
 

Number of RBCs/mm3 = Number of cells counted× dilution (200) 

                                                        Area counted (mm2) × depth 
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Acid Hematin Method For Estimation of Hemoglobin Using Sahli’s Hemoglobinometer [15] 

After adding N/10 HCL to diluting tube up to mark 20, blood was pipetted into tube up to the 20 mm3 mark, washed 

the pipette, and after 10 minutes, distilled water was added drop by drop until the colour perfectly matched the 

standard. The reading which reveals haemoglobin % was then recorded. 

 

Estimation of WBC Using Neubauer’s Chamber [14] 

In a white blood cell dilution pipette, blood was precisely pipetted out to 0.5 mark. This blood column can't have air 

bubbles in it. Remaining blood on the pipette's outside was cleaned off to prevent cell transmission to the solution 

that was diluting it. Drawn diluent fluid to the "11" mark right away, then rotated the pipette between thumb and 

fingers to mix the sample with diluents. To eliminate air bubbles in the bulb, the pipette held upright. For an equal 

distribution of cells, pipette's contents were mixed for 3-5 minutes. The capillary end of the pipette discharged an 

unmixed, mainly cell-free solution (usually 4 drops). The forefinger must be put over the pipette's top (short end) 

and pipette held at a 45° angle with the tip touching the junction of the cover glass and counting chamber. To fully 

charge chamber, mixture was run under the cover glass. Allowed cells to settle for about 3 minutes. Observed for 

even distribution cells under microscope and white cells in each of the four 1 mm2 corner spaces were counted 

including those in the four 1 mm2 corner sections. 

 

WBC count= Cell counted × dilution factor (20)   

Area counted (mm2) × depth (0.1) 

 

Platelet Count Determination by Heamocytometry [16] 

Fresh blood was manually aliquoted into an Erythrocyte pipette upto the 0.5 point, and afterwards dilution solution 

was pipetted up to a 101 mark. This mixture took at least 5 minutes. The scoring chamber was charged with fluid 

after 5 minutes, positioning the pipette vertically allowed the initial drips to be discarded, and fluid was then stored 

in a wet chamber for 30 minutes to allow the platelets gradually settle. Platelets were enumerated in the full centre 

1mm2 (erythrocyte counting area) of either flank of the haemocytometer chamber by focusing with a 10x objective on 

the surface of the chamber, switching to a 40x objective, dimming the light with iris aperture, and lower condenser. It 

was opted to aggregate the 2 sides. 

Platelet count/mm3 = No. of cells counted × dilution factor / volume (µl) 

 

Determination of ESR by Wintrobe Method [17] 

ESR is a straightforward, quasi testing method that inferentially assesses the existence of bodily inflammation. Due 

to a rise in plasma fibrinogen, antibodies, and other acute phase response proteins, it signifies the ability of red blood 

cells (RBC) to settle more quickly. ESR was determined by Wintrobe method. 

 

Radiographical Analysis 

The rats were weighed and Animals used in experiments had their afflicted paws imaged using X-ray technology. 

The knee joint was selected for the analysis and representative rats from each group were photographed. 

 

Histopathological Examination 

Excessive anaesthesia was used to kill all the rats at the conclusion of trial and tibiotarsal joints were collected from 

each group, washed in ice cold saline. Tibiotarsal joint tissues were then processed for histopathological evaluation 

after being promptly preserved in 10% buffered neutral formaldehyde solution [13] 

 

Statistical Analysis 

The values were illustrated as mean ±SEM (Standard error of mean). Results were analysed using one way analysis 

of variance (ANOVA) proceeded by Dunnett’s multiple comparison and p˂ 0.05 was regardedas significant.            
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RESULTS 
 

Plant Extract 

Cassia tora seed were air-dried, grounded into a powder, and defatted with petroleum ether. The remaining material 

was extracted with hydro-ethanol, resulting in a yield of 5.06% w/w. 

 

Effect of Cassia tora Seed Extract and Ibuprofen on Body Weight 

Complete Freund’s adjuvant (CFA) caused significant (P<0.05) decrease in body weight when collated to normal 

saline treated rats. Treatment with Cassia tora seed extract and Ibuprofen showed a change in body weight to near-

normal levels significantly (p<0.01). When compared to normal rats, CFA treated (control) rats gained less body 

weight, which may be because the immunological response was triggered. In high dose treated rats and Ibuprofen 

treated rats, there was a significant (p<0.01) weight gain when collated with CFA treated rat (Table 1). 

 

Effect of Cassia tora Seed Extract and Ibuprofen on Paw Volume 

When compared to control rats, Complete Freund's adjuvant (CFA) significantly (P<0.001) enlarged the volume of 

the paws. Treatments with Cassia tora seed extract and Ibuprofen indicated a marked reduction in paw volume to 

values close to normal. Immunization with sub-plantar injection of CFA produced alarger paw compared to vehicle 

treated group. The paw volume peaked on day 7 and then gradually decreased over the following days and through 

the study's conclusion. On treatment with Cassia tora seed extract (800mg/kg and 1600mg/kg) a significantly (p<0.05) 

and dose dependently diminished in paw volume was seen (Table 2). 

 

Effect of Cassia tora Seed Extract and Ibuprofen in Fall of Time 

Complete Freund’s adjuvant (CFA) caused significantly (p<0.05) decline when compared to control rats. Treatment 

with Cassia tora seed extract and Ibuprofen showed increase in fall of time. For the purpose of evaluating motor 

coordination, the mean fall of time in the rotarod test was calculated. When compared to the group that received 

vehicle treatment, the fall of time is reduced after CFA administration. Rats treated with Cassia tora seed extract 

(800mg/kg and 1600mg/kg) and Ibuprofen (15mg/kg) markedly increased (p<0.05) fall of time when compared to 

CFA induced (control) group (Table 3). 

 

Effect of Cassia tora seed extract and Ibuprofen on Complete Freund’s adjuvant (CFA) induced changes in RBC, 

WBC, HB, ESR 

A significant (p<0.01) reduction in the levels of HB and RBC was observed in the CFA treated when compared with 

normal rats. Administration of Cassia tora seed extract and Ibuprofen to diseased rats RBC and Hb levels returned to 

normal. The increase in WBC count and ESR was considerably (p<0.05) reduced in the groups that received extract 

treatment (Table 4). 

 

Histopathological Analysis 

The histological analysis of the tibiotarsal joint in the first group revealed the presence of normal synovial lining cells 

within the cartilage. The second group, the control group showed moderate cartilage cell hyperplasia and distortion 

of the areolar tissue. These findings indicate that the induction of inflammation through CFA had a significant 

impact on the joint structure. The third group received a low dose of cassia tora at 800 mg/kg. Interestingly, the 

histological analysis of the tibiotarsal joint in this group demonstrated near normal histology. This suggests that the 

low dose treatment was able to effectively mitigate the histological changes induced by inflammation, restoring the 

joint structure to a great extent. The fourth group received a high dose of cassia tora at 1600 mg/kg. Strikingly, the 

histological examination of the tibiotarsal joint in this group showed normal histology. This indicates that the high 

dose treatment was highly effectively in preventing any adverse histological changes associated with inflammation. 

Lastly, the fifth group received a standard treatment of Ibuprofen at a dose of 15 mg/kg. The histological analysis of 

the tibiotarsal joint in this group revealed near normal histology (Fig 1). 
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Radiographic analysis  

According to the X-ray results, animals in the normal group did not exhibit any soft tissue swelling or bone damage. 

The animals in the control (CFA-induced) group had swollen soft tissues and their joint spaces had shrunk. The 

Cassia tora seed extract treated rats shown prevention against shrinking of joint gap by showing less soft tissue 

swelling (Fig 2). 

 

DISCUSSION 
 

As a typical autoimmune condition, rheumatoid arthritis is best studied in animals using the immunologically 

mediated FCA-induced arthritic model. (4)In a model of adjuvant-induced arthritis, inflammatory cells caused rats to 

experience chronic swelling in a number of joints, as well as bone degeneration and remodelling that are strikingly 

comparable to the symptoms of rheumatoid arthritis in humans. The current study was initiated to investigate 

whether hydro-ethanolic extract Cassia tora extract could offer anti rheumatoid effect against CFA induced 

rheumatoid arthritis in rats. The hydro-ethanolic extract of Cassia tora seeds was first used for phytochemical studies, 

which identified the presence of secondary metabolites such as anthraquinone glycosides, flavonoids, proteins, folic 

acid, saponins, and tannins, among others. 

 

The advancement of a disease's state and how well an anti-inflammatory drug works are both indirectly connected 

with changes in body weight. The FCA induced (control) rats showed slightgain in body weight, increased paw 

volume and decreased grip strength as compared with Ibuprofen and Cassia tora seed extract treated arthritic rats. In 

Cassia tora seed extract treated and Ibuprofen treated rats, there was a significant weight gain, a significant decrease 

in paw volume and increased grip strength when compared to Complete Freund’s Adjuvant treated rats. When 

comparing the CFA-treated rats to control rats, a substantial decrease in HB and RBC levels was seen. 

Administration of Cassia tora seed extract and Ibuprofen to diseased rats raised RBC and Hb values to normal levels. 

The elevation in WBC count and ESR were dramatically mitigated in the extract treated groups. Histopathological 

studies of the tibiotarsal joints shows destruction of cartilage, erosion of osteoid, inflammatory cells and increased 

vascularity in adjacent cells in the CFA treated animals. Cassia tora seed administered rats exhibited joint protection 

compared to diseased rats by reducing destruction of cartilage. Rats treated with 800mg/kg and 1600mg/kg showed 

reduction in destruction of cartilage and decreased vascularity in the adjacent structures. The radiographic 

characteristics of rat joints in CFA-induced arthritic rats show soft tissue inflammation coupled with shrinking of 

joint spaces, which presumes the bony ruination in arthritic state. In contrast, the Cassia tora seed extract group 

receiving at both doses of 800mg/kg, 1600mg/kg and Ibuprofen clearly shows substantial protection against bony 

damage by revealing fewer soft tissue swelling as well as shrinking of joint spaces. 

 

CONCLUSION 
 

In conclusion, present study demonstrated that the treatment with Cassia tora seed extract, Ibuprofen significantly 

potentiated anti-rheumatoid activity against CFA induced rheumatoid-arthritis. The high concentration of 

anthraquinone glycoside, flavonoids, and polyphenolic components in the extract may be a factor in the antioxidant 

activity because these compounds are known to have direct antioxidant properties because they include hydroxyl 

groups, which can act as hydrogen donors. A compound's potential antioxidant activity may be strongly correlated 

with its capacity for lowering. 
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Table 1: Effect of Cassia tora seed extract and Ibuprofen on CFA induced changes in body weight on 1st, 7th, 13th, 

17th, 22nd day 

BODY WEIGHT 

(gm) 
1st day 7th day 13th day 17th day 22nd day 

NORMAL 

SALINE 
155±1.66 161±1.265 167.66±2.57 174.33±2.389 182.16±2.70 

CONTROL (CFA 

INDUCED) 
178.5±2.17 174.8±2.51 *** 168.70±3.70*** 169±2.951** 

171.3±3.12 *** 

 

LOW DOSE 

(800mg/kg) 
157.8±1.21 165.5±1.455 b 174.83±3.515 ns 185.83±2.372 c 179.00±2.633 b 

HIGH DOSE 

(1600mg/kg) 
151.5±0.9 160.2±1.27 b 166.33±2.389 ns 183.00±2.081b 189.33±1.994 a 

STANDARD 

(15mg/kg) 
167.7±1.05 185.2±2.738 a 190.16±4.512 b 199.16±3.534 b 208.83±2.441 b 

Values are plotted as the mean ±SEM, n=6 in each group; analysed by ANOVA followed by Dunnett’s test.  

where, * indicates P<0.05, **p<0.01, *** p<0.001, **** p<0.0001 when control group is compared with normal saline 

group and ns indicates non-significant, a indicates P<0.05, b p<0.01, c p<0.001, d p<0.0001 when LD, HD and standard 

group is compared with control group. 
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Table2:Effect of Cassia tora seed and Ibuprofen on CFA induced change in paw volume on 1st,7th,13th,17th,22nd day 

PAW VOLUME 1st day 7th day 13th day 17th day 22nd day 

NORMAL SALINE 0.30±0.202 0.33±0.024 0.325±0.03 0.325±0.03 0.316±0.03 

CONTROL (CFA INDUCED) 1.20±0.09 

0.7 

1.38±0.06 **** 1.81±0.09 **** 1.85±0.1 **** 1.717±0.09**** 

LOW DOSE (800mg/kg) 1.217±0.027 1.41±0.04ns 1.2±0.09a 

 

1.1±0.03b 0.935±0.03b 

HIGH DOSE (1600mg/kg) 1.4±0.14 1.48±0.06ns 1.2±0.057b 1.0±0.04b 0.833±0.04b 

STANDARD (15mg/kg) 1.117±0.07 1.2±0.06b 1.03±0.02b 0.91±0.03b 0.817±0.047c 

Values are plotted as the mean ±SEM, n=6 in each group; analysed by ANOVA followed by Dunnett’s test.  

where, * Indicates P<0.05, **p<0.01, *** p<0.001, **** p<0.0001 when control group is compared with normal saline 

group and ns indicates non-significant, a indicates P<0.05, b p<0.01, c p<0.001, d p<0.0001 when LD, HD and standard 

group is compared with control group. 

 

Table 3: Effect of Cassia tora seed extract and Ibuprofen on CFA induced change in fall of time on 1st,7th,13th,17th, 

22nd day 

FALL OF TIME (Sec.) 1st day 7th day 13th day 17th day 22nd day 

NORMAL SALINE 81.50±4.32 74.66±6.07 69.66±4.42 74.00±3.12 81.00±4.54 

CONTROL (CFA INDUCED) 48.00±4.18 34.33±3.95 *** 26.33±2.48 *** 20.00±2.51*** 20.33±1.28 *** 

LOW DOSE (800mg/kg) 47.33±2.49 48.83±2.98a 46.50±3.11a 46.50±2.63a 50.83±3.06a 

HIGH DOSE (1600mg/kg) 52.83±2.07 54.83±2.62b 60.33±2.97b 64.00±2.00b 63.66±2.21b 

STANDARD (15mg/kg) 62.00±1.89 63.66±4.7b 67.83±3.07b 72.00±2.87b 79.33±1.43c 

Values are plotted as the mean ±SEM, n=6 in each group; analysed by ANOVA followed by Dunnett’s test.  

where, * Indicates P<0.05, **p<0.01, *** p<0.001, **** p<0.0001 when control group is compared with normal saline 

group and ns indicates non-significant, a indicates P<0.05, b p<0.01, c p<0.001, d p<0.0001 when LD, HD and standard 

group is compared with control group. 

 

Table 4: Effect ofCassia tora seed extract andIbuprofen on CFA induced change in RBC, WBC, Hb, ESR count 

BLOOD 

PARAMETERS 

RBC (106×µL) WBC (103×µL) Hb (gm/dl) ESR (mm/hr) 

NORMAL SALINE 7.863±0.347 10.17±0.318 13.18±0.370 2.395±0.51 

CONTROL (CFA 

INDUCED) 

3.863±0.462*** 23.65±0.657*** 6.323±0.858*** 18.58±2.85*** 

LOW DOSE 

(800mg/kg) 

5.693±0.365ns 18.07±0.515a 8.032±0.872ns 15.34±2.305a 

HIGH DOSE 

(1600mg/kg) 

6.493±2.769b 11.76±0.309b 9.417±0.882a 10.73±1.212a 

STANDARD 

(15mg/kg) 

6.835±0.498b 11.42±0.254b 10.67±0.693b 8.617±0.276b 

Values are plotted as the mean ±SEM, n=6 in each group; analysed by ANOVA followed by Dunnett’s test.  

where, * Indicates P<0.05, **p<0.01, *** p<0.001, **** p<0.0001 when control group is compared with normal saline 

group and ns indicates non-significant, a indicates P<0.05, b p<0.01, c p<0.001, d p<0.0001 when LD, HD and standard 

group is compared with control group. 
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Fig 1: Histopathological images of tibiotarsal joints of all 5 groups 

A: Tibiotarsal joint of normal saline group showing normal synovial lining cells (cartilage). 

B: Tibiotarsal joint of control (CFA induced) group showing Cartilage cell hyperplasia – moderate and areolar 

tissue distortion. 

C: Tibiotarsal joint of low dose (800mg/kg) showing near normal histology. 

D: Tibiotarsal joint of high dose (1600mg/kg) showing normal histology. 

E: Tibiotarsal joint of standard (Ibuprofen 15mg/kg) showing near normal histology. 
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Fig 2: Radio graphical images 
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Trunk muscle strength is impaired in children with cerebral palsy thus influencing their functional 

balance. Forward reaching is an important test and an essential component of daily life activities. 

However, there is paucity of literature determining the relationship between trunk muscle strength, 

balance and forward reaching ability in children with CP. The study intends to assess relationship 

between trunk muscle strength, balance and forward reaching ability in children with cerebral palsy 

from Surat city. This cross-sectional observation study included 47 children with cerebral palsy from 

physiotherapy and rehabilitation setups of Surat. Children with CP were assessed using stabilizer 

pressure biofeedback equipment for muscle strength; pediatric balance scale for balance and forward 

reach test for reaching ability after signing informed consent from their parents. The data was analysed 

using Microsoft Excel and SPSS 20.0.The findings are suggestive that there is moderately strong 

correlation between the isometric trunk muscle strength and balance; the isometric trunk muscle strength 

and forward reaching ability or balance and forward reaching ability. The study implicates use of trunk 

control and strength measures in rehabilitation of CP children to improve balance and functional 

independence. 

 

Keywords: Balance, cerebral palsy, functional reach, physiotherapy, trunk muscle strength. 
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INTRODUCTION 
Cerebral palsy [CP] is one of the commonest causes of motor disability in children with some amount of dysfunction 

of posture and movement [1]. Because ability to control posture is an integral part of all movements, deficits in the 

postural control system contribute to the challenges in body structure and function, daily activities, and participation 

of children with CP [2].  Balance dysfunction associated with impairment in trunk control is usually reported in 

children with CP who have lower levels in Gross Motor Function Classification System [GMFCS], suggesting 

probable relationship between trunk control and balance with functional abilities in these children [3].Children at 

GMFCS levels IV–V have undeveloped postural control and require contextual modifications to enable opportunities 

for basic acquisition and practice of head and trunk control [4]. Trunk muscle strength is an important factor 

influencing the balance in normal individuals as well as in children with CP [5]. The purpose of this study was to 

find relationship between the isometric trunk muscle strength, balance and forward reaching ability among CP child. 

 

MATERIALS AND METHODS 
Study Setting The Study was conducted at various hospital, neuro-rehabilitation centers, and physiotherapy 

departments in Surat city of Gujarat. 

Sample Population Children with CP attending neuro-rehabilitation centers, hospitals, and physiotherapy 

departments in Surat. 

 

Inclusion Criteria 

Children with CP from both genders were included if they fit following criteria- 

1. Age of 5 to 15 years of age. 

2. GMFCS level I, II and III. 

3. Children able to understand the test instruction, able to sit and stand. 

4. Parents of child who willingly consents for their child’s participation in the study. 

 

Exclusion Criteria 

Children with CP were excluded if they fit following criteria- 

1. Parents of child not willing for their child’s participation in the study 

2. Children who prescribed with the botulinum toxin or intrathecal baclofen pump Implantation during last six 

months.  

3. Child who has a history of injury to spine and pelvis, on medication like antiepileptic and anti spastic drugs. 

4. Children who have progressive neurological disorder, genetic or metabolic disorder and severe concurrent and 

illness or diseases not typically associated with CP or other than CP. [e.g., traumatic brain injury or acute 

pneumonia]. 

 

Procedure 

Data was collected from various hospitals, neuro rehabilitation centers and physiotherapy departments of Surat. 

Parents were invited and explained about the study. After that parents who were willing to participate were asked to 

sign all informed consent form. Children with CP were screened and selected, based on inclusion and exclusion 

criteria through convenience sampling .Children were assessed for isometric trunk muscle strength using core 

stabilizer [6];forward reaching ability by Functional Reach Test [FRT] [7]; and balance by Pediatric Balance Scale 

[PBS][8]. Results were analysed using SPSS 20.0 and Microsoft Excel for Windows. 

 

RESULTS 
 

The demographic data were analysed using frequency distributions. Correlations between the outcomes were 

evaluated using Pearson’s correlation co-efficient as comparison of baseline data showed normal distribution using 

Kolmogorov–Smirnov test. Demographic distribution of the subjects in the study sample is shown in table-1. Mean 
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age of the children included in the study was 9.17+ 2.58 years and most of the children [n=31] were from 5-10 years’ 

age group. It is also evident that most of the children included were diagnosed as diplegic [n=21] or hemiplegic 

[n=21] type of CP. Table-2 shows the correlation co-efficient values for average core muscle strength [mm Hg], 

pediatric balance scale score, and average functional reach distance [cm]. Values of correlation coefficients for all the 

variables considered, showed positive correlation with each other as the values are all greater than 0 [9]. The findings 

are suggestive that there is moderately strong correlation between the isometric trunk muscle strength and balance; 

the isometric trunk muscle strength and forward reaching ability; and balance and forward reaching ability.  

 

DISCUSSION 
As the studies from Gujarat including CP children and correlating trunk muscle strength and balance in them are not 

available, the discussion will present unique findings with probable justifications keeping in mind the objectives of 

the study. Demographics of the participants from the present study are in concurrence with other studies showing 

that most of the children with CP were primarily diagnosed as diplegic or hemiplegic type of CP [11,12]. Present 

study shows moderately strong positive correlation between the isometric trunk muscle strength and PBS scores as 

well as FR distance; which is supported by previous studies [13,14].Monica et. al. [2021]; Lim, Lee, and Lim [2021]; 

and Kim, An and Yoo [2018] have concluded that trunk control and trunk muscle strength are important factors 

affecting the balance activities including functional reach activities [3,12,15].  

 

Static, active, and reactive postural control involves complex neural processes coupled with biomechanical and 

environmental constraints.  As postural control during all the movements is integral to daily life activities, deficits in 

the posture system can contribute to the challenges in body structure and function, daily activities, and participation 

[4,16]. In addition, impaired trunk control in children with spastic CP is associated with balance dysfunction [3].It 

has been documented that, children with CP at GMFCS levels IV–V have under-developed postural control and 

therefore require contextual modifications to enable opportunities for acquisition and practice of head and trunk 

control [16].The reason for the moderately strong correlation found in this study can be attributed to the fact that all 

the participants belonged to GMFCS levels I, II and III and were all able to sit and stand. The findings in this study 

indicate that the correlation between the balance and forward reaching ability is moderately strong. Postural trunk 

control during frontal plane movements is suggested to be more difficult than while performing trunk movements in 

the sagittal plane [13]. Based on the motor involvement, children in the lower GMFCS level have profound 

impairment of trunk control affecting forward reaching abilities of child and suggesting that there is relationship 

between functional abilities and trunk control. 

Limitations and Further Recommendations 

The sample size covered for the study was smaller when we consider the strength of population of children 

with CP in India. As only smaller geographical region of Surat city was studied, the sample shall be 

representative and future study can include more subjects stratified based upon the type, geography, age, and 

gross motor function levels. It is also recommended to use more stringent outcome to assess trunk muscle 

strength such as EMG to quantify the strength and make study robust. 
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Table 1: Demographic Details of the Sample Population 

Characteristic Category Frequency [n] 

Age Group [years] 
5 to 10 31 

11 to 15 16 

Type of CP 

Diplegic CP 21 

Hemiplegic CP 18 

Quadriplegic CP 6 

Monoplegic CP 2 

Note: CP- Cerebral Palsy 

Table 2: Pearson’s Correlation between the Outcome measures 

 

Isometric Muscle Strength 

[mm Hg] 
PBS Score FR Distance [cm] 

Isometric Muscle Strength [mm Hg] 1.0003 0.4892 0.4572 

PBS Score 0.4892 1.0003 0.5662 

FR Distance [cm] 0.4572 0.5662 1.0003 

Note: 

 PBS- Pediatric Balance Scale; FR: Functional reach 

 1- Weak correlation; 2- Moderate correlation; 3- Strong correlation [9] 
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The members of Lamiaceae are cosmopolitan in distribution and have great importance due to their economic 

value. In traditional systems of medicine, different parts of Ocimum have been recommended for the treatment 

of various ailments. There is a variation in the production of phytochemicals among different species of 

Ocimum. Therefore, precise characterization such as anatomical, morphological and phytochemical features of 

promising species of Ocimum is felt necessary. Pollen grains are widely used as a tool for taxonomical analysis 

of flowering plants. Taxonomists have recognized the necessity of pollen morphology in clarifying the 

classification and differentiating plant groups up to species level or variety level. In this scenario the present 

study was aimed to compare two Ocimum species, Ocimum gratissimum L. and Ocimum sanctum L. in terms of 

pollen morphology using light microscopy and scanning electron microscopy (SEM). Both the plant species 

showed significant variations in morphological characters including variations in pollen morphology even 

under light microscopy. The pollen types present in O. gratissimum showed 2-3 visible colpi and was convex in 

shape, the mean diameter of the pollen grains were 40 ± 0.87 μm. In O. sanctum pollen grains were radially 

symmetrical, or ovate ellipsoidal with number of visible colpi 2-3. Exine ornamentation also showed variations 

in microscopic level. From the results it can be concluded that, both the studied species shows significant 

variations at all the studied parameters. Further studies are warranted at molecular level for effective 

characterization and comparison. 

 
Keywords:  Ocimum, morphology, acetolysis, SEM, Pollen grains, Colpi, Exine 
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INTRODUCTION 
 

The Ocimum genus, includes many popular herbs known for their aromatic, culinary, medicinal, ornamental, sacred 

and other aesthetic properties, is varied and complex. Species in this genus are typically herbs, shrubs, or 

undershrubs and can be either annual or perennial. They are characterized by glandular hairs or glands that secrete 

fragrant volatile oils. Though their flowers may appear uniform throughout the genus, they serve as critical 

taxonomic markers for distinguishing between species. This taxonomic complexity in Ocimum is attributed to genetic 

diversity, thought to be influenced by cross-pollination and certain environmental factors (Ashraf et al., 2021). 

Genetic variations are evident both within and between Ocimum species, with noticeable differences in morphology, 

growth characteristics, reproductive behaviour, and chemical composition. This morphological diversity, however, 

often leads to confusion in taxonomy (Jehanzeb et al., 2020). 

 

Traditionally, plant taxonomy has relied primarily on comparative morphological and anatomical features for taxon 

delimitation and identification (Pandey & Misra 2014). Several studies have emphasized the importance of such 

characteristics in identifying various plant species (Celep et al., 2011 & Kiliç, 2014). For the Lamiaceae family, 

anatomical characteristics of vegetative organs are crucial for taxon characterization (Kahraman et al., 2010). Features 

such as the presence and distribution of glandular hairs, stomatal distribution, and other anatomical details offer 

significant taxonomic information about plants (Celep et al., 2011 and Venkateshappa & Sreenath, 2013) and are 

instrumental in elucidating phylogenetic relationships within many plant groups (Pandey & Misra, 2014). Pollen 

characteristics, too, have been widely used in angiosperm taxonomy and are useful in tracing the history of plant 

groups or species. The morphology of pollen grains, including attributes such as symmetry, shape, apertural pattern, 

and exine configuration, has been extensively studied and has proven to be a reliable resource for phylogenetic 

analysis (Sarkar, 2021). Given their taxon-specific yet highly variable characteristics, pollen morphological features 

offer significant scope for application in plant taxonomy (Sarkar, 2021). 

 

Palyno-morphological characteristics are critical in the taxonomic identification and delimitation of various plant 

groups (Shah et al., 2019). Several pollen attributes are specifically subjected to intense selective pressures involved in 

different systematic plant processes, including reproductive activities, pollination, dispersal, and germination. 

Palynologists utilize these pollen features for plant identification, allowing ecologists and botanists to reconstruct 

past plant taxa assemblages and identify periods of environmental change (Usma et al., 2020; Gul et al., 2021). The use 

of both light and scanning electron microscopy (SEM) has demonstrated that there are variations in the pollen 

morphology and sculpture among the genera from all the tribes within the Rosaceae family. Akinwusi and Illoh 

(1996) conducted research on the pollen morphology of the Hibiscus genus, demonstrating that such studies can 

provide valuable data for taxonomic classification. Indeed, pollen morphology is a crucial tool for the taxonomic 

study of angiosperms. The present study undertook a comparative analysis of two Ocimum species, Ocimum 

gratissimum L. and Ocimum sanctum L. based on pollen morphological attributes, including the structure of the exine. 

Both light microscopy and Scanning Electron Microscopy (SEM) were utilized to facilitate these examinations. 

 

MATERIALS AND METHODS 
 

 Ocimum gratissimum L. and Ocimum sactum L. were selected for the study. Ocimum sanctum, typically an aromatic 

under shrub, or shrub, is distinguished by oil glands that emit a robust aroma. This plant is often cultivated for its 

medicinal properties and religious importance, especially in many parts of India. When it matures enough to form 

wood, the plant, which can grow to a height of about 4.5 feet, is commonly transformed into beads for rosaries. 

Contrastingly, Ocimum gratissimum, an aromatic perennial herb, has unique characteristics including an erect, round-

quadrangular stem that is highly branched and can be either glabrous or pubescent. The stem becomes woody at the 

base and the plant's epidermis frequently peels off in strips. The plant's leaves are consistently arranged in opposite 

pairs and it produces small, hermaphroditic flowers grouped in clusters of 6-10.  
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METHODOLOGIES 
 

Analysis of pollen grains- Acetolysis and Scanning Electron Microscope  

Pollen grains were extracted from fresh samples. To verify the consistency of pollen characteristics within each 

species, the acetolysis method (Clarke et al, 1979) was applied to two samples each from both sps. Measurements 

were taken from twenty pollen grains using an ocular micrometer fitted to a Zeiss Photometric microscope, and the 

mean was determined. The shape category of the pollen grains was primarily decided by the ratio of the equatorial 

width to the polar length of the pollen grain (P/E). Preparations for scanning electron microscopic studies involved 

sprinkling the pollen onto specific silver-coated aluminum stubs. These stubs were subsequently coated with gold 

and observed and photographed using a JEOL T-20 Scanning Electron Microscope. Descriptive terminology was 

based on the standards set by Moore and Webb (1978) and Punt et al. (2007). Size measurements for the pollen grains 

followed Erdtman's categorization (1971): very small for dimensions less than 10 μm, small for 10–25 μm, medium 

for 25–50 μm, large for 50–100 μm, very large for 100–200 μm, and huge for dimensions greater than 200 μm. 

 

RESULTS AND DISCUSSION 
 

Pollen Morphology by acetolysis & Scanning electron Microscopic Studies  

This study focused on the shape, colpi number, size, and surface characteristics of pollen grains from two Ocimum 

species. The primary features of the pollen can be seen in Fig. 1 a & b. Scanning electron microscopy revealed that the 

pollen from O. gratissimum is more or less globose, with 2-3 visible colpi. These pollen grains are circular in outline, 

giving them a discoid appearance. Their surface ornamentation is reticulate, featuring prominently raised ridges in 

an irregular pattern, and the exine surface is punctate. The pollen grains have a length and breadth of approximately 

40 ± 0.87 μm (Fig. 2 a, b, c &d). In contrast, the pollen grains of O. sanctum are rectangular or ovate elliptical in shape, 

with a length of approximately 60 ± 0.87 μm and a breadth of about 30 ± 0.68 μm. Like O. gratissimum, the number 

of visible colpi ranges from 2-3. The surface ornamentation is also reticulate but features prominently raised ridges in 

a regular pattern. The exine surface is prominently punctate, and the colpus lacks specific ornamentation in both 

species. Notably, the punctae in O. sanctum appear larger and more conspicuous (Fig. 2 a, b, c &d). 

 
Pollen characteristics have played a considerable role in the taxonomy of angiosperms, and can even be used to trace 

the history and evolution of plant groups and species (Moore and Webb, 1978). Notably, researchers such as Patel 

and Datta (1958) and Sowunmi (1973) have extensively explored pollen grain morphology, underlining the 

importance of pollen architecture in phylogenetic studies. For instance, Akinwusi and Illoh's (1996) research on 

Hibiscus pollen morphology demonstrated how palynology, the study of pollen grains, provides valuable data for 

genus taxonomy. Similarly, Adedeji (2005) utilized pollen morphology to trace evolutionary relationships among 

three Emilia species. Arogundade & Adedeji (2009) studied the pollen grains of various Ocimum species, observing 

similarities yet also significant differences. They found that the pollen grains of all the studied species and variety 

ranged from spherical to ellipsoid in shape. Acolpate pollen grains were found in all species and the studied variety, 

while monocolpate and bicolpate pollen grains were occasionally observed in O. canum and O. basilicum. Notably, 

pentacolpate pollen grains were found in O. canum and O. gratissimum, and all the species and the variety had 

hexacolpate pollen grains. Heptacolpate and octacolpate pollen grains, only observed in O. canum, set this species 

apart from the others.  

 
Furthermore, morphologically distinct pollen grains such as those with a concave shape were found in O. basilicum, 

O. gratissimum and O. basilicum var. purpurascens. Ribbon-like pollens were observed in O. canum, O. gratissimum, 

and O. basilicum var. purpurascens. Tetrazonocolpate pollen grains with four colpi arranged in an equatorial zone 

were found in O. gratissimum and O. basilicum var. purpurascens, while hexazonocolpate pollen grains with six colpi 

in an equatorial zone were only observed in O. canum. Swapna (2018) conducted research on the pollen 

characteristics of Ocimum sanctum, which aligns with the findings of the present study. According to Erdtman's 

(1952) classification, pollen grains can be grouped into categories based on their sizes: Perminuta (diameter less than 
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10μm), Minuta (diameter 10-25μm), Media (diameter 25-50μm), Magna (diameter 50-100μm), Permagna (diameter 

100-200μm), and Giganta (diameter greater than 200μm). In line with this categorization, the pollen grains of the 

Ocimum genus can be described as either media (diameter 25-50μm) or magna (diameter 50-100μm). O. basilicum var. 

purpurascens and O. gratissimum fall under the media group, while O. canum and O. basilicum fit into the magna 

category. A similar approach of using pollen grain sizes to categorize species was employed by Akinwusi and Illoh 

(1996) in their study of Hibiscus species in Nigeria. Based on the characteristics of their pollen grains, O. basilicum var. 

purpurascens and O. gratissimum appear to be more closely related as they share a higher level of similarity compared 

to O. basilicum and O. canum. 

 
Walker (1976) and Adedeji (2005) suggest that the number of colpi on pollen grains can serve as an effective tool for 

tracing evolutionary relationships among the species within a genus. They found that more advanced dicotyledons 

have a greater number of colpi than the more primitive ones, which tend to have only one colpus (monocolpate) or 

none at all (acolpate). The scanning electron microscope has been utilized to examine the pollen morphology of the 

Rosa sericea complex, offering essential information for taxonomic identification of the taxa within this complex. 

There's a notable variability in the pollen sculpture, outline, and aperture among the taxa studied, highlighting the 

diversity within the R. sericea complex (Ullah et al., 2022). Pollen morphology has long been recognized as a valuable 

tool in taxonomic classification and botanical research, offering insights into plant evolution, ecology, and 

phylogenetics (Pacini and Franchi, 2020; Ullah et al., 2021). 

 

CONCLUSION 
 

Indeed, pollen morphology plays a critical role in taxonomic classification. The shape, size, and surface patterns of 

pollen provide unique characteristics that can help to differentiate between plant species (Ragho, 2020). Such pollen 

features are remarkably consistent within species, which makes them a reliable tool in taxonomic studies. By 

examining the similarities and differences in pollen features, scientists can construct phylogenetic trees that illustrate 

the historical lineages and connections between different plant groups. Beyond identification and classification, 

pollen morphology is also used to understand past environments and climate change. Furthermore, pollen 

morphology is valuable in agriculture and horticulture, where understanding plant relationships is key for breeding 

programs. Similarly, in forensic science, the identification of pollen can provide crucial information, as different 

plants with their specific pollen are found in different geographical locations. 
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Figure 1 a & b: Acetolysis- Pollen grains of Ocimum gratissimum & Ocimum sanctum 

 
Figure 2 a, b, c & d: SEM analysis – Pollen grains of Ocimum gratissimum & Ocimum sanctum 
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Since inception, application areas of Fused deposition modeling are growing in diversity day by day. 

This is made possible because of development of newer and newer materials and parametric 

optimization for improved surface finish, improved mechanical properties like tensile, compressive, 

fatigue, bending etc. These developments of newer materials and mechanical testing of improved parts 

are finding useful to evaluate the manufacturing capability of FDM process for a particular application 

which otherwise would have been manufactured by some other conventional manufacturing process. In 

an attempt to this the torsional behavior of FDM parts under different loading conditions needs to be 

evaluated thoroughly to estimate the capabilities of FDM parts to sustain the torsional loads. For this a 

pilot study was conducted in which testing was performed on   standard ASTM specimen printed with 

different a layer height. and obtained values are compared with values of same parts prepared by 

injection molding. In the result obtained it was observed that injection molded parts were comparatively 

have greater torsional strength.  This study can be very useful as in increasing  applications of FDM parts 

which are subjected to torsional loading like gears, pulleys, stir welding parts, plastic fasteners etc. 

Keywords: Fused deposition Modeling (FDM), Parametric Optimization, Torsional strength, layer height, 

FDM applications. 
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INTRODUCTION 

 
Additive manufacturing (AM) is popular manufacturing technology emerged around the 1980s. From the various 

AM technologies such as Selective laser sintering (SLS),Vat polymerization, powder bed fusion, Laminated object  

Manufacturing (LOM) etc, the fused deposition modeling (FDM) is the cheapest and very commonly adopted 

technology amongst all.[1] FDM printer takes the input from the CAD files in stl format. FDM makes use of 

thermoplastic filaments like Acrylonitrile butadiene styrene  (ABS), Nylon, Poly lactic acid (PLA),Pet-Getc which are 

subjected to temperature sufficient enough to melt the filament. This semi molten filament is extruded from the tip of 

nozzle. Firstly the contour of outer boundary is laid down followed by rasterizing the internal structures. Likewise 

number of layers are deposited one over other till complete part is created.[2] The data processing in FDM process is 

as shown in figure 1. Fused deposition modeling is having lots of advantages like ease of making complex design 

parts, no need of tooling’s like molds, dies etc, combining complex assembly parts, reducing manufacturing lead 

time.[3]. In spite of this  FDM technology has its own challenges too like staircasing effect, dimensional inaccuracy, 

Anisotropic mechanical properties, Low surface finish etc[4]. FDM technology is widely used in various application 

like making conceptual/ demonstrative models and prototypes, functional parts like drilling grid in aero plane 

industry, mandible trays[5], Biomedical ,textiles, acoustics [6]. Even in  FDM technology found its application during 

COVID-19 pandemic in which face shields, face masks, valves, nasopharyngeal swabs, and others were 3 D printed 

[7] As the material is deposited layer wise, the FDM parts possess anisotropic properties.[8].Thus the mechanical 

properties under different loading conditions such as when loaded in  tension, compression, fatigue, bending etc are 

greatly influenced by the FDM process parameters. These parameters includes build orientation, layer height, air 

gap, Raster angle etc. this process parameters and basic FDM process is as depicted in figure 2. The definition’s of 

various process parameters is as discussed below. 

1. Layer height: This is the height of deposited layers. It refers to thickness or thinness of layer. 

2. Built orientation:  This is inclination of part with respect to depositing platform. This inclination can be vertical 

(90°), horizontal (flat) 0°,inclined (between 0°-90°) 

3. Raster angle: it is angle of deposited road with horizontal measured in a plane of building platform. 

4. Raster width: It is width of deposited raster. 

5. Air Gap:  The space between adjacent deposited beads is called as air gap.[9] 

Since last few years many researchers are evaluating the effect of variation of these process parameters on 

mechanical properties. Few important among that is discussed below. Pritishshubham etal has examined the effect of 

layer height on the capacity of ABS plastic parts printed by Fused Deposition Modeling process to sustain tensile 

loads. In their research work they observed that as layer thickness is increased, the parts were able to sustain lower 

tensile loads  [9] The effect of different build orientation (Along X,Y and Z axis) with different values of raster angles 

ranging between  0° to 90° in the equal step of 30°  was studied by AshuGerg etal. the finding revels that parts 

printed with  X and Y inclination with 60 ° raster angle gives the maximum tensile strength. Further the post acetone 

treatment causes the little decrement in mechanical properties of FDM components. [10] Abhinavchadha etal 

conducted research in which parameters such as depositing surface temperature, layer height and infill pattern such 

as triangular, honeycomb, rectilinear were varied and its effect on tensile and bending strength were investigated. 

They concluded that flexural and tensile strength firstly increase and then decreases as the depositing surface 

temperature increases. With the increment in layer height the increase in tensile and flexural capacity was observed. 

Triangular and honeycomb infill pattern found to be have greater tensile and flexural strength. [11] From the 

literature cited following points were observed. 

1. Products/applications of FDM is growing in diversity. Instead of just a prototype, focus is towards 

manufacturing functional parts. Poor mechanical properties is one of the major limitations for applications of 

FDM process.[12-13] 

2. Nature of manufacturing process changes the mechanical properties of plastic part being manufacture. [14] 

Prasad A Hatwalne et al., 
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Hence these facts were leading to Investigate the behavior of FDM parts under the torsional loads. For this the pilot 

project was conducted in which effect of alteration in layer height on the torsional characteristics was investigated. 

The details are as discussed in subsequent sections. 

 

METHODOLOGY ADOPTED 

 
Sample Preparation. 

The CAD model of testing specimen as per ASTM-143 standard was prepared in CATIA software. The dimension of 

specimen is as shown in figure3. The same were printed on FDM printer with  material Polylactic Acid (PLA). Three 

specimens with layer height 0.12mm,0.16mm, 0.20mm were used. The values of controlling factors and fixed 

parameters are as mentioned in table no 1. 

 

Torsional Testing 

After printing the samples ,they were tested for torsional loading as per ASTM standard on torsional testing setup. 

Parts were hand tightened on grip style chuck so as to avoid the unnecessary compressing of samples at end. At one 

end samples were fixed and while other end is rotated slowly. Torsional test was monotonic and parts were twisted 

at rate of  1 degree per sec.  Real time values of Angle of twist (in degree) and applied load (Kgf) were recorded. 

Then for each reading values of stress in shear (Ʈ) in Mpa, Shear Modulus (G) rate of shear strain (Ƴ) were estimated. 

 

RESULT AND DISCUSSION 
 

To examine the Influence of alteration of Layer height on torsional strength. the following values were calculated  

1. stress in shear (Ʈ) in Mpa,  

2. Shear Modulus (G) and  

3. rate of shear strain (Ƴ) for different values of layer thickness. 

The equations used were, 

For shear stress (Ʈ) =
𝑇 𝐷

2𝐽
 , 

Where T is torque measured by torsion load cell, D is gauge diameter, L length , J polar moment of inertia which is 

given by J= π D4 /32  

And rate of shear strain (Ƴ), 

Ƴ=Ɵ D/2L 

From the results obtained, it is observed that for layer thickness of 0.16mm maximum values shear stress (20.27 

Mpa), Shear Modulus (66.27) and Strain in shear (2.90) are obtained. After comparing these values  with the same 

parts produced by injection molding method, it clearly reveals that layer thickness is having strong influence on the 

torsional properties of FDM parts.  

 

CONCLUSION 

 
Above presented experimental work was a pilot work conducted to see whether parameters of FDM process 

influences its torsional behavior or not. For this only one of the input parameter ie. Layer height was varied for three 

times ie., 0.12mm, 0.16mm and 0.20mm and accordingly three specimens of PLA material were printed using FDM 

machine and tested on Torsional testing machine. From the results obtained it can be said that torsional strength of 

FDM parts are greatly influenced by change in layer thickness. Being pilot study experimentation was conducted at 

small scale that is only for three different heights. For through characterization, complete investigation considering 

variation of different processing parameters ie, Built orientation, raster angle, air gap etc  and its effect on torsional 

properties needs to be explored. This analysis will be useful for development of functional parts which are subjected 

to torsional loads like gears, shafts, plastic stir welding parts  etc. 
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Table No1 : Values of Varying and Fixed parameters. 

 

 

 

 

 

 

 

 

Varying Parameters Fixed Parameters 

Parameter Values Unit Parameter Values Unit 

Layer 

Thickness 

0.12 mm Raster angle 0 ° 

0.16 mm Layer 

orientation 

0 ° 

0.20 mm Air Gap 0 mm 

Extrusion 

temperature 

215 °C 
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Table 2: Calculated Average figures of stress in shear (Ʈ) in Mpa, Shear Modulus (G) rate of shear 

strain (Ƴ) 

 

 

 

 

 

 

 

 

 

 
 

Fig1: Block diagram for processing of data in FDM. Fig2. FDM Process with parameters 

 

 

Fig3: Dimensions of torsional specimen[16]. Fig 4: Sample Printed PLA Specimen 

 
Fig5: Twisting of Specimen 

 

Sr 

No 

Material Layer 

height  

stress 

in 

shear 

(Ʈ) in 

Mpa 

Shear 

Modulus  

(G) 

shear 

strain 

(Ƴ) 

1 
PLA 

plastic 

0.12 39.33 0.68 0.4 

2 0.16 33.33 0.59 0.4 

3 0.20 29 0.50 0.06 
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The aim of this paper is to expand the idea of annihilators in 𝒫𝒲-Algebras. We introduce the definition 

of annihilators. And also, we introduce the definitions of Normal,  ⇁,↬ − Normal and  ↬,⇁ −Normal 

𝒫𝒲𝐼-ideals. We obtain some characterizations and several basic properties of annihilators. Moreover we 

investigate the relationship between 𝑓  𝑆  ⇁,↬   and  𝑓  𝑆   
 ⇁,↬ 

 for a homomorphism of 𝒫𝒲-Algebras. 

 

Keywords: Annihilators, Normal,  ⇁,↬ − Normal and  ↬,⇁ −Normal 𝒫𝒲𝐼-ideals. 

Mathematical Subject classification: 03B05, 03G10, 06B10, 06B75 

 

INTRODUCTION 
 

The concepts of W-algebra was presented by M.Wajsberg[9]. CeterchiRodica[1] introduced the concept of 𝒫𝒲-

Algebras. In our paper [4] we introduced 𝒫𝒲𝐼-ideals and examined its propositions. In this paper, we introduce the 

concept gradually to a new classes of annihilators. Also, we define Normal,  ⇁,↬ − Normal and  ↬,⇁ −Normal 

𝒫𝒲𝐼-ideals. We discuss some known concept of annihilators and discuss the relationships between 𝑓  𝑆  ⇁,↬   and  

 𝑓  𝑆   
 ⇁,↬ 

 for a homomorphism of 𝒫𝒲-Algebras. 
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Main Result 

In this section, we define the types of annihilators in𝒫𝒲-Algebras and investigate some related properties. 

 

Definition 2.1.Let 𝑆 be anonempty subset of 𝒫𝒲-Algebra 𝑇 , then the sets  

𝑆  ⇁,↬ =  𝑥 ∈ 𝑇 / 𝑎 ⇁  𝑎 ↬ 𝑥   ~ = 0 for all 𝑎 ∈ 𝑆                                                                                                                      (1) 

𝑆  ↬,⇁ =  𝑥 ∈ 𝑇 / 𝑎 ↬  𝑎 ⇁ 𝑥   − = 0 for all 𝑎 ∈ 𝑆 (2) 

𝑆 ↔ = 𝑆  ⇁,↬ ∩ 𝑆  ↬,⇁ (3) 

are said to be  ⇁,↬ − annihilator, then  ↬,⇁ − annihilator and the annihilator of 𝑆  respectively. Obviously 

0 ∈ 𝑆  ⇁,↬ and0 ∈ 𝑆  ↬,⇁  and hence 0 ∈ 𝑆 ↔. 

Example 2.2. Let𝑇 =   0 , 𝑒 ,𝑓 ,𝑔 , 1  ,−, ~,⇁,↬,   be a 𝒫𝒲-Algebra, which double operations ⇁ and ↬ are defined as 

follows. 

 

If𝑆 =  0 , 𝑒 , 1  , then it can be checked that 𝑆  ⇁,↬ =  0   and𝑆  ↬,⇁ =  0 , 𝑒  . Therefore          𝑆  ⇁,↬ ≠ 𝑆  ↬,⇁ . 

Proposition 2.3. Let𝑆  and 𝑃  be a nonempty subsets of 𝑇 .If 𝑆 ⊆ 𝑃 , then 𝑃  ⇁,↬ ⊆ 𝑆  ⇁,↬ . 

In the example 2.2, taking 𝑆 =  0 , 𝑒  and 𝑃 =  0 , 𝑒 ,𝑓  , then it is easily verify that 𝑃  ⇁,↬ ⊆ 𝑆  ⇁,↬ . 

 

Proposition 2.4. If𝑆  is a nonempty subset of 𝑇  then, 0 ∈ 𝑆  iff 𝑆 ∩ 𝑆  ⇁,↬ =  0  . 

Proof: The sufficient part is obviously true and we have to prove the necessary part.                                Let 𝑥 ∈ 𝑆 ∩

𝑆  ⇁,↬ , then by the definition of  ⇁,↬ − annihilator,  𝑎 ⇁  𝑎 ↬ 𝑥   ~ = 0  for all 𝑎 ∈ 𝑆 . Since𝑥 ∈ 𝑆 , by putting 𝑎 = 𝑥 , 

we get  𝑥 ⇁  𝑥 ↬ 𝑥   ~ =  𝑥 ⇁ 1  
~

= 1 ~ = 0 . Therefore 𝑆 ∩ 𝑆  ⇁,↬ =  0   and so, by hypothesis 0 ∈ 𝑆  ⇁,↬ , the result 

holds. 

 

Proposition 2.5. Let 𝑆 𝒊\𝑖 ∈ 𝑁  be a family of non-empty subsets of 𝑇 , then  

i. ∩𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

=∪𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

 

ii.  ∪𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

⊆ ∩𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

 

Proof: (i) From proposition 2.3, we get ∪𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

⊆ ∩𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

. To prove the reverse part, assume that 𝑥 ∈

 ∩𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

 then 𝑥 ∈ 𝑆 𝒊
 ⇁,↬ 

for all 𝑖 ∈ 𝑁 , and consequently 𝑎 ⇁  𝑎 ↬ 𝑥   ~ = 0  for all 𝑎 ∈ 𝑆 𝒊.Hence  𝑎 ⇁  𝑎 ↬ 𝑥   ~ = 0  

for all 𝑎 ∈∪𝑖∈𝑁 𝑆 𝒊and so,𝑥 ∈ ∪𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

. Therefore  ∩𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

⊆∪𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

 and so (i) holds. 

From the proposition 2.3, we get ∪𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

⊆ ∩𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

. Assume that 𝑥 ∈ ∪𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

, thus 𝑥 ∈ 𝑆 𝒊
 ⇁,↬ 

 for all 𝑖 ∈

𝑁 , and consequently  𝑎 ⇁  𝑎 ↬ 𝑥   ~ = 0  for all 𝑎 ∈ 𝑆 𝒊 and so,𝑥 ∈  ∩𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

. Hence  ∪𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

⊆ ∩𝑖∈𝑁 𝑆 𝒊
 ⇁,↬ 

. 

 

Theorem 2.6. Let 𝑆  be a non-empty subset of 𝑇 . Then 𝑆  ⇁,↬ ∩ 𝑆  ↬,⇁  are 𝒞𝒞𝒫𝒲ℐ-ideal(Completely Closed PWI-ideal) 

of 𝑇 . 

Proof: Let  𝑎 ⇁  𝑎 ↬ 0   
~

= 0 ∈ 𝑆  ⇁,↬  and  𝑎 ↬  𝑎 ⇁ 0   
−

= 0 ∈ 𝑆  ↬,⇁  for all 𝑎 ∈ 𝑆 . It follows that0 ∈ 𝑆  ⇁,↬ ∩ 𝑆  ↬,⇁ . 

Assume that, 𝑥 , 𝑦 ↬ 𝑥 ∈ 𝑆  ⇁,↬  and 𝑥 , 𝑦 ⇁ 𝑥 ∈ 𝑆  ↬,⇁  for some  

𝑥 , 𝑦 ∈ 𝑇 . Then for all 𝑎 ∈ 𝑆  we have, 

Table 1. 

Complement 

 Table 2. 

Implication 

 Table 3. 

Complement 

 Table 4. 

Implication 

𝑥  𝑥 −  ⇁ 0  𝑒  𝑓  𝑔  1   𝑥  𝑥 ~  ↬ 0  𝑒  𝑓  𝑔  1  

0  1   0  1  1  1  1  1   0  1   0  1  1  1  1  1  

𝑒  𝑓   𝑒  𝑓  1  1  1  1   𝑒  𝑔   𝑒  𝑔  1  1  1  1  

𝑓  𝑒   𝑓  𝑒  𝑒  1  1  1   𝑓  𝑒   𝑓  𝑒  𝑒  1  1  1  

𝑔  𝑒   𝑔  𝑒  𝑒  𝑓  1  1   𝑔  𝑓   𝑔  𝑓  𝑒  𝑓  1  1  

1  0   1  0  𝑒  𝑓  𝑔  1   1  0   1  0  𝑒  𝑓  𝑔  1  
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 𝑎 ⇁  𝑎 ↬ 𝑥   ~ = 0 and 𝑎 ⇁  𝑎 ↬  𝑦 ↬ 𝑥    
~

= 0  also, 

 𝑎 ↬  𝑎 ⇁ 𝑥   − = 0 and 𝑎 ↬  𝑎 ⇁  𝑦 ⇁ 𝑥    
−

= 0  

Since, 

 𝑎 ⇁  𝑎 ↬  𝑦 ↬ 𝑥    
~

=   𝑎 ⇁  𝑎 ↬  𝑦 ↬ 𝑥    
~
↬ 0  

~
and 

 𝑎 ↬  𝑎 ⇁  𝑦 ⇁ 𝑥    
−

=   𝑎 ↬  𝑎 ⇁  𝑦 ⇁ 𝑥    
−
⇁ 0  

−
 

This implies that, 

  𝑎 ⇁  𝑎 ↬  𝑦 ↬ 𝑥    
~
↬ 0  

~
,   𝑎 ↬  𝑎 ⇁  𝑦 ⇁ 𝑥    

−
⇁ 0  

−
∈ 𝑆  ⇁,↬ ∩ 𝑆  ↬,⇁  and     𝑦 ∈ 𝑆 .It follows that, 

 𝑎 ⇁ 0  
~

,  𝑎 ↬ 0  
−

 ∈ 𝑆  ⇁,↬ ∩ 𝑆  ↬,⇁ for all 𝑎 ∈ 𝑆 . 

Hence, 𝑆  ⇁,↬ ∩ 𝑆  ↬,⇁  is a 𝒞𝒞𝒫𝒲ℐ-ideal of𝑇 . 

 

Proposition 2.7. For any non-empty subset𝑆  of  𝑇 ,𝑆  ⇁,↬ ⊆ 𝐾  𝑇  . 

Proof: Let 𝑥 ∈ 𝑆  ⇁,↬  then  𝑎 ⇁  𝑎 ↬ 𝑥   ~ = 0  for all 𝑎 ∈ 𝑆  and we have, 

 0 ⇁ 𝑥  
~

=   𝑎 ⇁  𝑎 ↬ 𝑥   ~ ↬ 𝑥  − =   𝑎 ⇁ 𝑥  ~ ↬  𝑎 ↬ 𝑥  ~ − =  1  
−

= 0 and 

so, 𝑥 ∈ 𝐾  𝑇  . Therefore 𝑆  ⇁,↬ ⊆ 𝐾  𝑇  . 

 

Theorem 2.8. If𝑆  is a 𝒞𝒞𝒫𝒲ℐ-ideal of 𝑇 , then 𝑆  ⇁,↬  is the extended 𝒫𝒲ℐ-ideal of 𝑇 , such that 𝑆 ∩ 𝑆  ⇁,↬ =  0   and 

𝑆  ⇁,↬ ⊆ 𝐾  𝑇  . 

Proof: From theorem 2.6, 𝑆  ⇁,↬  is a 𝒞𝒞𝒫𝒲ℐ-ideal of 𝑇  and by proposition 2.4 𝑆 ∩ 𝑆  ⇁,↬ =  0   also by proposition 2.7 

𝑆  ⇁,↬ ⊆ 𝐾  𝑇  . Let 𝑃  be a 𝒞𝒞𝒫𝒲ℐ-ideal of 𝑇  such that 𝑆 ∩ 𝑃 = 0 and 𝑃 ⊆ 𝐾  𝑇  . Let𝑥 ∈ 𝑃 , then 𝑥 ∈ 𝐾  𝑇   implies that 

 0 ⇁ 𝑥  
~

= 0  and  0 ↬ 𝑥  
−

= 0  also by  𝑎 ⇁  𝑎 ↬ 𝑥   ~ ≤ 𝑥 ∈ 𝑃  and  𝑎 ↬  𝑎 ⇁ 𝑥   − ≤ 𝑥 ∈ 𝑃  for all 𝑎 ∈ 𝑆 . Since 𝑃  be 

a 𝒞𝒞𝒫𝒲ℐ-ideal of 𝑇 , we get  𝑎 ⇁  𝑎 ↬ 𝑥   ~ ∈ 𝑃  and also  𝑎 ↬  𝑎 ⇁ 𝑥   − ∈ 𝑃 .  

On the other hand,  

   𝑎 ⇁  𝑎 ↬ 𝑥   
~
 
−
↬ 𝑎  

−
=    𝑎 ⇁ 𝑎  ~ ↬  𝑎 ⇁ 𝑥  ~ − ↬ 𝑎  − 

 =   0 ↬  𝑎 ↬ 𝑥  ~ 
−
↬ 𝑎  

−
 

=   1  
−
↬ 𝑎  

−
 

=  0 ↬ 𝑎  
−

 

   𝑎 ↬  𝑎 ⇁ 𝑥   
−
 

~
⇁ 𝑎  

~
=    𝑎 ↬ 𝑎  − ⇁  𝑎 ↬ 𝑥  − ~ ⇁ 𝑎  ~ 

                                                =   0 ⇁  𝑎 ↬ 𝑥  − 
~
⇁ 𝑎  

~
 

                                                =   1  
~
↬ 𝑎  

~
 

                                                       =  0 ⇁ 𝑎  
~

 

Since, 𝑆 is 𝒞𝒞𝒫𝒲ℐ-ideal of 𝑇 , we have  0 ⇁ 𝑎  
~

,  0 ↬ 𝑎  
−
∈ 𝑆  and so,  

   𝑎 ⇁  𝑎 ↬ 𝑥   
~
 
−
↬ 𝑎  

−
and    𝑎 ↬  𝑎 ⇁ 𝑥   

−
 

~
⇁ 𝑎  

~
∈ 𝑆 . Thus from𝑎 ∈ 𝑆 , we get  𝑎 ⇁  𝑎 ↬ 𝑥   

~
,  𝑎 ↬

𝑎⇁𝑥−∈𝑆  and hence, 

𝑆 ∩ 𝑃 =   𝑎 ⇁  𝑎 ↬ 𝑥   
~

,  𝑎 ↬  𝑎 ⇁ 𝑥   
−
 . But 𝑆 ∩ 𝑃 =  0  . Hence  𝑎 ⇁  𝑎 ↬ 𝑥   

~
= 0  and  𝑎 ↬  𝑎 ⇁ 𝑥   

−
= 0 , 

which implies that 𝑥 ∈ 𝑆  ⇁,↬ . Therefore 𝑃 ⊆ 𝑆  ⇁,↬ . Thus 𝑆  ⇁,↬  is the extended 𝒫𝒲ℐ-ideal of 𝑇 . 

 

Proposition 2.9. If 𝑆  is a 𝒞𝒞𝒫𝒲ℐ-ideal of 𝑇 ,then 𝑆  ⇁,↬ = 𝑆  ↬,⇁  . 

Proof: From theorem 2.8, 𝑆  ⇁,↬  is a 𝒞𝒞𝒫𝒲ℐ-ideal with two properties, 𝑆 ∩ 𝑆  ⇁,↬ =  0   and 𝑆  ⇁,↬ ⊆ 𝐾  𝑇  . But, by 

theorem 2.8, 𝑆  ⇁,↬  is the extended 𝒫𝒲ℐ-ideal of 𝑇  such that  𝑆 ∩ 𝑆  ↬,⇁  . =  0  and 𝑆  ↬,⇁ ⊆ 𝐾  𝑇  . Therefore 𝑆  ⇁,↬ ⊆

𝑆  ↬,⇁ . By similar argument, we get 𝑆  ↬,⇁ ⊆ 𝑆  ⇁,↬  and, Hence 𝑆  ⇁,↬ = 𝑆  ↬,⇁ . 

Definition 2.10. Let 𝑆  be a 𝒫𝒲ℐ-ideal of 𝑇 , then 𝑆  is said a, 

 ⇁,↬ − Normal if it satisfies for all𝑥 , 𝑦 ∈ 𝑇 , then such that,  𝑥 ⇁  𝑥 ↬ 𝑦   
~
∈ 𝑆  implies  𝑦 ⇁  𝑦 ↬ 𝑥   

~
∈ 𝑆 .(4) 

 ↬,⇁ − Normal if it satisfies for all 𝑥 , 𝑦 ∈ 𝑇 , then such that,  𝑥 ↬  𝑥 ⇁ 𝑦   
−
∈ 𝑆 implies  𝑦 ↬  𝑦 ⇁ 𝑥   

−
∈ 𝑆 .                                                                                                

(5)Normal if it is both  ⇁,↬ − Normal and  ↬,⇁ − Normal.                                             (6) 

 

Example 2.11. Let𝑇 =   0 ,𝑢 , 𝑣 , , 1  ,−, ~,⇁,↬,   be a 𝒫𝒲-Algebra, which double operations ⇁ and ↬ are defined as 

follows 
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Consider a 𝒫𝒲ℐ-ideal 𝑆 =  0 ,𝑢  of 𝑇 , it can be checked that 𝑆  is a  ⇁,↬ − Normal, but it is not  ↬,⇁ − Normal. 

Since  𝑢 ↬  𝑢 ⇁ 1   
−

=  1 − = 0 ∈ 𝑆  

but 1 ↬  1 ⇁ 𝑢   
−

=  1 ↬ 𝑢  
−

= 𝑢 − = 𝑣 ∉ 𝑆 . 

 

Proposition 2.12. The following are equivalent,  

(i)  𝑇 is a 𝒫𝒲-Algebra 

(ii) There exists a  ⇁,↬ − Normal 𝒫𝒲ℐ-ideal of 𝑇 ⊆ 𝐾  𝑇  . 

Proof: (i) implies (ii) 

Let 𝑇  be a 𝒫𝒲-Algebra. Obviously,  𝑇  is a  ⇁,↬ − Normal 𝒫𝒲ℐ-ideal of 𝑇  and   𝐾  𝑇  = 𝑇 . Thus, 𝑇 ⊆ 𝐾  𝑇  . 

(ii) implies (i) 

Assume that 𝑆  is a  ⇁,↬ − Normal 𝒫𝒲ℐ-ideal of 𝑇  contained in 𝐾  𝑇  . By the      ⇁,↬ − Normality of𝑆 , it follows 

from  𝑢 ⇁  𝑢 ↬ 1   
~

= 0 ∈ 𝑆  we get   1 ⇁  1 ↬ 𝑢   
~
∈ 𝑆  and so from 𝑆 ⊆ 𝐾  𝑇  .We get, 

 𝑢 ↬  𝑢 ⇁  𝑢 ↬ 1    
−

=   𝑢 ⇁  𝑢 ↬  𝑢 ⇁ 1    
~

= 1 ~ = 0 ,  

we obtain  0 ↬ 𝑢  
−

= 1 − = 0 . Therefore 𝑇  is a 𝒫𝒲-Algebra. 

 

Proposition 2.13. Every  ⇁,↬ − Normal 𝒫𝒲ℐ-ideal of 𝑇  is 𝒞𝒞𝒫𝒲ℐ-ideal and contains 𝑀  𝑇  . 

Proof: Let 𝑆  be a  ⇁,↬ − Normal 𝒫𝒲ℐ-ideal of 𝑇  and let 𝑢 ∈ 𝑆 . Since, 

  𝑢 ⇁ 1  ⇁   𝑢 ⇁ 1  ↬ 1   
~

=  1 ↬ 1  
~

= 1 ~ = 0 ∈ 𝑆 ,it follows from  ⇁,↬ − Normality of𝑆 ,  𝑢 ⇁  𝑢 ↬

 𝑢 ⇁ 1    
~
∈ 𝑆   and so,  0 ⇁ 𝑢  

~
= 1 ~ = 0 ∈ 𝑆  . This implies that 𝑆  is 𝒞𝒞𝒫𝒲ℐ-ideal. Let  𝑢 ∈ 𝑀  𝑇  , then  1 ⇁

 1 ↬ 𝑢   
~

= 𝑢  on the other hand, from    𝑢 ⇁  𝑢 ↬ 1  
~

= 0 ∈ 𝑆   we get,  1 ⇁  1 ↬ 𝑢   
~
∈ 𝑆 . Therefore 𝑢 ∈ 𝑆 , thus, 

it contains 𝑀  𝑇  . 

 

Corollary 2.14. If 𝑆  is a  ⇁,↬ − Normal 𝒫𝒲ℐ-ideal of 𝑇 , then 𝑆  ⇁,↬ = 𝑆  ↬,⇁ = 𝑆 ∗. 

Proof: By Proposition 2.13,𝑆  is 𝒞𝒞𝒫𝒲ℐ-ideal and so by Proposition 2.9 the result holds. 

 

Proposition 2.15. Let 𝑆  be a Normal 𝒫𝒲ℐ-ideal and 𝑃  is a 𝒫𝒲ℐ-ideal of 𝑇 , then the following are equivalent. 

(i) 𝑆 ∩ 𝑃 =  0   

(ii)𝑃 ⊆ 𝑆  ⇁,↬  

Proof: (i) implies (ii) 

Suppose that 𝑆 ∩ 𝑃 =  0   and 𝑣 ∈ 𝑃 , for any 𝑢 ∈ 𝑆 , we have  𝑣 ⇁  𝑣 ↬ 𝑢   
~
≤ 𝑢 ∈ 𝑆  and so,  𝑣 ⇁  𝑣 ↬ 𝑢   

~
∈ 𝑆 , then 

since 𝑆  is normal, we get  𝑢 ⇁  𝑢 ↬ 𝑣   
~
∈ 𝑆 . Similarly, we have  𝑢 ⇁  𝑢 ↬ 𝑣   

~
≤ 𝑣 ∈ 𝑃  and hence,  𝑢 ⇁

 𝑢 ↬ 𝑣   
~
∈ 𝑆 ∩ 𝑃 =  0   for every 𝑢 ∈ 𝑆 . This implies 𝑣 ∈ 𝑆  ⇁,↬ and 𝑃 ⊆ 𝑆  ⇁,↬ . 

(ii) implies (i) Assume that 𝑃 ⊆ 𝑆  ⇁,↬ , obviously, we have 0 ∈ 𝑆 ∩ 𝑃 ⊆ 𝑆 ∩ 𝑆  ⇁,↬ =  0   and so, 𝑆 ∩ 𝑃 =  0  . 

Proposition 2.16. Let 0   be a  ⇁,↬ − Normal 𝒫𝒲ℐ-ideal of 𝑇  and 𝑆 ⊆ 𝑇 , then the following hold, 

(i) 𝑆 ⊆  𝑆  ⇁,↬  ⇁,↬  

Table 5. 

Complement 

 Table 6. 

Implication 

 Table 7. 

Complement 

 Table 8. 

Implication 

𝑥  𝑥 −  ⇁ 0  𝑢  𝑣  1   𝑥  𝑥 ~  ↬ 0  1  1  1  

0  1   0  1  1  1  1   0  1   0  1  1  1  1  

𝑢  𝑣   𝑢  𝑣  1  1  1   𝑢  𝑣   𝑢  𝑣  1  1  1  

𝑣  𝑢   𝑣  𝑢   𝑢  1  1   𝑣  𝑢   𝑣  𝑢  𝑣  1  1  

1  0   1  0  𝑢  𝑣  1   1  0   1  0  𝑢  𝑣  1  

Indhumathi et al., 
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(ii)𝑆  ⇁,↬ = 𝑆  ⇁,↬  ⇁,↬  ⇁,↬  

(iii) 𝑇 = 𝑇  ⇁,↬  ⇁,↬  

Proof: 

(i) Let 𝑢 ∈ 𝑆  and 𝑣 ∈ 𝑆  ⇁,↬  then  𝑎 ⇁  𝑎 ↬ 𝑣   
~

= 0  for all 𝑎 ∈ 𝑆  and so by putting    𝑎 = 𝑢 , we get  𝑢 ⇁  𝑢 ↬ 𝑣   
~

=

0 , hence by the  ⇁,↬ − Normality of  0  , we conclude  𝑣 ⇁  𝑣 ↬ 𝑢   
~

= 0  this implies 𝑢 ∈ 𝑆  ⇁,↬  ⇁,↬ , therefore 

𝑆 ⊆  𝑆  ⇁,↬  ⇁,↬ . 

(ii) by (i), we have 𝑆  ⇁,↬ ⊆  𝑆  ⇁,↬  ⇁,↬  ⇁,↬  on the other hand, by Proposition 2.3, It follows from 𝑆 ⊆ 𝑆  ⇁,↬  ⇁,↬   that 

𝑆  ⇁,↬  ⇁,↬  ⇁,↬ ⊆  𝑆  ⇁,↬ .  

Therefore 𝑆  ⇁,↬ = 𝑆  ⇁,↬  ⇁,↬  ⇁,↬ . 

(iii) Let 𝑢 ∈ 𝑆  and 𝑣 ∈ 𝑆  ⇁,↬  for all 𝑢 , 𝑣 ∈ 𝑇 , then from (i) 𝑆 ⊆ 𝑆  ⇁,↬  for 𝑆 ⊆ 𝑇 , and   𝑆  ⇁,↬ ⊆ 𝑇  ⇁,↬ . Similarly,𝑆  ⇁,↬ ⊆

𝑆 , therefore 𝑆 = 𝑆  ⇁,↬  for 𝑆 ⊆ 𝑇 , and  𝑆  ⇁,↬  ⇁,↬ ⊆ 𝑇  ⇁,↬  ⇁,↬ . Hence 𝑇 = 𝑇  ⇁,↬  ⇁,↬ . 

 

Proposition 2.17. Let 𝜙 ≠ 𝑆 ⊆ 𝑇 if 𝑆  ⇁,↬ = 𝑇 , then 𝑆 =  0  . 

Proof: Let 𝑆  ⇁,↬ = 𝑇 and 𝑎 ∈ 𝑆 , then for all 𝑢 ∈ 𝑇 , we have 𝑢 ∈ 𝑆  ⇁,↬  and so,   𝑎 ⇁  𝑎 ↬ 𝑢   
~

= 0  for all 𝑎 ∈ 𝑆 . By 

putting 𝑢 = 𝑎 , we get  𝑎 ⇁  𝑎 ↬ 𝑎   
~

= 0 .  

Therefore 𝑆 =  0  . 

 

Proposition 2.18. Let𝑆  be a Normal 𝒫𝒲ℐ-ideal of 𝑇 , then 𝑆  ⇁,↬ = 𝑇  if and only if 𝑆 =  0  . 

Proof: Let 𝑆  ⇁,↬ = 𝑇  and 𝑎 ∈ 𝑆 , then for all 𝑢 ∈ 𝑇 , we have 𝑢 ∈ 𝑆  ⇁,↬  and so,  𝑎 ⇁  𝑎 ↬ 𝑢   
~

= 0  for all 𝑎 ∈ 𝑆  by 

Proposition 2.17, the result holds, conversely, let     𝑆 =  0   and 𝑢 ∈ 𝑇 , then  𝑢 ⇁  𝑢 ↬ 1   
~

= 1 ~ = 0  ∈ 𝑆  and so, by 

the normality of 𝑆 , and by putting 𝑢 = 1 ,  1 ⇁  1 ↬ 1   
~

= 1 ~ = 0 , this implies 𝑢 ∈ 𝑆  ⇁,↬  and hence 𝑇 = 𝑆  ⇁,↬ . 

 

Example 2.19. Consider the 𝒫𝒲ℐ-ideal 𝑆 =  0 ,𝑢 , 1   in an example 2.11 𝑆  is not normal, since 𝑆  is not  ↬,⇁ − 

Normal by example 2.11. A simple investigation shows that  0 ⇁  0 ↬ 1   
~

= 0  and  𝑢 ⇁  𝑢 ↬ 1   
~

= 0  for all1 ∈

𝑇 . Hence 𝑆  ⇁,↬ = 𝑇 , Similarly, we have 𝑆  ↬,⇁ = 𝑇 . Therefore 𝑆 ↔ = 𝑇 . But𝑆 ≠  0  . 

 

Proposition 2.20. Let 𝑓 : 𝑋 → 𝑌  be a homomorphism and 𝑆  is a subset of 𝑇  then,                        

𝑓  𝑆  ⇁,↬  ⊆  𝑓  𝑆   
 ⇁,↬ 

 moreover, if 𝑓  is a isomorphism, then 𝑓  𝑆  ⇁,↬  =  𝑓  𝑆   
 ⇁,↬ 

. 

Proof:Let 𝑣 ∈  𝑓  𝑆  ⇁,↬  , then 𝑣 =  𝑓  𝑢   for some 𝑢 ∈  𝑆  ⇁,↬ . It follows that      𝑎 ⇁  𝑎 ↬ 𝑢   
~

= 0  for all 𝑢 ∈ 𝑆  and so, 

 𝑓  𝑎  ⇁  𝑓  𝑎  ↬ 𝑓  𝑢    
~

= 𝑓  0  = 0 forall  

𝑓  𝑎  ∈ 𝑓  𝑆  .  This implies 𝑓  𝑢  ∈  𝑓  𝑆   
 ⇁,↬ 

, therefore 𝑓  𝑆  ⇁,↬  ⊆  𝑓  𝑆   
 ⇁,↬ 

, to prove  𝑓  𝑆   
 ⇁,↬ 

⊆ 𝑓  𝑆  ⇁,↬  . 

Let 𝑣 ∈  𝑓  𝑆   
 ⇁,↬ 

. Thus by the on to of 𝑓 , we have  𝑓  𝑎  ⇁  𝑓  𝑎  ↬ 𝑓  𝑢    
~

= 𝑓  0  in which 𝑣 =  𝑓  𝑢   for some 

consequently,                              

𝑓   𝑎 ⇁  𝑎 ↬ 𝑢    
~

= 𝑓  0 . It follows that,  𝑎 ⇁  𝑎 ↬ 𝑢   
~
∈ 𝑓 −1  𝑓  0  . By the one to one of 𝑓 , we have 

𝑓 −1  𝑓  0  = 0. Thus,  𝑎 ⇁  𝑎 ↬ 𝑢   
~

= 0 for all 𝑎 ∈ 𝑆  and so 𝑢 ∈  𝑆  ⇁,↬ . It follows that, 𝑣 =  𝑓  𝑢  ∈  𝑓  𝑆  ⇁,↬  . 

Therefore,  𝑓  𝑆   
 ⇁,↬ 

⊆ 𝑓  𝑆  ⇁,↬  . Hence       

𝑓  𝑆  ⇁,↬  =  𝑓  𝑆   
 ⇁,↬ 

. 

 

CONCLUSION 

 
In this study, we provide new definitions of annihilators in 𝒫𝒲-Algebras that are connected to the  ⇁,↬ − 

Normal and  ↬,⇁ −Normal 𝒫𝒲I-ideals, along with appropriate instances. We learn a few characterizations and a 

few fundamental characteristics of annihilators. We also look into how and for an algebraic homomorphism relate to 
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one another. This technique can be further expanded to fuzzy  ⇁,↬ −normal and fuzzy  ↬,⇁ −normal 𝒫𝒲I--

ideals for fresh outcomes in our upcoming research. 
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Wetlands are integral to a healthy environment. Aquatic environments provide critical habitat to a wide 

variety of bird species which are a part of the balance of nature, indicators of the quality of the 

environment and are sensitive to habitat change. The present study deals with the species diversity, 

abundance, and species richness of avian communities in selected ponds in Theni District. The visits 

were made during early mornings, since activity of birds is at its peak during this time. Total count 

method was used to cover most of the study area. A total of 34 species of birds belonging to 26 families 

under 13 orders were recorded. The diversity of the birds were high during the month of September and 

low in December. The abundance of birds were high during the month of July followed by August and 

September and low in December. The highest number of species richness were little egret followed by 

great egret, little grebe and common coot and low were king fisher, jacana and lapwing. The study also 

revealed that the wetland harbors plenty of resident as well as few migratory birds.  Hence this study 

was taken up to assess the status of wetlands and this site could be protected for wetland birds. 

 

Keywords:  Wetlands, Diversity of birds, Abundance, Richness. 

 

INTRODUCTION 
 

Wetlands are the maximum productive environment within the world [15] and provide the transitional hyperlink 

among aquatic and terrestrial habitats [28]. They have got precise ecological traits, capabilities, and values, 
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occupying approximately 6% of the earth’s floor*17+ and imparting habitat to a big selection of flowers and fauna 

three. Wetlands are taken into consideration as resources of biodiversity inside a vicinity or a landscape [9]. The 

various nature of wetland ecosystems match the range of avifauna. For example, artificial wetlands had been 

pronounced to captivate distinctive styles of hen species from the ones in natural wetland ecosystems [12]. Such 

ecosystems are numerous in nature empower the want to apprehend their impact at the avifauna populations [25]. 

The development of an synthetic wetland region is regarded as a precious measure for the reason that it could 

provide a brand new habitat for chook groups if all other elements are appropriate [20]. Furthermore, the presence of 

an artificial wetland habitat has been discovered to supplement its herbal counterpart with the aid of permitting 

more species to use one-of-a-kind habitats in different situations [14]. Wetlands are still being degraded in lots of 

components of the world [24]. There may be a want to assess and reveal birds’ populations given that their numbers, 

distribution and sports reflect the environment’s quality and status eleven. Because of the great variety of wetlands, 

fowl version to and use of wetland environments differs substantially from species[5]. breeding, nesting, feeding, or 

shelter in the course of their breeding cycles[23]. Wetlands may be seen as herbal ecological islands of freshwater 

habitats encircling by means of terrestrial habitats. Wetlands dispense meals for birds inside the shape of vegetation, 

vertebrates, and invertebrates thirteen, sixteen. Positive feeders forage for food within the wetland soils, some 

discover food inside the water column, and some feed at the vertebrates and invertebrates that live on inundate and 

emergent plant life. Wetlands are the various efficient and fragile ecosystems which deserve special interest due to 

their biodiversity richness [2,7,27]. Avifauna is a accepted call for chicken species. Birds are feathered, winged, egg–

laying vertebrates. They belong to the kingdom ‚Animalia,‛ Phylum Chordata and sophistication Aves. They have a 

global distribution, dwelling in and around oceans, rivers, forest and mountains. They may be the most perceptible 

group inside the animal nation. Their vivid colours, well described songs and calls, and showy shows upload fun to 

human existence. Many people reap high-quality satisfaction from looking birds and taking note of their stunning 

songs. Birds are gregarious animals that talk with visible symptoms, calls and songs. They show societal behaviors 

which includes cooperative breeding and searching, flocking and surround of predators. Birds stay and breed in 

most terrestrial habitats and on all of the seven main lands. The mixing impact of climate exchange [21] and 

urbanization1[8,23,31,6,24] leading to habitat loss stays one of the maximum hard troubles for conservation of bird 

diversity. 

 

MATERIALS AND METHODS 
 

Study Area 

Theni is a valley town situated in the Indian state of Tamil Nadu at the foothills of Western Ghats. Meenakshipuram 

pond is located in Bodinayakkanur which is 14 kilometers from Theni. Periyakulam pond is located in Theni District. 

Sugar cane, Mango grove, Coconut grove and Paddy fields are located around the Periyakulam pond and the 

distance from the Meenakshipuram pond is 30 Km and Katroad  pond, Sengulathupatti pond, and Kattakamanpatti 

ponds  are also located in Theni District at the distance of nearby 60 Km from the Meenakshipuram pond. 

 

Bird Census 

The bird census was taken twice in a month from July to December 2021. The method of total count was employed to 

survey the bird population. In this method, the blocks were counted using (7X50) pentax binocular and identified 

using features with the help of field guild [1,11].  

 

Data Analysis 

Species Abundance 

Species abundance was measured by (number of water birds in each recorded on the habitat) during the monthly 

census (Verner, 1985). 

Species Diversity 

Species diversity was calculated using the Shannon – Weaver index(Shannon Weaver, 1964). 

H1 = -ΣPi x Ln (Pi) 
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Where, Pi = The proportions of individuals found in the 1st species 

Ln = Log Normal 

Species Richness 

The richness of bird species was calculated using the margalef (1958) index. 

R1 = (S - 1) Ln(n) 

Where, 

S = The total number of species 

N = The number of individuals 

 

RESULT AND DISCUSSION 
 

The chook variety was high in August and September and minimal for the duration of November and December. 

This showed that this species is equally allotted in September and low in November and December with lowest 

equitability. Bird abundance turned into excessive in July accompanied by way of August September. The 

abundance become very low in November and December because of the migrant chook species in these selected 

ponds in Theni District.  The very best wide variety of species richness have been little grebe, common place coot, 

Little egret, Indian pond heron, Black winged stilt and Great egret and low have been King fisher, White browed 

wagtail and Indian robin bird in Meenakshipuram pond. The best number of species richness had been 

commonplace coot, little grebe,first-rate egret and Black winged stiltand low had been King fisher, Jacana in Katroad 

pond. The best number of species richness had been little grebe, Little egret, exceptional egret and residence crowand 

low were King fisher in Periyakulam pond. The very best quantity of species richness have been little egret, brilliant 

egret, little grebe and not unusual myna and occasional have been Indian roller in Sengulathupatti pond. The very 

best range of species richness had been Little grebe, Indian pond heron, residence crow and Common coot and low 

have been grey francolin and White breasted kingfisher in Kattakamanpatti pond because of the supply of prey 

classes. The equal end result was mentioned as7. 

 

SUMMARY 
 

In a wetland ecosystem this area is important for the breeding and roosting birds and several other taxa of fauna and 

flora. Wetlands are still being degraded in many parts of the world. Besides human activities such as sewage 

discharge, throwing of domestic garbage, weed infestation were some of the threats found in the wetland. There is a 

need to assess and monitor birds’ populations since their numbers, distribution and activities reflect the ecosystem’s 

quality and status. So, it may be suggested that drastic steps must be taken to preserve and maintain these types of 

wetlands and to save the wetland birds. 
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Population declines in older age groups are a main cause of sickness and mortality. Falls in older adults 

can be caused by a variety of factors, including muscle atrophy, balanceissues, poor posture, and visual 

impairments. neurological disorders of the muscles(such asataxia, Parkinson's Gaitand additional 

mobility are also factors in the ageing population. Exercises that increase strength and balance can help 

people move more easily and prevent falls and falls-related injuries. 109 subjects who were meeting 

inclusion criteria are taken and randomly assigned into two group. Group A underwent otago exercise 

program whereas Group B underwent otago exercise with postural correction exercise program for 4 

weeks. In this study, Timed up and go test for mobility, Fall efficacy scale for evaluating fear of fall and 

for static balance Four stage balance test was used. There was statistical significant improvement shown 

by Wilcoxon Mann Whitney test in shoulder stability and throwing accuracy post intervention (p < 0.05). 

On comparison of pre and post intervention mean difference of closed kinetic upper extremity and 

throwing accuracy test show significant improvement in shoulder stability (4.04±2.236) and (6.12±2.551), 

throwing accuracy (1±0.885) and (0.85±0.732) for group A and group B respectively. This study concludes 

that there was positive effect on balance, mobility and prevention of fall in both the treatment groups. 

The effect is more significant in the Group B which was treated with Otago Exercise with Postural 

correction in improving balance and mobility compare to Group A. The fall is prevented in both the 

groups but there were no significant differences noted between both the groups.  
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INTRODUCTION 

 

A major factor causing illness and mortality is the population drop in older age groups. 2.8 million people received 

emergency department treatment for their injuries, with about 800,000 of them ending up in hospitals, despite the 

varying severity of the injuries. 37.5% of people who reported falling claimed to have experienced at least one fall 

that required medical treatment or restricted activity for at least a day. Falls are thought to have contributed to 27,000 

older people's deaths during the same time period. [1] Men are less likely than women to report falling and getting 

hurt by the fall. The percentage of older persons who fall increases with age, rising from 26% among those aged 65 to 

74 to 29.8% among those aged 75 and older.[1] The  aging  population  is  also  affected  by  neurological  conditions  

of the muscles, such as ataxia, Parkinson's gait, and increased mobility.For interventions to be most effective among 

persons who are at risk for falling, the maximum exercises should have been performed standing up, giving more im

portance to lower limb muscles, and being structured and gradual in intensity and balance challenge.[2] 

 

Patho physiology of falls 

Falls are one of the most common health concerns facing elderly persons today. About one-third of community-

dwellers over the age of 65. [3] Fear of falling is common among elderly fallers, and fear of falling has been associated 

with impaired mobility and decreased functional status.[4] The best predictor of falling is a previous fall. However, 

falls in older people rarely have a single cause or risk factor. A fall is usually caused by a complex interaction among 

the following 

 

Intrinsic factors 

Age related changes can weaken the systems responsible for maintaining stability and balance, which raises the risk 

of falling. Depth perception, contrast sensitivity, visual acuity, and dark adaption all deteriorate. 

 

Extrinsic factors 

Independently or more importantly by interacting with intrinsic characteristics, environmental influences can raise 

the risk of falls. Risk is greatest in environments that demand more postural control and movement as well as in 

environments that are new. 

 

Situational factors 

Engaging in specific actions or making certain choices can heighten the likelihood of experiencing falls and injuries 

related to them. Instances include walking while engaged in conversation or distracted by multitasking, 

subsequently overlooking potential environmental dangers, hurrying to the restroom, and rushing to answer the 

phone. 

 

Otago Exercise Program 

The Otago Exercise Program (OEP) has been found to effectively decrease the occurrence of falls and enhance 

balance and mobility among older individuals. This protocol encompasses seventeen strength exercises, balance 

exercises, and a walking regimen. Participants are instructed to engage in these exercises, followed by a 10-minute 

rest, three times a week within their local community or home settings. These exercises can be performed 

individually or in a group setting. Research indicates that individuals who follow the Otago exercise program 

typically experience a substantial reduction in falls, with a reduction rate ranging from 35% to 40%. The program is 

administered over a 4-week period, after which participants are provided with self-management strategies. 

 

Timed Up and Go Test 

The test is created for the purpose of evaluating and examining mobility, specifically using the timed up and go 

(TUG) method, which is a straightforward and cost-effective approach to assess fundamental mobility. This 
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assessment involves everyday movements such as rising from a chair, walking a distance of 3 meters, turning 

around, returning to the chair, and sitting back down. The timing of the test concludes when the patient is fully 

seated. By considering the time it takes to complete these tasks and whether or not an assistive device is used, we can 

determine the individual's risk of falling and their overall mobility. [5] 

 

Fall Efficacy Scale 

The objective of this test is to assess the level of fear of falling in a population that is at risk of falling. This test 

comprises 10 items, each rated on a scale from 1 to 10, where 1 indicates very high confidence, and 10 represents no 

confidence at all. The items in this scale cover various daily activities, including bathing or showering, reaching for 

items in cabinets, moving around the house, preparing meals, transitioning in and out of bed, answering the 

telephone or door, sitting down and standing up from a chair, dressing and undressing, personal grooming, and 

using the toilet. [6] 

 

Four Stage Balance Test 

Static balance is assessed by FOUR STAGE BALANCE TEST. Therapist gives task to maintain that position for 

10sec.Four positions are: 

1. Stand keeping your feet aside. 

2. Place the step of one foot so that it is touching with big toe of the other foot. 

3. Tandem stand 

4. Stand on one foot and posture will assessed by normal plumb line in lateral, posterior and anterior view.[8] 

 
The time is to be noted for each position. If one position is not held by the patient then you cannot proceed to the 

next position. With increase in position number the difficulty level also increases. Precautions to be taken to avoid 

any incident of fall. 

METHODS OF DATA COLLECTION 

The data for this research is drawn from individuals residing in villages located in close proximity to Parul 

University. The villages under consideration are Ishwarpura, Limda, Madheli, and Narmadpura, and individuals 

from these villages will be the participants in the study. The data collection method chosen is a comparative study 

design employing a closed envelope sampling technique. The study's sample size is determined to be 109 

participants, distributed into two groups: Group A comprises 54 participants, while Group B consists of 55 

participants. The study's intervention spans a 4-week program, with sessions conducted on three days each week. 

The primary objective of this study is to assess and compare the effectiveness of two different interventions, seeking 

to determine which one yields superior results. 

 

INCLUSION CRITERIA 

The criteria for participant inclusion in this study have been set up to guarantee that they are suitable for the research 

and can supply precise data for analysis. The initial requirement is the inclusion of individuals belonging to the 

elderly population, specifically those aged between 65 and 75 years. Additionally, participants must possess an 

MMSE score of 24 or higher, signifying their cognitive capability to engage in the study. Moreover, participants must 

demonstrate their willingness to take part and provide written consent. Both male and female participants will be 

encompassed within the study. Finally, participants must be proficient in both Hindi and Gujarati languages to 

ensure that language barriers do not hinder their participation or comprehension of intervention instructions. These 

inclusion criteria have been established with the goal of ensuring that the study's findings are pertinent to the 

targeted population and can be used to guide further research and interventions tailored to this demographic. 

 

EXCLUSION CRITERIA 

To ensure the safety and accuracy of the study, exclusion criteria have been established to exclude individuals who 

may be unable to participate fully or who may present a risk to themselves or others during the study period. The 
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first criterion is that individuals with neurological and neuromuscular disorders will be excluded from the study, as 

these conditions can affect an individual's ability to perform physical tasks and may confound the results of the 

study. Participants with moderate to severe cardiovascular disorders will also be excluded, as they may be at risk of 

experiencing complications during the intervention. Individuals suffering from speech and cognitive deficits that 

could interfere with conducting the research will be excluded from the study as well. Participants with significant 

hearing or visual impairments will be excluded as these conditions can affect their ability to communicate and 

participate in the intervention. Lastly, individuals with musculoskeletal disorders will be excluded from the study as 

these conditions can affect their ability to perform physical tasks and may impact the results of the study. 

 

MATERIAL USED 

1. Consent form 

2. Paper 

3. Stopwatch 

4. Measure tape 

5. Elasticb and 

6. Pencil/pen 

7. Questionnaire 

 

OUTCOME MEASURES 

1. Timed Up and Go Test 

2. Fall Efficacy Scale 

3. Four Stage Balance Test    

 

RESULT 

 
The graph shows the mean data of outcome measures used in the study i.e Timed up 

andgoforwhichpreandposttreatmentscorewas13.42and8.69, similarly for Fall Efficacy scale the pre and post 

treatment score was 74.49 and 74.87 respectively and for Four stage Balance scale score was 26.87 and 33.31, Similarly 

1.52, 1.42, 3.20, 2.92, 2.46, 2.09is the Standard Deviation for all the outcome measures respectively in Group A which 

was treated with Otago Exercise only. The above graph shows the mean data of outcome measures used in the study 

i.e Timed up and go for which pre and post treatment score was 13.51 and 8.13, similarly for Fall Efficacy scale the 

pre and post treatment score was 79.51 and 73.34 respectively and for Four stage Balance scale score was 25.85 and 

38.68. Similarly 1.50, 0.96, 3.14, 2.72, 3.07, 5.14 in Group B which was treated with Otago Exercise along with Postural 

Correction. The difference between pre and post treatment in Group A which was treated with Otago Exercise. The 

data was analyzed with 95% confidence interval. The Timed Up and Go tests hows significant difference between 

pre and post treatment with the p<0.05 (p=0.00) with mean 4.73 and 1.51 standard deviation. The Fall Efficacy Scale 

shows significant difference between pre and post treatment with p<0.05(p=0.00)with 4.62mean and 1.31 standard 

deviation. Similarly, in the Four Stage Balance Scale, there is significant difference was found between pre and post 

treatment with p<0.05(p=0.00) with 6.26 mean and 3.14 standard deviation. The t value here is positive and >1.96 

which suggest that there is significant variances between the data. 

 

 The difference between pre and post treatment in Group B which was treated with Otago Exercise along with 

Postural Correction. The data was analyzed with95% confidence interval. The Timed Up and Go test shows 

significant difference between pre and post treatment with the p <0.05 (p=0.00) with mean 5.38 and 1.70 standard 

deviation. The Fall Efficacy Scale shows significant difference between pre and post treatment with p<0.05(p=0.00) 

with 6.17 mean and 3.88 standard deviation. Similarly, in the Four Stage Balance Scale, there is significant difference 

was found between pre and post treatment with p <0.05 (p=0.00)with 12.82 mean and 5.38 standard deviation. The t 

value here is positive and >1.96 which suggest that there is significant variances between the data. The comparison 

between the pre and post treatment effects of both the groups. Here the TUG shows significant variances between 
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Group A and B, with p=0.02 (p<0.05). This says that Group B shows more improvement compare to Group A on 

Balance. The Fall Efficacy Scale doesn’t show significant no variances which concludes that there is no differences 

with the scores in FES in both the groups. The Four stage Balance scale also shows significant variances between both 

the groups post treatment. The p=0.00 (p<0.05)which highly significant, concludes the effect of treatment is more in 

Group B compare to Group A. Hence, the above table concludes that the Balance and Mobility is significantly 

improved more in Group B which was treated with Otago Exercise and Postural Correction compare to Group A 

which was only treated with Otago Exercise. But there were no significant differences noted in the prevention off all 

between both the groups. 

 

DICUSSION 
 

Improvement in FES, TUG and FSBS in Group A 

The results were analyzed using paired sample t test in group A for pre and post treatment comparison. The means 

differences were, 4.73, 4.52 and 6.26 respectively in the outcome measure used which was TUG, FES and FSBS. The t 

test showed significant improvement in all the three outcome measure to assess mobility and balance with a 

significance p value .00 which is <0.05 which says that there is significant differences between post and pre-

treatment. Thus, this statistically says that post treatment there is improvement in mobility and balance after Otago 

Exercise. The results were supported by previous literatures as well in which  was One of the previously conducted 

study by Leila Ali ali et al, (2022) conducted a study with a title ‚The Effect and Persistence Of Otago Exercise 

Program On Balance, Cardiovascular Endurance And Lower Limb Strength In Elderly Women With A History Of 

Falls‛ in which randomly, two equal experimental groups of 15 people in Otago and a control group of 30 elderly 

women between the ages of 60 and 70 years old were divided (15 people). The test group engaged in Otago exercises 

(8 weeks, 3 sessions per week and 45 minutes per session). Prior to and after 8 weeks of training, as well as one 

month after training, the subjects' balance, cardiovascular endurance, and lower limb strength were measured using 

the Y test, the 6-minute walk test, and the 30-second standing-up test. The results revealed that the Otago training 

group significantly increased the elderly subjects' balance, cardiovascular endurance, and lower limb strength. Otago 

exercises can therefore be used to lower the risk of falls and enhance postural control in seniors. 

 

Improvement in post treatment in Group B 

The group B included Otago exercise along with postural correction. As the movement in correct posture is required 

for effective movement which increases the effects along with the Otago exercises. The paired t test was used to 

analyze the comparison between pre and post treatment data for TUG, FES and FSBS respectively. The mean 

difference between these outcome measures was 5.38, 6.17 12.82 respectively. This result says that there is significant 

improvement seen in all the outcome measures for mobility and balance. Here, the p value is <0.05 which is 

statistically significant. The above mentioned statistical analysis shows the improvement with the Otago Exercise 

and postural correction because, this training programme includes strength, endurance and balance with multi task 

conditions so that we can stimulate the cognitive and physical abilities focusing on attention. This effects are also 

seen in one of the study which supports the same results, in which the BBS and short Physical performance battery 

tests were used in the study for which the conclusion was like eight weeks of multi component exercise training has 

beneficial effects on balance and physical function and results improved equilibrium and decreasing probability of 

falling. Thus, practitioner can use this 8 week programme for older individuals. There have been researches which 

have proven effect of OTTAGO and Postural exercises on FSBT, FET and TUG but very few studies showed the 

combined effect of postural exercises and OTTAGO combined on FSBT, FET and TUG. Hence the current study has 

statistically proven that when OTTAGO exercises are combined with Postural exercises, the effect is doubled and the 

improvement is seen faster and in a much better fashion. 
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Comparison between the Ottago exercise group and Ottago and Postural correction group (Between group 

analysis) 

The independent samples t test was used to compare the means between the two independent data to find the 

difference between these data and to know the effectiveness of the exercise and which exercise is more effective. The 

test results show that there is equal variances observed in Timed Up and Go test between Group A and Group B 

which says there is significant differences between these groups with the significant value 0.01 respectively. 

Similarly, in Four Stage Balance scale there is equal variances observed with p value 0.00 which is highly significant.  

Thus if these exercise regimes are incorporated in the day to day life of elderly individual’s significant risk off all and 

post uralim balances can be prevented and hence the rate of comorbidity and disability due to fall in elderly can be 

minimized and also the level of physical activity can be improved which in turn can give them a better life. 

 

CONCLUSION 

 
In summary, both treatment groups experienced a beneficial impact on balance, mobility, and fall prevention. The 

effect was notably more pronounced in Group B, which received the Otago Exercise with Postural correction, leading 

to greater improvements in balance and mobility compared to Group A. While falls were prevented in both groups, 

no significant differences were observed between them in this regard. Therefore, in the context of geriatric 

rehabilitation in clinical practice, the implementation of the Otago exercise is recommended to enhance balance and 

mobility, ultimately boosting patient confidence and aiding in fall prevention. 

 

 

LIMITATIONANDFURTHERRECOMMENDATIONS 

The sample size was limited, potentially resulting in some participants discontinuing the training after the study 

period. To address this, a more extended, long-term protocol should be devised, and the intervention duration 

should be prolonged. Additionally, post-intervention outcome measurements did not assess long-term effects, 

suggesting the need for extended follow-up to evaluate the exercise regimen's enduring impact. Furthermore, since 

all participants were in good health, the intervention's effects were not analyzed in the context of patients with 

neurological or musculoskeletal conditions. Therefore, a separate study could be undertaken to investigate the 

exercise regimen's effects in individuals with such conditions. 

 

INFORMED CONSENT PROCESS  

A written and informed consent about enrolment in the study and maintaining adequate privacy and confidentiality 

were taken from all the participants recruited for the study.  
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