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ABSTRACT

The offset parabolic reflector generates very high cross-polarization due to its structural asymmetry

when used with a linearly polarized primary feed. The higher level of cross-polarization in the far-field
pattern results in loss of energy in unwanted polarization, which reduces the overall efficiency of the
antenna system in many practical applications. To reduce the cross-polarization, asymmetrical higher
order mode (TE2) is used along with TEu1 with proper magnitude and phase. An oversized cylindrical
waveguide horn is used to generate higher-order TE2z1 mode with odd numbers of discontinuities. This
dual-mode horn is then used as a primary feed to obtain secondary far-field radiation patterns from the
offset reflector antenna. The radiation parameters of offset parabolic reflectors were analyzed for
different numbers of pins in feed horns. On the basis of the analysis, a feed was designed and tested. The
results of the measured and simulated experiments show excellent symmetry. It was possible to reduce
cross-polarization over more than 15% of the bandwidth in comparison to an ideal Gaussian feed.

Keywords: Conjugate feed; Cross-polarizationt; cylidrical feed; Dual mode feed; Offset reflector;

INTRODUCTION

Offset reflector layout calls for strict requirements with high gain and compact size having low F/D (F/D < 0.5) for
many practical applications. Due to the asymmetry of the offset reflector, the level of cross-polarization is relatively
high which is undesired for the majority of applications. Utilizing a dual reflector that meets Mizugutch's [1]
requirement could be one way to address the issue and lessen cross-polarization. However, the deployment of a large
sub-reflector is highly difficult and might not be acceptable. In order to avoid cross-polarization, a different approach
is to employ a single offset reflector with a multimode feed.
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Using step discontinuities in cylindrical waveguides to generate higher order mode TMu in appropriate amplitude
and phase with TEu;, Potter [2] developed the concept of the dual-mode horn. A multimode horn can be used in offset
reflectors to create a symmetrical pattern for limited bandwidth as a prime focal reflector. Rudge and Adatia [3]
further enhance the concept of a multimode horn. Their feed was referred to as matched feed since it provided the
conjugate match to the field in the focal region of offset reflectors. Many researchers later adopted the concept of a
conjugate feed or tri-mode feed. Conventional feeds, including dual-mode and corrugated, provide conjugate
matches only for the co-polar component. Recently, K. Bahadori and Y. Samii described a tri-mode feed for F/D equal
to 0.4 with an offset angle of 90 [4]. By using the same offset configuration, but with modified feeds that have three-
pin discontinuities instead of two-pin discontinuities, the same author revisited the problem[5]. S.B. Sharma et.al [6]-
[9] have extensively worked on the development of match feeds. Pour et. al [10] have also provided an analytical
model for the feeds from offset reflectors. It was observed in the literature survey that matched feeds and the
analytical model for offset parabolic reflectors developed by researchers have limitations in cross-polar suppression
bandwidth. There has been a report of cross-polar suppression for a single frequency or narrow band. It is very
critical to suppress cross-polarization in applications that use the concept of frequency reuse. Thus, the author
investigates the effect of pin discontinuity variation on cross-polarization bandwidth to improve performance.

Focal Region Field and Dual Mode Feed

Parabolic offset reflector used for poroposed study

In this study, we have chosen the offset reflector with the focal length to diameter ratio (F/D) is 0.5, the offset angle is
55 degrees and the diameter (D) of the projected aperture is equal to 1.2 meter as depicted in Fig. 1. The conventional
Gaussian horn is used as a feed at the focal point of the reflector. Such type of feed will results into very small or no
cross polarization in theory for symmetric parabolic reflector antenna. When the given feed illuminates the poposed
offset reflector aperture, it will produce the secondary radiation pattern as shown in Fig. 2. Here, The cross-
polarization field component is quite high, which is about 19 dB down to peak co-polar component.

Focal region field of offset reflector

A minimum cross-polarization level is obtained when the electric field component at the focal region of an offset
parabolic reflector is a complex conjugate of the tangential electrical field component at the primary feed aperture. A
feed having this property is known as a conjugate feed. To design a conjugate for an offset parabolic reflector
antenna, the electric field components in the focal region must be known. Numerous studies have been conducted by
researchers to predict electrical field components in the focal region. Bem[11] studied and derived the well-known
expressions for the focal region field using PO in simple closed form which can be written as

E\(p, 80) = L2 + P50 B cos 0 M
jD sin 6 .
Ey(p,@o) = —%_%.Slnwo (2)
Where,

J1, ]2 is Bessel function of 1%t and 2"d order respectively

and 6y is offset angle.
Valentino and Toulios[12] verified Bem's results. Similarly, Ingerson and Wong[13] analyzed the beam deviation for
offset reflector systems.
As can be seen from expressions (1) and (2), cross-polarization is inversely proportional to F/D, proportional to offset
angle, and has an amplitude variation as the second-order Bessel function. A negative sign in (2) indicates a
quadrature phase relationship between the cross-polar field and the copolar field.

Dual Mode Feed

We can reduce the level of cross-polarization by adding modes with proper phase and amplitude. This is because
these modes have the same characteristics as the cross-polar field in the focal region. So, for dual mode feed having
aperture radius ‘a’, theta (0) and phi (¢) components for far field of primary feed radiation are
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TE TE
EQ = E@ 1 + CZlEe 2 (3)
TE TE
Eg = Ej "' + CyEy 4)
Where,

Cy1= constant representing power conversion from TE;; mode to TE,; mode.
The expression for field components of TE and TM modes is obtained from Silver [14].

Design Methodology and Analysis of Dual mode Feed

In the literature, pins, rods, posts, and other discontinuities have been reported to generate higher-order TE21 modes.
Rudge and Adatiya [3] utilized a single pin to generate TE21 mode. Bahaduri and Samii used two pins [4] and three
pins [5] in their paper. Sharma and Pujara used 3 pins [7] and also employed a series of pins [8] in their research. To
make the feed wideband, the higher-order mode must have the proper magnitude and phase. Hence, it is very
pertinent to study the behavior of discontinuities in the form of rods or pins. To study the effect of the number of
pins on the various antenna characteristics, a series of simulations have been performed. The proposed feed model to
be analyzed in the simulation is shown in Fig. 3. The radius of the input waveguide (r1), aperture radius (r2), and
length of the input cylindrical waveguide are fixed at 14.3mm, 18mm, and 20mm respectively. These lengths are
calculated for the X-band of operation. For the given offset reflector configuration the required magnitude of power
in TEz1 mode is found to be around -10 dB at 10 GHz using Bem'’s equation. Furthermore, the phase at the aperture
should be either -90 degrees or 270 degrees for conjugate matching. The symmetrical pin discontinuity is taken. In
our study, we varied the number of discontinuities in the horn from 1 to 13. We focus on odd numbers of
discontinuities with the central pin having a maximum length. The desired magnitude can be obtained by changing
the diameter and height of the pin discontinuity. Once the desired magnitude is obtained the required phase can be
achieved by changing the phase length L2. After getting the proper phase and magnitude, the far-field pattern is
generated for the chosen band. This field data is given as an input to the offset reflector and cross-polarization will be
calculated from the secondary radiation pattern of the reflector.

Effect of the number of pins on Su (Return Loss)

Fig. 4. Shows the variation of the scattering parameter S [dB] at different frequencies. It is observed that as the
number of pins increases, there will be more obstruction of the field and more reflection of signal toward the input
port. As a result, Su will be lower for fewer pins and will be higher for more numbers of pins. In general, the more
pins, the higher the Su. It is also observed that initially from 9.4GHz to 10.2 GHz there is a linear increase in Su for all
the pins. At 10.3 GHz there is a sudden change in Su in all the pins. The reason for increasing Si1 with frequency is
obvious. This is because as frequency increases the wavelength decreases while the size of the discontinuity whether
itis 1 or more, will be the same. So as the wavelength decreases there will be more reflection from the discontinuity
and this will raise the reflection coefficient. Also, 10.3 GHz is the cutoff frequency of higher order mode TMu for the
given waveguide, hence large fluctuation in Su is observed at this frequency.

Effect of Number of Pins on Cross-polarization

For the desired constant magnitude and constant relative phase at the design frequency, the cross-polar suppression
ability of the given feed can be studied with reference to the number of pins. The cross-polarization can be obtained
from the secondary far-field pattern of the offset reflector antenna which is calculated from PO-based software
TICRA's Grasps 10.4. For the desired constant magnitude and constant relative phase at the design frequency, the
cross-polar suppression ability of the given feed can be studied with reference to the number of pins. The cross-
polarization can be obtained from the secondary far-field pattern of the offset reflector antenna. Which is calculated
from PO-based software TICRA's Grasps 10.4. As shown in Fig. 5 and Table I, the variation of the normalized cross-
polarization field on an asymmetrical plane (90 degrees) of the offset reflector is around 18 dB down to the peak co-
polarization level with a Gaussian feed. Cross-polarization levels of all other feeds with different numbers of pins are
compared with cross-polarization offered by Gaussian feeds since theoretically this type of feed should have
minimal cross-polarization.
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We consider cross-polarization suppression below 8 dB for the cross-polarization offered by the Gaussian feed, since
many researchers have done analyses using 8 dB improvements. It depends on the type of application where the
offset reflector configuration is used. We can make this level -30 dB as well, then bandwidth will decrease. From the
cross-polarization curves (Fig. 5) we can see that the cross-polarization suppression caused by single-pin
discontinuities is relatively small since this discontinuity can provide field matching to a narrow band of frequency.
Increasing the number of pin discontinuities will improve cross-polarization suppression. Consequently, cross-
polarization suppression bandwidth increases up to 9 pins. In the feed with 9 pins 16.74 % bandwidth is obtained. If
the number of pins is increased further, there is no improvement higher than the improvement caused by 9 pins. This
can also be seen and verified using Table I. The reason for wideband operation is based on the use of a number of
discontinuities, in the form of an array of pins having different heights, that give constant magnitudes and phases for
the required higher-order modes throughout the band. The flatness in magnitude and relative phase is responsible
for the wideband operation of the feed. The required mode power is obtained throughout the band because different
pins work at different frequencies.

Fabrication and Testing of dual-mode feed

After obtaining satisfactory return loss, magnitude, and phase performance in simulations, the optimized
dimensions of the horn are fixed. With these dimensions, it was decided to fabricate the horn antenna with 9 pins as
a further increase in pin discontinuity does not improve the cross-polarization suppression in this offset reflector
configuration. During the process of fabrication, the accuracy of the optimized dimensions of the horn and more
specifically accuracy in the dimensions of the array of 9-pins were of the utmost concern so VMC machining
followed by EDM (Electrical discharge machining) is used to make the final prototype of the dual mode feed. After
the fabrication of the feed, measurement of all the physical parameters has been done to confirm the accuracy of the
fabrication. As the prototype feeds were precisely manufactured, a very small deviation below the tolerance for the
X-band was observed.

Testing of the proposed feed for Si11 was carried out on Agilent’s E8363B PNB Vector Network Analyzer (VNA). After
obtaining an acceptable Su characteristic, the primary feed radiation pattern measurement of the proposed dual-
mode feed was carried out. The testing of feed has been carried out in the Compact Antenna Test Range (CATR). The
proposed dual-mode feed was then mounted on the receiver positioner of the facility as displayed in the photograph
of Fig. 7. The measurement of radiation patterns for the full X-band is then carried out. The measured and simulated
radiation patterns at 9.8 GHz are superimposed and shown in Fig. 8. The dotted pattern represents simulated results
while the solid line represents measured results. An excellent match between simulation and measured results is
obtained for both planes. The secondary far-field pattern so obtained is illustrated in Fig 9. For comparison, the
secondary pattern using simulated feed and measured feed is superimposed. It is evident from the secondary
radiation pattern that the proposed dual-mode provides excellent cross-polar field suppression which is 22.9 dB
down as compared to the peak of cross-polarization obtained with Gaussian feed. This corresponds to a cross-

polarization of -41 dB down from the peak level.
CONCLUSION

The purpose of this study is to reduce the cross-polarization level in the secondary pattern of the offset reflector
using odd numbers of discontinuities. By studying the variation of pins, it can be seen that as the number of pins
increases, the magnitude of higher-order modes and relative phase responses can be flattened. Consequently, cross-
polar bandwidth is improved. Initially, the cross-polar bandwidth increases, but there is no further improvement
with more pins. It is therefore necessary to consider the offset reflector configuration when determining the number
of pins. The feed was manufactured and tested with 9-pin discontinuities to confirm the analysis. It was possible to
reduce cross-polar bandwidth by more than 15%. Also, the peak cross-polar suppression of 22.9 dB compared to the
peak of cross-polarization obtained using Gaussian feed is demonstrated at 9.8 GHz
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Table 1 Cross-polarization Suppression due to variation in pins

No of Frequency of . Percentage
Pins Op:lratior}: Bandwidth Bandwidt}gl
1-Pin 9.9-10.1 GHz 200 MHz 2%
3-Pin 9.8-10.7 GHz 900 MHz 8.78 %
5-Pin 9.6-10.6 GHz 1000 MHZ 9.90%
7-Pin 9.4-10.9 GHz 1500 MHZ 14.77%
9-Pin 9.3-11.0 GHz >1700 MHZ 16.74%
11-Pin 9.3-10.6 GHz >1700 MHZ 16.74%
13-Pin 9.3-10.8 GHz 1500 MHZ 14.92%
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Fig .1 The offset reflector antenna with aperture
diameter(D) 1.2m, F/D ratio 0.5 and the offset angle 55

Fig .2 The simulated far-field pattern of the given
reflector with conventional Gaussian Feed as an input.
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Fig. 5. Comparison of cross-polarization suppression
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Fig. 6. Images of fabricated dual mode horn with and
without rectangular to circular transition.
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Fig. 7. 7 Image of the dual mode feed mounted on the
positioner of compact antenna test range.

Fig. 8. Comparison of simulated and measured far-field
radiation pattern of the proposed feed at 9.8 GHz.
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Fig. 9. The comparison of simulated secondary far-field pattern and secondary pattern with measured feed at 9.8
GHz.
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ABSTRACT

The present study was conducted in developing the colour chart analysis of pH sensing using mobile
camera with standard reference chart provided by manufacture. The pH 7 was set to zero by calibrating
using CIE tool of delta E colour difference analysis. Thereby found linear calibration plot of acidic range
from pH 7 to 1 having 95.14% confidence and basic range from pH 7 to 14 having 93.18% confidence. The
unknown samples from 1 to 14 with 0.5 increment was measured in mobile camera and validated with

the conventional pH meter. The study observed that the validation was able to give accuracy of 93%
confidence in estimating the unknown pH values in the solution. It was found that the pH detection was
semi-quantitative nature. Still other regression models need to be tested in machine learning process for
fine tuning and optimization of higher accuracy in pH detection using colour chart.

Keywords: mobile camera; colour chart; pH sensor; CIE; deltaE

INTRODUCTION

pH has been one of the essential parameter was required for biological, agricultural, chemical and environmental
applications in both on-field and laboratory analysis [1]. It was used to measure acidity and alkalinity of an aqueous
solution. It was required for ensuring the quality of products for protecting environment and promoting human
healthcare [2]. In our laboratory practices, the most common methods used for measuring pH are by using pH strips
which are made up of litmus paper or using calibrated pH meter, where the value of pH was digitally displayed on
pH meter using a glass electrode.
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Importance of pH detection

pH is one of the important parameters to be set in all the processes of biological, chemical and environmental
sciences [3]. Accurate pH measurements are essential for understanding and controlling these processes. It is also an
essential tool in many research applications, including physics, chemistry, biochemistry, biotechnology,
microbiology, and environmental science. Accurate and reliable pH measurements are essential for obtaining valid
research results.

1. Environmental Monitoring: pH is a critical parameter in many environmental monitoring applications such as
wastewater treatment, aquaculture, and agriculture. Accurate pH measurements are essential to ensure
compliance with regulatory requirements and to maintain optimum conditions for plant and animal growth [4].

2. Biomedical Applications: pH is an important parameter in the human body, and variations in pH can indicate
diseases such as acidosis or alkalosis. pH sensors can be used in various biomedical applications, including
monitoring the pH of body fluids, measuring the pH of urine, and detecting changes in pH during disease
progression [5].

3. Industrial Processes: pH is a crucial parameter in many industrial processes, including chemical manufacturing,
food processing, and pharmaceuticals. pH control is necessary to ensure consistent product quality and optimize
production efficiency.

pH meter

The principle of the pH meter was involved in the measurement of the potential difference between a pH-sensitive
electrode and a reference electrode to determine the pH of a solution. The glass electrode consists of a thin, sensitive
glass membrane that was selective to hydrogen ions (H*). When the electrode was immersed in a solution, the H*
ions in the solution interact with the glass membrane, creating the potential difference between the electrode and a
reference electrode. This potential difference was proportional to the pH of the solution. This in-turn was converting
it into a pH value using a calibration curve. The reference electrode was typically a silver/silver chloride electrode
and provides a stable reference potential that does not change in pH as it changes. To use a pH meter, the glass
electrode was first calibrated with pH buffer solutions of known pH values. The pH 7 was calibrated as zero and pH
4 for calibrating the acidic and pH 9 for calibrating basic. This will help to measure the pH values from 1 to 14.
Afterwards, the instrument was used to measure the pH of the unknown solution by immersing the electrode into
the solution and waiting for the reading to stabilize [6], [7]. The major disadvantage of the system was it requires
calibration for each time to change from acidic and basic. Otherwise, the meter reads differently and chances of
providing the information wrongly. Since the electrode sensing was measured based on potential differences and
user has chance to assume it was correct. This false positive pH values can be avoided completely by each time
calibrating the meter or it can be re-checked with litmus paper.

Litmus paper

Litmus paper was considered as one of the chemical indicators to determine pH of the solution. It is made up of litmus
dye which is available from lichens like Roccella tinctoria [7]. The color change of litmus paper was observed from red
to blue as moving towards acidic to basic conditions i.e, if the pH of the solution is lesser than 7, the color changes
from yellow to red, at pH 7 having neutral pH paper stays yellow in color and for pH greater than 7, the color changes
from yellow to blue. This particular property makes the litmus to do qualitative. However, many researchers were
tried in estimating the litmus paper for quantification purposes using camera analysis. However, it was found that the
quality of measuring the pH values depended on the camera resolution, image processing and regression models [8],
[9]. Thereby it will be help for many non-technical people to do quantitate the pH values based on colorimetric. Where
mobile camera can able to do capture the images. Thereby leading to process with image analysis based on the colour
quantification as per the International Illumination of Commission (CIE) [10]. Apart from this litmus paper was
manufactured by many companies like Merck, Loba Chemie, Sigma-Aldrich, Sisco research Laboratory, etc., which
was having varying degree of colour. Hence, one-time colour standardization was required to measure in mobile
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camera.With these importance of pH, it was necessary to develop quick and portable pH sensors. Which will be
helpful for on-field analysis. Here we propose to develop digital mobile camera based pH sensors using embossed
white A4 paper as substrate. Using mobile camera as a device to detect pH was one of the progression in smart
technology. Using camera, the need of frequent instrument validation can be minimized. Such frequently used
device and on the basis of colorimetry, we have tried to develop one time colour chart using mobile camera. The
development of pH sensors can highly contribute in the developing sectors like artificial intelligence, deep learning
and machine learning.

Experimental design

Fabrication of pH sensor: In our study, the experiment was carried out by litmus paper (Loba Chemie Pvt Ld, India)
in circular shape of 0.6 cm diameter using punch hole as pH sensor. Then an A4 paper sheet was cut into 5 cm X 5 cm
dimension and patterned into 1 cm diameter with 0.2 cm depth using molded embossing pattern reported by Thuo et
al 2014 [11]. Further, the circular shaped litmus paper was placed in the embossed A4 paper as shown in Table 1.
This will help us to hold the pH sensor in chamber. The sample solution was prepared from Milli Q water and
adjusted to respective pH with the help of 1M HCI (35% of concentrated hydrochloric acid (HCI) Loba Chemie Pvt
Ltd, India) for acidic range (pH 1-7) and 1M NaOH (98% sodium hydroxide pellet, Loba Chemie Pvt Ltd, India)
solution for basic range (pH 7-14). Allthe prepared solutions were measured (reading repeated for 9 times) using
analytical pH meter (Analab Scientific Instruments Pvt Ltd, India). pH sensor measurement by mobile camera: An
aliquot sample of 2pul was loaded in the pH sensor and repeated the experiments for 9 times.

Then the image was captured with 20 mega pixel mobile camera (Samsung model A50, Samsung Pvt. Ltd, India) at a
distance of 9 cm from the pH sensor. The captured image was processed using adobe photo shop tool. The images
were cropped in elliptical shape with the width and height of 68 mm X 68 mm was used as shown in Table 1. The
processed images were saved in PNG (portable network graphics) format in order to get transparent background to
avoid white interruptions during post image processing. Post image processing: The cropped images were processed
for RGB colour model values obtained from Image ] software (National Institute of Health, USA). Further, it was
converted into Lab colour model using colormine online software for human naked eye judge ment. The CIE
(International Illumination of Commission) Delta E (AE - colour difference) values were calculated using equation 1
as reported by Baskaran et al 2021 & 2022 [12], [13].

AE = J(LS—Lb)2 + (as —ab)2 + (bs —bb)2 (1)

RESULTS AND DISCUSSION

Colour Standardization by Mobile camera in pH reference chart

The colour data values obtained from mobile camera for standardized reference chart of pH paper (1 to 14) was
shown in Table 2. The colour chart was from yellow to pink for acidic range (7-1) and from yellow to blue for basic
range (7-14). The colour was same as the reference chart given by manufacture (Loba Chemie Pvt Ltd, India) as per
human naked eye judge ment. However, the exact colour values were not provided by the manufacturer. Since, the
material was intended to measure by naked eye judgement. Thereby leading to qualitative analysis. However in our
study, we can able to quantitate using AE measurements (i.e. colour differences from the baseline point) provided by
CIE as reported by Baskaran et al 2021 & 2022 [12], [13]. The colour differences for pH 7 was set to zero as baseline
point in mobile camera. This practice was similar trend applied in pH meter for quantitative approach. The distance
for acidic and basic range can be applied for linear plot for pH estimation approach as shown in Figure 1 and 2. The
slope of acidic range was -6.138 + 0.688 with intercept value of 41.67. The r2 correlation value was 0.9514. In the aspect
of basic range, the slope was 5.947 + 0.606 with the intercept value of -34.89. The r? correlation value was 0.9318. This
shows that the >90% confidence to quantitate the pH from the standard reference chart provided by manufacture.
The phenomenon of negative slope in acidic range and negative intercept in basic range was due to negative
logarithmic of hydronium concentration of Henderson-Hasselbalch equation in pH titration as shown in equation 2.
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pH = pK, + log @

Where pH = —logifH;07] is the concentration of hydronium ions. pKa is the dissociation constant of weak acid, [A]
is the concentration of conjugated base of weak acid and [HA*] is the concentration of weak acid [14]. Based on the
RGB and Lab data, the chromaticity plot was shown in Figure 3. This was plotted based on XYZ of mathematical
function to represent in visible spectrum for understanding the colour distance function. The plot was computed
based on equation 3 for x and y coordinates.

X=-—2_y=-" 3)

X+Y+Z X+Y+Z

Where X is mix of shorter and longer wavelength, Z is shorter wavelength and Y is luminance [10], [15]. There was
separate linearity pattern for acidic range (7-1) in the yellow (~580 nm) to pink (~620 nm) region and basic range was
(7-14) in the yellow (~580 nm) to bluish green (~480 nm) region. This was not the same as viewed in naked eye
judgement. Thereby, the mobile camera shows different wavelength region was due to computer vision, which was
not same as human naked eye. The sensor in mobile camera might plays the unique computer colour vision. Based
on the above data, we have experimented in real-time unknown pH samples.

Quantification of Mobile camera in unknown pH samples

The results of unknown pH samples were shown in Table 3. The obtained values were calculated based on the
standard reference chart slope and intercept for the accurate quantification. The colour obtained from mobile camera
was near similar to standardized reference chart. Except in the case of pH 6 and 7 were underestimating and similar
were in pH 9an 10, where the error was high. This may be due to the effect of light reflection from the material. The
material from the standard reference chart was uniform with reflecting coating. In case of our experiment, the pH
paper was non-uniform reflecting coating with micro volume of the solution present in it as shown in Table 1. The
major reason was litmus paper coated in filter paper, where the capillary action will take place for the solution to
react with the litmus. The unknown samples of other pH from 1.5, 2, 2.5, 3.5, 4, 5.5, 6, 6.5, 7.5, 8.5, 9.5, 10.5, 11, 11.5,
12.5, 13 and 13.5 were studied with mobile camera performance in unknown standard reference chart. All the
unknown from pH 1 to 14 with 0.5 increment values were initially measured with mobile camera as obtained pH
paper values and compared with measured pH meter values as shown in Figure 4. The study was validated with the
pH meter and found the 1:1 linearity slope value was 1.03 + 0.052 of r2 value of 0.9368. So, in our study we have
found overall with the present mobile camera based standardized slope (both acidic and basic range) can estimate
with 93% confidence. This shows the pH paper was not exactly qualitative, instead it was semi-quantitative
approach for this type of pH manufacturer. Hence it can be tested for other various models for the purpose of
artificial intelligence (Al), deep learning (DL) and machine learning (ML) for fine tuning and optimization process
using various methods.

The advantage of the above was in the area of image processing with the help of classification and segmentation of
image pixels. But the disadvantage on the resolution of the image [16]-[18]. Apart from this, the chromaticity plot has
major controlling area for the chromophore reflection on the certain wavelength has to be studied. However, in our
study we have used 20 megapixels of mobile camera and image crop resolution was made to 4,624 mm. There by the
mobile camera vision was made uniformly in our study and ability to do linear regression for up to 93% accuracy
with compared to pH meter. Certain factors such as varying degree of chromophore reflection on the material was
need to be studied for perfecting the linear prediction models. There were other regression models such as ridge,
elastic net, lasso, support vector machine, neural network, random forest, Adaboost, gradient boost, and k-nearest
neighbor hood. Elsenety et al 2022 has reported use of k-nearest neighbor hood model can able to predict to more
accurately than the linear regression [9]. Most of the models need to be tested for the accuracy level in our unknown
pH value estimation study.

Unknown samples
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However, our study helpful in on-field analysis. It would be helpful in cost-effective approach in replacing pH meter
in most general laboratories. The automation with camera vision will be helpful in developing smart pH sensors
technology in environment analysis for various non-trained personnel. The volume required to measure was low
and helpful in contributing towards green chemistry in environment.

CONCLUSION

From our study, the mobile camera can be used for pH detection for 93% confidence in estimating the unknown
samples with compared to pH meter. Our study showed the linearity calibration plot for acidic and basic pH range
was >90% confidence. This shows the manufacturer was reported the pH paper to be used for qualitative. From our
study, it turns out to be semi-quantitative using mobile camera and image processing analysis. The detailed study
has to be evaluated with other regression models for fine tuning and optimization in machine learning. Thus,
helping developing the lifetime colour chart for quantitative purposes using mobile camera for the smarter
technologies in various scientific and non-scientific analysis.
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Table 1: pH experiment in sensor and their respective cropped images
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Table 2: Colour values of Standard Reference Chart of pH paper from Loba Chemie Pvt Ltd, India by mobile

camera.
L a b C. chart
S. Reference pH value (R) (G (B) (AE)
83.44 18.95 1.62
1.00 (244.44 +12.97) (195.47 +34.48) (205.53 £29.92) .44
85.82 13.24 8.36
. 26.
300 (245.88 +12.22) (205.54 +30.32) (199.39 £33.03) 688
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93.75 -1.98 21.14
5.00 6.87
(249.54 £9.29) (236.81 £15.69) (196.43 £33.03)
95.75 -4.94 21.88
6.00 (250.18+ 8.4) (244.28 +11.77) (200.42 +£30.37) SH)
95.68 -8.55 32.79
7. !
00 (250.05 +8.1) (245.61 £10.56) (178.76 +41.39) 0.00
88.81 -7.90 26.96
8.00 (227.79 £34.35) (225.91 £24.43) (171.40 +47.66) 491
88.32 -9.19 14.24
. 7
9.00 (214.98 +35.2) (225.99 +29.62) (194.32 +42.23) 10.74
80.27 -11.38 4.05
10.00 (179.38 +47.34) (205.21 £36.07) (191.18 +41.84) 19.61
83.55 -2.38 0.35
12.00 (203.72 +£33.42) (209.58 +31.05) (207.46 +31.88) ALY
73.21 6.44 -12.62
14.00 (180.71 +44.24) (176.84 +46.13) (202.77 £34.94) 57.88
Note: S-Standard, C-Colour
Table 3: pH value of obtained from mobile camera in samples
M. pH L a b C. chart O. pH value
value (R) (G) (B) (AE) (% accuracy)
1 70.20 19.85 7.11 35.51 1.06
(211.44 +2.87) (158.43 +3.27) (159.54 +3.71) : (106%)
3 75.83 13.08 17.73 24.70 2.76
(222.43 £3.34) (177.55 +2.14) (154.96 +2.44) ) (92%)
5 90.24 4.43 21.73 1298 4.79
(251.53 £1.65) (222.84 +4.8) (185.93 £5.02) ’ (95.8 %)
6 77.31 4.29 19.11 17.31 3.97
(212.47 £9.16) (187.11 +£5.86) (155.94 +6.6) ’ (66.2%)
7 80.16 -2.35 30.82 10.93 5.01
(215.39 +5.43) (198.31 +4.28) (141.19 £5.16) : (71.5%)
8 85.72 -4.73 27.52 6.98 8.3
(225.22 +5.02) (215.37 +4.64) (162.16 £6.52) ’ (103.7%)
9 71.45 -11.83 15.18 19.04 10.69
(164.07 +6.46) (180.52 +3.15) (147.03 +4.0) : (118.7%)
10 69.47 -9.02 8.22 2298 11.33
(158.87 +6.74) (174.07 +4.95) (154.54 £5.3) ) (113.3%)
12 69.63 -6.80 2.81 441 11.75
(159.13 £9.43) (173.65 +8.85) (164.77 +6.79) ) (97.91%)
14 62.44 1.86 -3.54 3432 13.72
(151.45 +7.64) (150.15 +6.5) (157.21 £5.5) . (98%)
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ABSTRACT

Nanotechnology is revolutionizing the construction industry by offering innovative solutions to
traditional challenges. Nano materials, such as nanoparticles, nanofibers, and nanotubes, are being
integrated into concrete, coatings, and composites to enhance their mechanical properties and resistance

to environmental factors. These nano coatings can regulate heat and light, reducing power consumption
for heating, cooling, and lighting. Self-healing nano materials can extend infrastructure lifespan by
repairing cracks and structural damage, reducing maintenance costs and environmental impact.
Nanotechnology also offers innovative design possibilities, allowing architects and engineers to create
self-cleaning facades, adaptive materials, and responsive surfaces that adapt to environmental changes.
This opens new avenues for sustainable and aesthetically pleasing construction practices. Environmental
sustainability is a key concern in the construction industry, and nano-engineered materials can reduce
the carbon footprint by utilizing recycled materials and enhancing energy efficiency. Nano catalysts can
purify air and water, contributing to healthier urban environments. In conclusion, nanotechnology is
transforming the construction industry by enhancing performance, sustainability, and design aesthetics.
However, challenges related to safety, regulation, and cost-effectiveness must be addressed to ensure
responsible integration.
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INTRODUCTION

We are aware of the process of finding raw materials, meticulously assembling them, and fashioning them into
recognizable forms as members of the construction business. As a result, the structure remains unchanged and
unresponsive to its surroundings or situations. It functions as designed but deteriorates over time owing to exposure
to the environment and use by the project's owners. Routine maintenance is performed to increase its longevity, but
its primary goal is to resist the pressures imposed on it until it becomes old-fashioned, at which opinion it is
disassembled and replaced to make scope for something new. This has been our societal responsibility for
generations, and we have done it well. As a result, construction is far from a revolutionary science or technology;
rather, it has experienced significant alterations throughout its history. The modern construction industry is the
outcome of advances in science, technology, techniques, and commercial practices. Similarly, nanotechnology is not
an entirely novel field of study or technological development. Instead, it represents a continuation of established
scientific and technological practices. It's the next logical step in efforts to examine the details of our world at ever-
smaller scales.

The Historical Development of Nanotechnology

The history of nanotechnology, sometimes known as the "science of the small," spans several decades and is rich with
remarkable developments. It has evolved from its early twentieth-century beginnings into a multidisciplinary field
with potentially game-changing applications across many sectors. The idea of influencing matter at the nanoscale
dates back to a 1959 presentation by physicist Richard Feynman [1]. In his famous address, "There's Plenty of Room
at the Bottom," Feynman imagined a future in which scientists could influence individual atoms and molecules. Even
though this concept appeared to be very speculative at the time, it created the theoretical framework for
nanotechnology. However, the word "nanotechnology"” was not created until 1960 by Japanese researcher Norio
Taniguchi [1]. Taniguchi used the phrase to denote precise operations at the molecular and atomic levels. This
marked the start of serious scientific research into the nanoscale. In the 1970s and 1980s, we made huge strides in our
ability to operate at the nanoscale. Advanced microscopy methods, such as the scanning tunnelling microscope
(STM) and the atomic force microscope (AFM), have allowed scientists to examine and manipulate individual
molecules and atoms[1].The invention of the STM by Gerd Binnig and Heinrich Rohrer in 1986 earned them the
Nobel Prize in Physics and opened up new fields of study at the nanoscale. During this time, researchers began to
create nanomaterials such as nanoparticles, nanotubes, and nano wires. Because of their nanoscale size, these
materials displayed unusual characteristics and behaviours, paving the way for ground-breaking applications. The
formalisation of nanoscience as a distinct field of research occurred in the 1990s.

It became obvious that material characteristics at the nanoscale differed fundamentally from those at the macroscopic
scale. This resulted in the formation of nanoscience research centres and academic programmes. The National
Nanotechnology Initiative (NNI) was established in the US in 1996[1]. This project was a watershed moment in the
evolution of nanotechnology, giving major funds for research and development. Its goal was to promote
collaboration among government, academia, and industry to develop nanoscale research and engineering[2]. The
twenty-first century saw a rise in nanotechnology research, with a particular emphasis on materials science.
Nanomaterials were at the vanguard of this revolutionary surge. Carbon nanotubes, for example, have attracted
interest due to their exceptional mechanical and electrical capabilities[3]. Researchers investigated their possible uses
in electronics, aircraft, and even medicine as drug delivery vehicles. Nanoparticles are also widely used in a variety
of sectors. Because of their unique optical characteristics, gold nanoparticles, for example, have become significant
instruments in biological imaging and medication administration. Nanotechnology has had a significant influence on
the electronics and computer sectors[3]. The nanoscale was attained through the continuous miniaturisation of
transistors and other electronic components, allowing the creation of quicker and more energy-efficient gadgets.
Moore's Law, which projected that transistor density on integrated circuits will double every two years, has held

68843




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©[JONS

Vol.14 / Issue 82 / Feb / 2024 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
Purna Vachhani et al.,

owing to advances in nanoelectronics. Nanotechnology has resulted in the development of quantum computing, as
well as smaller and more powerful electrical devices. Quantum dots, which are microscopic semiconductor particles,
have shown potential for usage in quantum bits called “qubits”, which are the essential components of quantum
computing. Quantum computers can tackle complicated problems that traditional computers cannot.
Nanotechnology has made significant advances in the world of medicine. Liposomes and dendrimers, for example,
were designed to transport medications precisely, decreasing adverse effects and enhancing treatment effectiveness.
This nanomedicine method has enormous potential for cancer treatment, targeted therapy, and
diagnostics[3].Advanced imaging techniques have also been made possible by nanotechnology. Quantum dots and
super paramagnetic nanoparticles, for example, have improved MRI and fluorescence imaging capabilities, enabling
earlier illness detection and more accurate diagnosis. As worries about energy sustainability and environmental
preservation appeared, nanotechnology became increasingly important in resolving these issues[4]. Nanomaterials
like graphene and carbon nanotubes have transformed energy storage and conversion. They have been used to create
high-capacity batteries, super capacitors, and efficient solar cells. Nanotechnology provided methods for effective
contamination removal in the field of water purification. Pollutants have been filtered using nano engineered
membranes and nano particles, making clean and safe drinking water more accessible.

Basics of Nanotechnology

Nanoscience studies phenomena and material operations at atomic, molecular, and macromolecular scales,
contrasting with larger scales. It separates itself from traditional scientific disciplines and involves the manipulation
of matter at the nanoscale to create useful structures, devices, and systems. Nanometers, which are one billionth of a
metre, are approximately one-eighty-thousandth the diameter of a human hair or ten times the diameter of a
hydrogen atom[5].

Nanomaterials

The size of the elements plays a crucial role, particularly at the nanoscale, where material properties undergo
significant changes compared to larger scales. The specific point at which these changes occur varies depending on
the material. In the realm of nanotechnology, nano particles are of paramount interest. These nano particles are
minute particles with dimensions typically measured in nano metres (nm), often defined as having at least one
dimension less than 200nm. Notably, when semiconducting materials are reduced to nanoscale dimensions, they can
exhibit quantum dot behaviour, typically observed at sizes below 10nm. One remarkable consequence of this
quantum effect is the ability of materials of different sizes to emit distinct colours when energized, such as by UV
light. Among the diverse range of nano particles, carbon nanotubes represent a notable subset.

Properties of nanomaterials

High strength, hardness, formability and toughness.

More brittle

Exhibit super plasticity i.e. they can undergo large deformations without necking or fracture

Magnetic moment increases by decreasing particle size

Magnetisation and coercivity are higher

Melting point is reduced by reducing the size

Almost all the properties depend on the size of the grain — mechanical, electrical, optical, chemical, semiconducting,
magnetic etc[5]. Refer Table I. for property changes.

N

Classification
The number of orientations in which refer Table II. and Fig. 1. for classical and nano-scale phenomena determines[5].

Synthesis
The following Fig. 2. for Nano particle synthesis.
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Methods of preparing nanomaterials

1. Top-down- Bulk material is crushed into fine particles [6] Ex. Ball milling, laser ablation, sputtering, arc plasma,
electron beam evaporation, photolithography

2. Bottom-up — The nano materials are prepared by atom-by-atom construction. Bigger size grains are obtained by
nucleation and growth[6]. Ex. Chemical vapour deposition, sol-gel method, electro deposition

Concrete

The basic scientific level of concrete study makes extensive use of the various instruments developed for nano-scale
research in order to comprehend the structure of concrete. Since concrete is a macro-material whose nano-properties
have a significant effect, understanding it at this new level may lead to advances in strength, durability, and
monitoring. Common concrete mixes include a natural mineral called silica (5iO2). The use of nano-silica to increase
particle filling in concrete, which in turn led to densification of the micro and nanostructure and improved
mechanical properties[7],is one of the improvements acquired from nanoscale study of concrete. The addition of
nano-silica to cement-based materials might boost durability by preventing water from penetrating the material and
slowing the breakdown of the basic C-S-H (calcium-silicate-hydrate) reaction of concrete caused by calcium leaching
in water [8]. Fly ash contributes to the improvement of concrete in several aspects, including increased durability and
strength. Importantly, it also reduces the demand for cement, which is beneficial for sustainability. However, it's
worth noting that the incorporation of fly ash can slow down the concrete curing process and may result in reduced
initial strength compared to conventional concrete.

To address these issues, the introduction of SiO2 nano particles offers a promising solution. These nanoparticles can
partially replace cement in the concrete mixture, leading to an enhancement in both the density and strength of fly
ash concrete, particularly during the early stages of its development [5]. Nanoparticles like titanium dioxide (TiOz)
are also added to concrete for its beneficial effects. Nanoparticles of titanium dioxide (TiO:) are used as sunscreen to
block UV rays, and TiO2 is also used to sterilise paints, cements, and windows by causing powerful catalytic
reactions that break down organic pollutants, volatile organic compounds, and bacterial membranes[9][7]. When
sprayed on outdoor surfaces, it can thereby minimise airborne pollutants. Furthermore, because it is hydrophilic, it
provides self-cleaning capabilities to the exteriors to which it is applied. Carbon nanotubes (CNTs) are another kind
of nanoparticle with outstanding capabilities, and studies assessing the benefits of incorporating CNTs into concrete
have been undertaken recently. Samples made out of Portland cement's main phase and water may have their
mechanical properties improved by adding a small amount of carbon nanotubes (1% wt)[9].

Because of their unique properties, CNTs have been the subject of intensive research into their possible applications
across the globe. For instance, they have a Young's modulus 5 times that of steel and a strength 8 times (theoretically
100 times) that of steel, all while having a density just 1/6 that of steel[3]. Sliding telescopically without friction,
multi-walled tubes may be either fully or partially electrically conductive (no resistance) in a ballistic manner,
depending on their structure. Similarly, thermal conduction is very high in a direction parallel to the tube axis and
negligible in a direction perpendicular to the axis. The practice of wrapping concrete with fibers is a widely adopted
technique for enhancing the strength of existing concrete structural elements. This method has envolved with the
incorporation of a fiber sheet matrix containing nano-silica particles and hardeners[3].Nanoparticles are able to
effectively fill and seal minute surface cracks in concrete. In situations when reinforcement is needed, the matrices
also provide a strong link between the concrete's surface and the fibre reinforcement. Carbon tows (fibres) and sheets
impregnated with the matrix are placed to the prepared concrete surface during the strengthening process. Then,
grooved rollers are used to firmly fasten everything into position. Specifically, once cracking has developed, carbon
tows considerably improve the concrete's load-bearing capacity. Even more impressive is the matrix's and its
interaction with the concrete's resistance to wetting, drying, and scaling (scraping). Despite being subjected to
wet/dry cycles or scaling, the maximum load capacity of the material remains unchanged.
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Steel

Since the Second Industrial Revolution in the late 19th and early 20th centuries, steel has been widely available and
played a significant role in the construction sector. The European Union produces 185 million tonnes of steel
annually, and since steel has many uses outside the building industry (including the automobile industry), it benefits
greatly from substantial funding for scientific study. The use of nanotechnology on steel has the potential to benefit
the building industry[10]. Steel bridges and towers that endure cyclic loads are particularly vulnerable to fatigue
failure. This current design philosophy imposes limitations in the form of reduced permitted stress, shorter than
ideal service lives, and more regular inspections, among others. Because of the impact on structural life-cycle costs
and resource efficiency, this is a sustainability and safety issue. Research has revealed that incorporating copper
nanoparticles into steel reduces the surface unevenness, hence reducing the number of stress risers and, in turn,
fatigue cracking. Improvements in this technology would lead to less monitoring and improved material utilisation
in fatigue-prone construction, all of which would increase safety.

Recent research focusing on refining the nano-scale properties of the cementite phase in steel has led to the
development of more robust steel cables. These high-strength steel cables find utility not only in automobile tires but
also play a vital role in bridge construction and precast concrete tensioning. The introduction of a stronger cable
material has the potential to significantly reduce construction expenses and time, particularly in the construction of
suspension bridges where these cables span from one end of the structure to the other. High-rise constructions need
high-strength joints, which necessitates the use of high-strength bolts. High-strength bolts are classically capable of
being quenched and tempered, and their microstructures are made up of tempered martensite. Vanadium and
molybdenum nanoparticles have been proven in studies to address the late fracture difficulties related with high-
strength fasteners[3]. As a result of the nanoparticles' capacity to mitigate the impact of hydrogen embrittlement and
the intergranular cementite phase, the steel's microstructure is improved.

When subjected to unexpected dynamic loads, welds and the Heat Affected Zone (HAZ) close to welds can become
brittle and fail deprived of notice, and weld toughness is a serious concern, particularly in seismically active areas.
Current research indicates that the addition of nanoparticles of magnesium and calcium to plate steel makes the
HAZ grains smaller (approximately 1/5th the size of typical material), resulting in an improvement in weld
toughness[2]. Due to the reduced resource demand brought about by increased toughness at welded joints, this is an
issue of both sustainability and safety. After all, using less material to maintain allowable stress levels is preferable.
Steel has always had to make a significant compromise between strength and ductility, since both are required for
modern construction pressures. Safety (especially in seismic zones) and stress redistribution, however, need high
ductility. Concerns concerning sustainability and resource efficiency have been raised as a consequence of the
increased use of low-strength ductile material at larger scales than would be possible with high-strength brittle
material. Due to its high cost, stainless steel reinforcement in concrete buildings has often been reserved for
particularly hazardous locations. Whereas standard stainless steel is expensive, MMFX2 steel is a cheaper alternative
due to its modified nano-structure that makes it corrosion-resistant[10][3].

Wood

Wood, composed of nanotubes or "nanofibrils" made of lingo cellulosic tissue, has been used by humans since the
development of tools and techniques. These nanotubes are twice as strong as steel, and their harvesting could
revolutionize sustainable architecture, reflecting nature's evolutionary process[11]. Nanoscale functionality could be
added to self-sterilizing surfaces, internal self-repair, and electrical lingo cellulosic devices to provide feedback on
product performance and environmental conditions. These discreet sensors could monitor structural stresses,
temperatures, moisture content, rot fungi, heat losses, and conditioned air loss. However, current studies in these
areas are limited. Wood, with its natural origins, is leading the way in interdisciplinary study and modeling, with
successful outcomes in water-resistant coverings and mechanical research on bones. Nanotechnology has the
potential to create new products, reduce processing costs, and enter new markets, thereby enhancing the wood
industry's capabilities.
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Glass

Nanotechnology is being explored in the application of glass to regulate internal building climate and support
sustainability efforts. Titanium dioxide (TiOz) is used to cover glazing in nano particle form due to its sterilizing and
anti-fouling qualities, which catalyze strong reactions and create rain droplets that wash away dirt particles.
Fireproof glass is another product of nanotechnology, composed of fumed silica (SiOz) nano particles that create a
rigid and opaque fire shield when heated. Controlling light and heat entering building glazing is crucial for
sustainability, as most glass used in construction is on the outside of structures. Nanotechnology studies have shown
significant improvements in four key areas of window insulation. Thin film coatings are being developed for passive
applications, while thermo chromic technologies are being studied as active solutions. Photo chromic technologies
react to variations in light intensity by increasing absorption, and electro chromic coatings use a tungsten oxide layer
to darken in response to an applied voltage. These programs aim to reduce the power needed to keep buildings at a
comfortable temperature and potentially reduce the energy used by the construction industry. Overall,
nanotechnology is promising in improving window insulation and reducing energy consumption in the construction
industry.

Coatings

Nanotechnology researchers are developing coatings for various substrates, including concrete, glass, and steel,
using methods like Chemical Vapour Deposition (CVD), Dip Coating, Meniscus Coating, Spray Coating, and Plasma
Coating. These coatings aim to provide self-healing capabilities through self-assembly. Nanotechnology has also
found applications in paints and insulation, with nano-sized cells, cavities, and particles creating narrow thermal
conduction pathways. These paints exhibit hydrophobic properties, repelling water from metal pipes, and are used
for corrosion prevention beneath insulation. Additionally, they offer protection against saltwater exposure. TiO:2
nano particles are being tested as a coating material for highways worldwide, further demonstrating their potential
in self-cleaning coatings for glass[12]. The TiO: coating absorbs and degrades organic and inorganic air pollutants via
a photocatalytic process. This study raises the fascinating prospect of putting highways to good environmental
use[13][2].

Fire Protection and Detection

Spraying a cementitious coating over a steel structure is a common method of adding fire protection. Coatings based
on Portland cement are now unpopular because they have to be very thick and brittle in order to attach well, and
polymer additives are required to improve adhesion. A new paradigm may be on the horizon, however, since nano-
cement (made of nano-sized particles) shows promise as a durable, long-lasting, high-temperature coating[11]. This
is accomplished by combining carbon nanotubes (CNTs) with cementitious material to create fibre compounds that
can get some of the nanotubes' exceptional features , such as strength[12]. Polypropylene fibres, a cheaper alternative
to traditional insulation, are also the subject of research into ways to increase fire resistance. The usage of processors
incorporated into each detector head in fire detection systems is pretty well established nowadays. These increase
dependability by providing for greater addressability and the detection of false alarms[11]. The future use of
nanotechnology through the growth of nano-electromechanical systems (NEMS) might result in entire buildings
being networked detectors since such devices are implanted either into components or surfaces[10].

Future Projectionof Nanotechnologyin Construction

The future of nanotechnology in construction holds immense promise, revolutionizing the way we design, build, and
maintain structures. Nanotechnology, which deals with materials and systems at the nanoscale (one billionth of a
meter), is poised to address some of the most pressing challenges in the construction industry. One of the most
important applications is the development of advanced nano materials with remarkable properties. These materials,
such as super-strong and lightweight nano composites, self-healing concrete, and ultra-insulating coatings, will
enable the creation of more durable, energy-efficient, and sustainable buildings. Additionally, nanotechnology will
play a crucial role in enhancing construction processes through the use of nanobots and smart construction materials
that can self-assemble, repair, or adapt to changing conditions. Furthermore, nanosensors embedded in structures
will provide real-time data on their structural integrity, helping prevent disasters and reduce maintenance costs. In
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the coming years, nanotechnology is set to reshape the construction industry, leading to safer, more efficient, and
environmentally friendly infrastructure projects[14].

Sustainable Construction

Sustainable construction in nanotechnology represents a transformative approach to building practices that harness
the power of nanoscale materials and processes to minimize environmental impact and enhance long-term viability.
At its core, this emerging field seeks to revolutionize the construction industry by incorporating nano materials with
superior strength, durability, and energy efficiency, while simultaneously reducing resource consumption and waste
generation[15]. Nanotechnology enables the development of advanced construction materials with remarkable
properties, such as self-healing concrete, super-insulating coatings, and pollution-absorbing surfaces. Moreover,
nanoscale sensors and monitoring systems can be integrated into building structures to optimize energy usage,
detect structural weaknesses, and provide real-time data for efficient maintenance. By embracing nanotechnology,
sustainable construction aims to create structures that not only withstand the test of time but also contribute to a
greener and more resilient built environment for generations to come[15].

CONCLUSION

1. Nanotechnology has emerged as a transformative force in the construction industry, offering novel solutions to
age-old challenges.

2. Nanotechnology is poised to redefine the energy efficiency of buildings.

3. Beyond materials and energy efficiency, nanotechnology also enables innovative design possibilities.

4. Environmental sustainability is a paramount concern in the construction industry, and nanotechnology can play
a pivotal role in addressing this challenge.

5. In conclusion, nanotechnology is ushering in a new era of construction, offering unprecedented opportunities to
enhance performance, sustainability, and design aesthetics.

6. However, challenges related to safety, regulation, and cost-effectiveness must be carefully addressed to ensure
the responsible integration of nanotechnology into construction practices.
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Table I.LExamples of property changes
Macroscale Nanoscale
Copper Opaque Transparent
Platinum Inert Catalytic
Aluminium Stable Combustible
Gold Solid at room temp. | Liquid at room temp.
Silicon Insulator Conductor

Table II. Classical and nano-scale phenomena

Materials Dimensions Examples
0D classical in 0 dimensions, nano in 3 dimensions Buckyballs
1D classical in 1 dimension, nano in 2 dimensions | Carbon nanotubes, polymers
2D classical in 2 dimensions, nano in 1 dimension Graphene
3D classical in 3 dimensions, not nano bulk material
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Fig. 2. Nano particle synthesis
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ABSTRACT

The present article delves into the subject of ground improvement, which is regarded as a creative facet
within the field of geotechnical engineering. Engineers use deliberate manipulation of soil conditions
rather than depending only on its natural state to fulfil project specifications. This method has the
potential to provide cost savings and expedite adoption. In recent years, there have been notable

advancements in ground improvement techniques, resulting in a diverse range of approaches available
for enhancing soil qualities. The selection of an appropriate methodology is of utmost importance to
achieve optimal progress while minimizing exertion. The method of micro-piling is extensively examined
and emphasised within this discourse. Micro piles are often used to enhance the load-bearing capacity,
mitigate settlement issues, and reinforce pre-existing foundations. The efficacy of piles is thought to be
attributed to the frictional resistance between the pile and the earth, as well as the presence of
group/network effects. Micro piles are a kind of friction pile that is characterized by its tiny diameter and
construction method including drilling and grouting. These piles consist of steel pieces that are securely
attached to the surrounding soil or rock using cement grout. In the process of drilling, it is necessary to
record the bearing stratum to verify and confirm that the bearing capacity is sufficient. Micro piles do not
depend on the capacity of the end-bearing, thereby obviating the need to assess the competence of the
rock beyond the depth of bonding. The use of highly versatile mobile drilling equipment enables the
efficient installation of micro piles in a wide range of soil conditions, hence facilitating rapid deployment.

Keywords: Construction, Ground Improvement, Micro-Piles, Techniques

INTRODUCTION

In the early 1950s, micro-piles were developed in Italy to address the need for new methods to reinforce historic
buildings and monuments that were damaged during World War II. They are utilized to bolster foundations against
both static and seismic loads, as well as to provide in-situ reinforcement for slope and excavation stability [1].
Micropiles, a subset of piles, have a diameter of 300 mm or less. The majority of the pile's load is supported by the
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high-capacity steel reinforcement; it is a drilled and grouted non-displacement pile. It is also known as a mini pile.
To construct a micropile, a borehole is drilled, reinforcement is placed, and the hole is grouted with cement. The pile
can withstand axial and/or lateral loads. The major components of a micropile are reinforcement and cement grout. It
is also a replacement pile that has been drilled and grouted and is often reinforced with up to 20% As/Ac [1].

Favorable use of Micro piles

Hard strata are available at higher depth
Damaged structure

Hilly area

Uneven settlement

Space is less

Excavation support

SR e

Various Types of micro piles (Classifications)
1. Based on the Design Application
2. Based on the Grouting Method

Based on the Design Application [1]

Case 1: Micropile elements, which experience direct loading, rely on the pile reinforcement to bear the bulk of the
imposed load.

Case 2: Micropile components encompass and internally fortify the soil to create a composite reinforced soil structure
that exhibits resistance against the imposed load. Refer to Fig. 1. Based on design application.

This particular kind of pile is used for the purpose of transferring structural loads to underlying strata that possess
more competence or stability. Additionally, it may be utilized to limit the displacement of the failure plane inside
slopes. The primary structural resistance to loads is provided by the steel reinforcement, whereas the geotechnical
resistance is principally attributed to the grout/ground bond zone [1].

Based on Grouting Method

The grouting technique is often regarded as the construction control measure that exhibits the highest level of
sensitivity about the capacity of the connection between the grout and the ground. The capacity of grout-to-grout
varies depending on the technique used for grouting. Refer to Fig. 2. Based on grouting method. Table I. shows types
of grouting.

Advantages

1. Micro piles are often utilized to support existing structures when minimum vibration or noise is required.

2. Micro piles may be simply placed when headroom is limited.

3. Micro piles may be built at any angle below horizontal using the same equipment as ground anchoring and
grouting.

4. No major access roads or drilling platforms are required.

Disadvantages

1. Underground items or boulders may obstruct or divert the pile.

2. pricey and unsafe

3. Slow and time consuming

4. Corrosion is possible

5. Relatively pricey

6. The hammer is loud, and the vibrations might cause disruption or damage to nearby buildings.
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Area of application [1]

Providing support for new loads in crowded locations.
Retrofitting for seismic activity.

Putting a stop to structural settlement.

Uplift/dynamic load resistance

Foundation

Excavation assistance in limited spaces.

S e

Seismic Retrofit[1]

The use of micropiles for seismic retrofitting of pre-existing roadway infrastructure, particularly in the state of
California, has seen a notable surge in recent times. Micropiles provide almost equivalent tensile and compressive
capabilities, hence optimising the use of supplementary foundation support components. Micropiles have the
potential to be economically viable for retrofitting bridge foundations that are subject to one or more of the following
limitations:

1. Limitations on the expansion of footings

Limitations on vibration and noise levels

The phenomenon of low headroom clearances

Challenging accessibility

Elevated axial load requirements in both tensile and compressive forces

Challenging drilling and driving circumstances

The topic of concern is hazardous soil locations.

NS »DN

Refer to Fig. 3. Seismic Retrofit of I-110, North Connector, Los Angeles, California.

Drill Techniques

The drilling technique is chosen to cause the least amount of disruption to the earth and other sensitive structures
while yet achieving the desired drilling performance. Drilling fluid is used as a coolant for the drill bit and as a
cleansing medium to remove drill cuttings in all drilling procedures. Water is the most often used drilling fluid,
followed by drill slurries, polymer, foam, and bentonite. Compressed air is another form of flushing medium [1].

Drilling Rigs

1. Large Track-Mounted Rotary Hydraulic Drill Rig: The bigger drill enables the use of extended lengths of drill
rods and casing in regions where overhead constraints do not exist [1].

2. Low Headroom Track-Mounted Rotary Hydraulic Drill Rig: The smaller drill enables operations in low-overhead
and difficult-to-reach areas [1].

3. Small Frame-Mounted Rotary Hydraulic Drill Rig: The smallest rig, enabling installation in the most challenging
ground conditions. Pile placement with less than 3 m of above clearance is possible by shortening the drill mast
and using short jointed pieces of the drill string and micropile reinforcing [1].

Refer to Fig. 4. Drill Rigs.

Micro Piles Installation Steps for Structural Foundations

The following are micro piles installation steps.

1. Temporary casing drilling and/or installation

2. Take off the drill's innermost rod, the bit. Tremie is used to place reinforcing material and grout.
3. Third, take out the makeshift casing and pump in more grout.

4. Full pile (compressible stratum may be replaced by leaving the casing in place).

Refer to Fig. 5. Micro pile installation steps.
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Critical Literature Review

Chaudbhari et al. (2015) Micro piles are a great way to improve bearing capacity and reduce settlements for existing
foundations. They are capable of carrying heavy loads, require minimal site space, and can operate independently.
100 mm diameter and 4-meter length micro piles were used to rehabilitate building foundation systems. Combining
micro piles with other techniques can meet complex project requirements efficiently and cost-effectively[2]. Haider
(2022) Worshippers at the AL-Kadhimin mosque might be in danger due to the leaning minarets. This may be
remedied by installing a system of micro piles around the foundation, as suggested by simulation testing, which
would strengthen its lateral resistance against loads. The lateral strength of the foundation is proportional to the
depth of the piles. The lateral resistance of a foundation increases by 16.1%, 25.5%, and 32.95% for every metre added
to its depth over 8 metres. The lateral resistance of the foundation may be increased by 25%, 29%, and 32% by
increasing the diameter from 10 cm to 20 cm. The inclination angle has the potential to add 4% points of lateral
resistance to the foundation [3]. Yazdani et al. (2013) investigated Kerman, Iran, where soft soils have traditionally
hampered the development of high-rise buildings. They discovered that an 18-story reinforced concrete structure
was constructed on a micropiled-raft foundation with appropriate bearing capacity but excessive settlements. Using
FHWA (2000) criteria, a prototype micropile was constructed and tested. According to the research, micropiled-raft
foundations may be a cost-effective engineering solution for high-rise structures erected on soft soils. [4].

According to research conducted by Elsiragy (2021), micro-piles may prevent settlement and foundation tilting in
soft soils. These foundations are simple to strengthen, and ground improvement methods have employed them
effectively to prevent building collapse. This research analyses the ultimate load capacity of three micro-piles placed
using various methods and testing. Greater ultimate load capacity and less settling were observed for completely
injected micro-piles with grouting. When compared to pipe micro-piles without grouted bulbs, the ultimate load
capacities for those with complete grouting and those with merely grouted bulbs are 13 and 8 times greater,
respectively [5]. According to Mahipal et al. (2018) case studies on Damietta Bridge, micro piles are the most cost-
effective ground improvement method for retrofitting bridges since they minimise settlement and increase soil
bearing capacity [6]. Micropiled rafts' support qualities are studied by Hwang et al. (2017) using model testing and
numerical analysis. Micro piles were shown to drastically modify ground failure behaviour and increase bearing
resistance. Bearing capacity was found to be increased by 1.5-2.0 times compared to a raft-only footing when
micropiles were properly installed [7]. According to Elarabi et al. (2014) micropiles may be employed as foundation
and compensating piles for remedial operations, especially in site-constrained settings.They may be rock socketed or
soil friction piles, with at least two safety factors for geotechnical and structural designs [8]. Doshi et al. (2011) found
that the Multi-helix Micropile method is a cost-effective and environmentally friendly method for retrofitting
historical structures damaged during earthquakes. Small steel pipe piling with helical plates is used in this method to
screw into the earth without disrupting the surrounding soil.

It is appropriate for cohesionless soil and subterranean structures, increasing soil density and bearing capacity
without disturbing adjacent structures. The MH-MP method is economical and silent, making it an environmentally
favourable alternative to conventional methods [9]. Talwar et al. (2022) investigated the use of micro foundations in
ground enhancement to increase bearing capacity and decrease soil settlements. The frictional resistance between the
pile surface and the ground is considered a feasible enhancement mechanism. The foundation underpinning is
commonly used for seismic retrofit and settlement prevention. Experimental results show that increasing pile length
decreases soil settlement at the same pressure level. Vertical piles or reinforcing rods can increase ground stiffness,
ultimately increasing column bearing capacity [10]. Gupta et al. (2022) conducted an experiment to evaluate the
efficacy of micropiles as an existing railway track ground enhancement technique. They conducted a comprehensive
parametric investigation and tested micropiles on two varieties of soil, clay and sediment. The results indicated that
the efficacy of the track improved with decreasing micropile spacing. The study found that the percentage reductions
in displacement for 2, 4, and 6 m spacings were approximately 84%, 76%, and 71% of the unreinforced track,
respectively. This suggests that micropiles can be a viable alternative to traditional methods for improving railway
tracks [11]. Jagadeeshwar et al. (2019) found that micro piles are a versatile ground improvement technique that can
effectively address stability problems. When reinforced with bars, the API pile system provides excellent
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compression performance for lateral stability and vertical motions at a reasonable cost. Micropiles can improve the
bearing capacity of soil foundations, and their applicability and level of improvement are examined through non-
linear finite element analysis. Inclined micropiles are easy to construct, resist axial and lateral loads, and offer high
flexibility during seismic conditions [12]. Micro piling and soil nailing are two ground enhancement methods that
were recently highlighted in research by Bomic et al. (2016) Micro piles are friction piles with steel parts that are
grouted into the bearing soil or rock and have a tiny diameter. They have an operating capacity of up to 250 tonnes
and may be erected rapidly utilising mobile drilling equipment. Over-steepening new or existing soil slopes, as well
as stabilising unstable natural soil slopes, may be accomplished by the construction method of soil nailing.
Reinforcing components, such as solid or hollow system bars, are inserted into the slope. In contrast to hollow bars,
which may be drilled and grouted at the same time, solid bars must be inserted into pre-drilled holes before being
grouted. Both techniques have been proven effective in increasing bearing capacity and reducing settlements in
existing foundations [13]. Elarabi et al. (2014) studied the use of pressure-casting concrete for Micropiles, comparing
it to normal gravity casting.

They found that pressure casting increases the load capacity of Micropiles due to increased friction force between the
pile and soil. This technique can control soil capacity by increasing soil strength. The pressure-cast pile capacity is
equivalent to larger-diameter piles without pressure, reducing construction materials and labour. This makes
Micropiles suitable for remote locations like Sudan [14]. Micropiles, which are piles of a smaller diameter utilised
around foundations to lessen settlement and enhance soil carrying capacity, were the subject of an experimental
investigation by Lekshmi et al. (2020). They prepared two soil samples, one with and one without micro piles, and
placed micro piles around the footing. The study found that settlement increases when the load is applied before
placing the micropile. The settlement decreases with the number of micropiles, and by increasing the depth of the
micropiles and reducing spacing between them, settlement significantly decreases [15]. Mathew et al. (2014) study
investigated the performance of single and group micropiles in soft clay under axial loading conditions. The study
found that group efficiency increased with spacing from 2D to 3D, but decreased for 4D spacing. Both single and
group micropiles significantly improved load-bearing capacity in soft clay. The strength enhancements were
observed after pile installation, with the magnitude of the improvement affected by spacing. Group efficiency
increased with spacing from 2D to 3D, but decreased with spacing four times the diameter [16].

Case study

Mandalay bay hotel

More than 500 micropiles were hastily installed to support the Mandalay Bay Resort and Casino's 43-story building
in Las Vegas, Nevada. Drilled and grouted over their entire 200-foot length, the piles supported the structure and
worked as ground reinforcement, drastically lowering the settling rate. The 600kips load used in the tests was 1.5
times the design load for each pile. It took the construction crew a remarkable 2.5 months to lay 110,000 linear feet of
high-capacity piles in a restricted space with barely 20 feet of headroom. Crews working in close quarters were able
to finish all 536 stress tests and attachment frames in only four weeks after the final pile was dug. Refer to Fig. 6.
Mandalay bay hotel.

The Leaning of the Historical Minaret of Al-Kadhimin Mosque

The Al-Kadhimin mosque is only one of several historical and archaeological landmarks in Baghdad. The mosque
has two enormous domes and four minarets, the oldest of which dates back 500 years to the northeast corner. off the
holy shrine courtyard, the minaret's recent tilt of around 80 cm off the vertical axis has become apparent. The
minaret's overall height is 41.5 m, and its three segments range in height from 18.8 m to 11.5 m. It was constructed
using bricks and plaster. Its diameters are 3, 6, and 8 metres, while its lengths are 2, 5, and 6 metres below ground.
Refer to Fig. 7. Historical Minaret of Al-Kadhimin Mosque.
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Rendition of an 18-story Building as part of the Mehr Project

Five residential reinforced concrete structures (Blocks A-E) with a podium construction and a two-story parking
garage make up the Mehr project in Kerman, Iran. Refer to Fig. 8. An Artist’s Rendition of an 18-story Building as
part of the Mehr Project. The building of the project's base occurred in four distinct phases. The initial step was to
excavate a 200 x 53 m? space to fulfil the architect's specifications; this was done in the summer to lessen the chance
of failure due to wet weather. To prevent groundwater capillary movement and provide a weatherproof building
base, a layer of well-graded earth was laid down in the second stage. As a third step, we implanted capping plates in
rafts above 346 grouted micro piles to avoid punching failure and guarantee efficient vertical load transfer.

Outcomes from Literature Review

1. To boost bearing capacity and decrease settlements, micro piles have proven useful in many ground
improvement applications, especially when reinforcing pre-existing foundations.

2. It is expected that the micropile method will be employed even more often in the future for reinforcing and
foundations, and it is now commonly utilized in rehabilitation works.

3. Third, high-rise structures on soft soils may benefit from the economical technical solution that micro-piled raft
foundations give.

4. Micro piles are the most cost-effective method for enhancing the quality of the ground. Especially useful for
adapting existing buildings, especially in challenging geotechnical situations. They lessen the soil's settling and
increase its bearing capacity.

5. The simplicity, efficiency, and low cost/low impact on the environment that characterize the Multi-helix
Micropile technique make it stand out from other approaches. Micropiles are the most effective method for
modifying an existing structure's base.

6. Multi-helix micropile technique stands out from other approaches because of its ease of use, low cost, and little
impact on the surrounding environment. Micropiles are the most effective method for modifying an existing
structure's base.

7. The pile length of a Micropile Foundation grows, and soil settling diminishes under the same load. When
building on sand sub grades, for example, employing vertical piles or reinforcing rods has several benefits.

8. When the piles are longer and more are driven into the ground, the earth becomes stiffer and the column's
ultimate bearing capacity rises.

9. Micropiles can withstand lateral and axial stresses.

10. Micropiles provide great adaptability in seismic environments.

11. With more micropiles, the load may be distributed more evenly, and the settlement can be minimised by
increasing the micropiles' depth and decreasing the distance between them.

12. The effectiveness of the group improved from two to three times the diameter of the micropile but decreased to
four times the diameter.

CONCLUSIONS

1. In construction projects, micro-piles are a highly useful solution to manage settlement and foundation tilting.
These friction piles are small in diameter, drilled, and grouted, making them a dependable way to reinforce
existing foundations.

3. Micro-piles are popular in various ground improvement techniques as they enhance structural stability and
prevent collapse.

4. The effectiveness of micro-piles is due to the frictional resistance between the pile and the soil, as well as the
group/network effects.

5. Micro-piles are versatile and can be efficiently installed in different soil types, making them a valuable asset in
geotechnical engineering.

6. Overall, micro-piles are crucial in ensuring the safety and longevity of structures.
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Table I.Types of grouting

Types Description
Type A: Gravity Only sand-cement motors or plain cement are used to lay the grout under a gravity head
Grout here [1].

Type B: Pressure

As the temporary steel casing is removed, clean cement grout is put into the hole. Injection
pressures range between 0.5 and 1.0 MPa. To minimize fracture of the surrounding earth,

through Casing the pressure is restricted [1].
Type C: Single Global Similarly to the gravity grout pile technique Similar grout is once injected into a sleeve
Post Grout grout pipe at a pressure of at least 1.0MPa before the main grout hardens [1].
Type D: Multiple This is accomplished via a modified two-step grouting procedure, similar to Type C, in
Repeatable Post Grout which 2.0 to 8.0 MPa of pressure is injected [1].
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Fig. 4. (c) Small Frame-Mounted Rotary Hydraulic
Drill Rig
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ABSTRACT

In the context of the Tolman-Bondi dust collapse model without a cosmological constant, it has been observed that
shell crossing singularity consistently takes place when starting from time-symmetric, regularly distributed initial
data. This occurrence typically happens in proximity to the central region of the matter configuration. We have

determined that a weak shell-crossing singularity arises during end stage of collapse of matter when the external
shells of the matter accelerate than the internal shells, provided certain conditions are met. This phenomenon is
initiated by specific initial data and consistently occurs close the middling region. When inceptive data are time-
symmetric and regular, weak singularity is a common outcome. However, for non-time-symmetric initial
information, whether shell crossing occurs or not depends on the primary velocity account. In cases where the initial
data is physically sensible, weak singularity occurs near the center of before the depth bounce radius is
accomplished. These findings were derived from calculations using Mathematical.

Keywords: symmetric,

INTRODUCTION

Tolman-Bondi model describes the gravitational collapse of spherically symmetric dust matter distribution. Tolman-

Bondi model matched to Schwarzschild exterior where all gIl are functions of C_ type. Initial density and velocity in
the Tolman-Bondi model are functions of radial coordinate r only. The Tolman-Bondi model’s collapse is
pressureless, which means every particular shell of dust with finite radius will collapse through its Schwarzschild
radius. For the homogeneous cloud, all shells of matters are not defined at the same time and, thus there is no weak
singularity at all Oppenheimer-Snyder . The proper time for inhomogeneous matter distribution depends on radius
(co-moving coordinate) r; as shell-crossings are not genuine curvature singularities, the nearby shell of matter
operates developing momentary density singularity, where Kretsch mann curvature scalar cloud blows up, this can
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be removed through the extension of space time. While these singularities are gravitationally weak, they may be
locally naked . From the perspective of geodesic comprehensiveness, mathematical continuations of the metric may
always be retrieved, in a distributional sense, in the vicinity of the singularity . Curvature invariants and tidal forces
also stay finite. This indicates that shell crossings are not legitimate physical singularities in the sense that they
indicate the breakdown of the model beyond an individual space like surface where matter flow lines intersect in
spherically symmetric geometries. Additionally, they also arise in the context of spherical. in homogeneous.
Newtonian. gravitational collapse. Density and pressure in natural objects are enormous, which could be the cause
of shell crossing singularity. Shell-crossing singularities are detachable and not a generic singularity in the LTB
model. Szekeres and Lum’s thorough research offered the following observations after taking into account both
relativistic and Newtonian. spherically. symmetric matter. distribution: (1) Jacobi fields go close to the finite-limit

1
singularity. (2) C” transformation can be used to change the boundary region. This gives rise to the possibility that,
with appropriate shape selection, a shell-cross of this kind could be avoided within the geometry.

TOLMAN-BONDI SPACETIME
The Tolman-Bondi Model, as previously stated, depicts a spherically symmetric dust matter cloud that is
indiscriminate in the radial direction. Tolman-Bondi model is written in synchronous co-moving coordinates so that

= O(I =r,0, ¢) , and Q= 1. For matter particles the velocity vector is u= ( 1,0, O’O), which means that co-

ordinate time and proper time U are same for all particles. The cosmological constant A is zero. The spherically
symmetric Tolman-Bondi class of solution given by metric below ;

ds?=  -dt?+e *®dr? + R3(t,r)dQ?, )
where V(t 1l ) and is an arbitrary function and

dQ?=d#*+sin’6d °. @)
The material content of the spacetime is assumed to be dust so that stress-energy tensor,

Tij = p(t'r)uiuj ' 3)
where p(t, r) denoting the energy density and only non-vanishing component of energy-momentum tensor is

Tp=p.

For the metric (1), the non-vanishing independent components of Einstein tensor are,

Gp= ( 1+e”(R?+2RRY+2RR") R’+2RRv)
R%(t,r) '

Gu= 2(R+R%)
R(tr)

Gy= e ?(2RR+R*+1 e”R?)
R%(t,r) '

REr)f e”(RY+R") Riv+R+R( i)

GZZ
Gy=  R(trkin’0e”(RV+R")+Ry R+R( R?+i)),

where an overhead dot and a prime denote partial differentiation with respect to t and r, respectively.
Introducing new auxiliary functions,
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f(tr)= e*R?tr) , @)

Fitr)= REr(R® f)
This simplifies Einstein’s equations greatly to, from equation (4),
cp E
R™= +f ()
R(t,r)
and from equations (4) and (5),

f= 0, (6)

F= 0,

with the constraint

F'= RZR'TOO. 7)

In view of equations (6) and (7), F and f are functions of r only. The metric (1) with e? = [1+ f (r))/ R’ ,

together with Einstein field equations fully determine the Tolman-Bondi family of solutions.
Thus the Tolman-Bondi metric is,

1”2
ds?=— iz + R T)
1+ f(r)

Parametric form of Tolman-Bondi family solutions are given below; Hyperbolic, f (r) >0

dr? +R(t,r)dQ’.

(8)

R(t,r)= ;((rr))(coshn 1),(sinhy  5)= 21(r );/E:) aO);

Elliptic, f (r) <0

R(t,r):i))(l cosy),(t a,)= F(r)( f(r)) ¥*(y singy) )

2f(r 2

As mentioned above Tolman-Bondi model contains three types of evolution with the time that is given by equations

(8) to (9). The positive expansion rate ( R(I’,t) > () this all these models leads to big-bang at t = a, (r)

The density for Tolman-Bondi metric is given by

F'(r
8mp(t,r)= WRZ)(“), (10)

— phik .
and the Kretschmann scalar K = R v Rhijk is,

_.5 F2r) o F(r)F(r) F(r)
LRt CRLOREr) SRR

(e.g. Bondi 1947 ), 4, and F are arbitrary functions of I', and all these functions have physical meaning as in the

(11)

big-bang region the time tz d, , in the big crunch region time t=< d; , and the local time at R(t, I') =0is d, (r)
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and F (I’) is the Misner-Sharp mass function that is two times of effective mass M.
Since F(r) is related to mass function, it must be non-negative everywhere.
F(r)zo0.
The Conditions for Shell-Crossing Singularity
The shell-crossing are defined by,

R'=0 andR >0. (12)

For general ( f (r)< 0) Tolman-Bondi solution can be easily obtained by parametric integrations. From equation

(10) we can write,

b a) - %(ffﬂnﬁwl )
R(tr) = Fsin2?,
f 2

Where 0 <7 <7 (elliptic), and d, is an arbitrary constant of integration that can be fixed with initial data. We

can fix @, (I’) with initial data R(O, r) = (r): d, (r) Therefore equation (13) becomes,

F .
a,=—( )" (n sinn,) (14)
from equation (11) and equation 14
f(esc?y/2+1) = R?, (15)
and hence,

¢ a2 (csczn/?+1) 32

using (16) we can rewrite the equation (14) at t=0
F (csc?y, 12+1) *° :
%®=—( TS ) (- sinn, ), (17)
2 R
. — . . pP3 — .
where 7], is value of # at 1= 0. Putting this R (O,F)— V(I’) in (17)
F s 5 3/2 .
a,(r)= >V (csc Mol 2 +1) (n, sing,). (18)
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as R(O, r)= 0. The redial coordinate

For time symmetric initial data v(r)= t, (r)= 0, which implies f=

is merely a different shell, and we can therefore fix the radial coordinate using the initial area radius coordinate
radius,

R(O,r)=r, (19)

50, equations (13) and (18) get simplified by using

f= %at v(r)=a,(r)=0,and R(0,r)=r.

A shell with initial proper area 4717”2 , will thus collapse to vanishing area radius in a time

r3
tcollapse (r) =z E J (20)

the relevant derivative of (20) with respect to r is,

3 F
t,collapse (r): E [_ _j (21)

4\r F

When entire matter collapses to zero radius, the outsides shell of matter going faster than the insides shell of matter,
and at some surface, they intersect each other and creating momentary density singularity. The necessary and
sufficient condition for shell crossing is function (21) should be a decreasing function of time. That is,

t'collapse < 0’ (22)

In view of (21) the condition on Misner-sharp mass function holds if and only if

F'_ 3
—>=, (23)
F r

This is the shell-crossing condition on mass and physical radius when the collapse occurs, physical radius going to
zero, and mass function going to infinity. For general ( f (r) = 0) Tolman-Bondi solution can be easily obtained by
parametric integrations. In the Tolman-Bondi model, a marginally bound case deserves special examination. This is
the boundary between the hyperbolic region and the elliptic region; also, # is not valid here. However, the parabolic
region is a special case with the energy function equal to zero. We can consider this as the most straightforward case
too. The local time at R(t,O) =4q, (r), ast 2 d, (r) is a time of big-bang, and in region t< a, (r), this is a time of

big-crunch. Without loss of generality we consider a special case

o [ o
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4r?
The time a, (r): oF is the proper time for the collapse of a spherical shell with an initial radius ", which is

always positive. Here we are concerned only with weak shell-crossing singularity, at the point
R(t,r)> OandR'(t,r)=0.

The time when shell-crossing occurs is given by.
t=t,=a,(+ay), 25)

when the collapse commences, the necessary and sufficient condition for weak singularity is

ts <a,, (26)
This leads to
y(r)<o, 27)
ie.,
F' 3
—>=, (28)
For

This is the shell-crossing condition on mass and physical radius in (28) ,which is exactly the same as the one for the
time symmetric f (r)< O case. From equation (28) for any value of &, (r), this collapse will give a strong shell-

focusing singularity at the center.

Data, Methodology
t1 = SessionTime[];
coor = {t, r, \[Theta], \[Phi]};

metric={{-1, 0, 0, 0},
{0,-Exp[ DIR[tr],r]/(1+f[r]), 0, 0},
{0,0, -(R*2[t,x]), 0},
{0, 0,0, -(R[t,x] Sin[\[Theta]])"2)}};
gup = Inverse[metric];
gama = Table[(1/2) (D[metric[[i, k]], coor[[j]]]
+ D[metric[[j, k]], coor[[i]]]
- D[metric[[i, j]], coor[[K]]]),
fi, 41, G, 4), {k, 411

gamaup = FullSimplify[Table[Sum[gup[[h, k]]

gamal[i, j, K]],

{k, 4}], {h, 4}, {i, 4}, {j, 4}11;
riemannlowhijk = Table[FullSimplify
[(1/2) (D[metric[[h, j]], coor[[i]], coor[[k]]]

+ D[metric[[i, k]], coor[[h]], coor[[j]]]

- D[metric[[h, k]], coor[[i]], coor[[j]]]

- D[metric[[, j]], coor[[h]], coor[[k]]])

+Sum[al=1,4] Sum[bl=a4]
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gupl(D(aLb1)(D](gamal[(, kal]
[Indenting NewLine]gamal[(h, j,b1]]
-gamal[(i, j, a1)]] gamal[h, k,b1]]]
{h, 4}, {i, 4}, {j, 4}, {k, 4}];
rik = Table[FullSimplify[Sum[Sum[gup[[h, j]]
riemannlowhijk[[h, i, j, k]],
{h, 4], {j, 4110, i, 4}, {k, 4}];
ricci = FullSimplify[Sum[Sum[gup[[i, k]]
rik[[i, K], {i, 411, {k, 4}1];
einsteintensorlowik = Table[FullSimplify[rik][[i, k]]
- (1/2) ricci metric[[i, k]]],
{14}, {k, 4}1;
uupi = {Exp[- \[Nu][r, t]], 0, 0, 0};
ulowi = uupi.metric;
mlowij = Table[FullSimplify[(\ [Rho] + p)
ulowi[[i]] ulowil[[j]]
+ p metric([i, jlI], i, 4}, §j, 411
einsteintensorlowik == mlowij;
Print["Christoffel Symbols of Second kind are"]
For[h=0, h<=3, h++,
For[i=0,i<=3, i++
For[j=i,j<=3, j++
If[gamaup([h, i, j]] == 0,
Print["\ [CapitalGamma]up ", h, " low ", i,j,
" =" gamaupl([h, i, jl11I]
Print["The non-zero components of Riemann Tensor are"]
For[h =0, h <=3, h++,
For[i=h,i<=3, i+
For[j=0,j<=3, j++,
For[k =j, k <=3, k++,
If[Riemann low hijk[[h, i, j, k]] =!=0,
Print['R", h,i,j, k,"=",
riemannlowhijk[[h, i, j, k]]]111]]
Print["Non-zero components of Ricci Tensor are "];
For[i=0,1<=3, i++,
For[k =1, k <=3, k++,
If[rik[[i, k]] =!=0,
Print['R", i, k, " =", rik[[i, k]1]11]
Print["Ricci Scalar R =", ricci]
Print["Non-zero components of Einstein Tensor are "J;
For[i=0,1i<=3, i++,
For[k =1, k <=3, k++,
If[einsteintensorlowik][[i, k]] =!=0,
Print["'G", i, k, "=",
einsteintensorlowik|[[i, k]]]1]]
Print["Non-zero components of m_{ij} are "];
For[i=0,1i<=3, it++,
For[j =0, j <= 3, j++, If[mlowij[[i, j]] =!= 0,
Print["'m_", 1,j, " =", mlowij[[4, j]1]11]
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Print["Non-zero components of Field equations are "];
For[i=0,1i<=3, i++
For[j=0,j<=3,j++,
If[einsteintensorlowik == Mlowij =I=0,
Print[einsteintensorlowik][i, j]] == Mlowij[[i, j]]]]]]
t2 = SessionTime[];
Print["Time Taken=", t2 - t1, " Seconds"]

A prime and dot are derivative with respect to " and t

CONCLUSION

We have demonstrated that, although the free. surface approach, which is a purely kinematical study, cannot connect
the preliminary information to the shells” motion, it does produce a rather straightforward method for
demonstrating the inevitable crossing of shells close to the center. We have demonstrated that eliminating the
cosmological. constant will not prevent. shell-crossing. singularities from happening close to the center. This more
physical analysis was made possible by reducing Einstein’s equations to first. integrals of. motion. It has been
demonstrated that there are several necessary and sufficient conditions under which a lack of cosmological constant

<0

arises in the shell-crossing singularity of the Tolman-Bondi model. This can explaining by fact that if t'collapse

r

then — > — then weak singularity will occurs. The A repulsion becomes increasingly. irrelevant at late. times,
r

that is, in the strong-field. region, where the criterion for shell crossing becomes analogous to that for neutrally
charged dust. collapse in an asymptotically. flat. space time. This is in contrast to Lorentz forces, which become less
apparent as collapse proceeds and the area radius of the shells decreases.
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ABSTRACT

The concrete industry has witnessed a significant transformation with the integration of robotic
technologies. The concrete industry, a cornerstone of modern construction, has experienced a paradigm
shift propelled by the integration of cutting-edge robotic technologies. This review delves into the
revolutionary advancements brought about by the application of robotics across different facets of the
concrete lifecycle. From the precision-driven construction processes to the maintenance of concrete

structures, robotics has ushered in a new era of efficiency, safety, and sustainability. The review begins
by examining the integration of robotics in the construction phase, encompassing tasks such as formwork
assembly, concrete pouring, and even the erection of intricate structures. Robotic arms and autonomous
machinery have redefined the way concrete is placed and shaped, reducing labor-intensive processes and
expediting project timelines. Moreover, these technologies have enabled the realization of complex
architectural designs that were once deemed challenging to execute. Beyond the construction phase, this
review explores how robotics has redefined concrete maintenance and inspection. Drones equipped with
advanced sensors and imaging capabilities are employed to assess the structural health of concrete
elements, identifying potential issues before they escalate. The incorporation of smart sensors within
concrete structures, coupled with robotic devices, allows for real-time monitoring of structural integrity,
contributing to enhanced safety and longevity. The review also delves into the realm of concrete
recycling, where robotic systems are employed to sort and process waste concrete, transforming it into
reusable aggregates. This sustainable approach not only reduces environmental impact but also
addresses the growing concern of concrete waste. While the integration of robotics in the concrete
industry presents numerous advantages, challenges such as programming complexity, cost
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considerations, and the need for skilled technicians must be addressed. Nevertheless, the trajectory is
clear: robotics is poised to play a pivotal role in revolutionizing the concrete industry, fostering
innovation, and shaping the future of construction and infrastructure development.

Keywords: Concrete Industry, Robotics, Construction, Maintenance, Inspection, Sustainability,
Technology, Automation, Revolution, Efficiency

INTRODUCTION

Drilling anchor bolts, tying rebar, and breaking up old concrete are all repetitious, tough, and risky jobs in
construction. So, if there was a method to have a machine execute such tasks without human supervision, it would
help to alleviate the labour crisis while also sparing present employees' bodies, not to mention saving money and
improving productivity. In the next decade, robotics and automation are likely to play an increasingly prominent
role in the construction sector. Because the building environment is dynamic and unstructured, research and
development (R&D) in the use of high technology is required. Recent advancements in robotics in other industrial
domains have shown a significant opportunity to enhance the automation of complex building operations.
Construction equipment, particularly for the concrete sector, is constantly evolving. Contrary to popular belief, an
abundance of offers should be treated with care since there is a vast variety of equipment available for the same
scope of work, driving construction industry participants to stay current on new technology. Only continual
updating enables the optimal equipment selection to be carried out. Regulating concrete processes includes
regulating concrete equipment, which includes equipment for producing, transporting, and placing concrete on-site.
This paper not only shows the concrete equipment at each step of the concrete cycle but also their features, as a
contribution to the creation of selection criteria for concrete equipment at each stage. Concrete construction
equipment is critical for construction firms. A construction business may do excellent building work in less time by
using high-quality concrete construction equipment. It may therefore reduce labour expenses while increasing
earnings by providing excellent building services to its customers more quickly.

With technological advancements, a variety of concrete construction equipment is now available for use by
construction businesses to optimize building operations. Some of the most basic and significant kinds of concrete
construction equipment are used in building operations. Concrete manufacture, transportation, and placing all rely
on highly specialized equipment. The correct use of existing equipment is related to the proper manufacturing,
transportation, and placing of concrete on-site. Concrete production equipment plays a significant role since it allows
for the mixing of concrete elements in various forms, as well as the mixing of suitable mixes for the needed final
qualities of concrete. The variety of manufacturing, transportation, and concrete placing equipment is a consequence
of technological advancement and the growth of concrete itself. Constant research in the field of construction
materials, notably in the field of concrete, pave the way for new equipment with the goal of optimizing
manufacturing, transportation, and concrete placing processes. The history of concrete is given in the context of
exhibiting the progress accomplished to date and the obvious development of the equipment and the concrete itself.
The growth of concrete and concrete equipment necessitated the need to control the market in terms of safety in use.
This chapter describes how concrete and concrete equipment is regulated at the national and European levels.
Automation in concrete works includes material manufacturing, concrete mixing, placing, post-laying levelling,
surface water removal, and final floor finishing. Control systems for ready mix, precast, pre-stressed, and block
plants, as well as ready mix dispatch systems, are increasingly ubiquitous on building sites. Mixer moisture control,
colour batching software for solid or liquid dispensers, and so on are examples.
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Need of Study

Robotic technology has made significant progress in recent decades, allowing robots to be used in various human
activity sectors. One of the industries that is beginning to adopt robotic technology is construction. The use of robots
in construction can automate a wide range of jobs, potentially changing the industry. However, concerns still exist
regarding the replacement of humans by robots throughout the building process. Demolition was one of the first
applications of robots in construction, and robots are now making processes like breaking down walls, smashing
concrete, and collecting trash more efficient. The use of 3D printing in the building industry is also becoming more
common, allowing for the printing of complicated, layered components and items to be used in construction,
potentially saving time and money across several projects.

Objectives of Study

This article examines the use of robots in construction to increase efficiency, safety, and quality, as well as save time
and money. The study includes a literature review and identifies important factors influencing the robotic process,
such as the nature of the building and activity.

REVIEW OF LITERATURE

Following are the critical literature reviews based on revolutionizing the concrete industry with robotic applications.

Berlin et al. (1992)wrote about the creation of a mobile robot that can be used to finish, grind, and clean concrete
during building. There were two parts to the process. In Phase 1, a test car was built to try out ideas for guidance.
During the second phase, a test robot with tools was made. To get the best movement and area coverage, different
vehicle-tool combinations were modelled and simulated. The writers came to the conclusion that the built-in
flexibility of the control system to different devices for finding means that they can use sensors ranging from a cheap
rebar detector to a high-tech laser range finder. The modelling package that was made turned out to be a very useful
tool when testing different robot setups [1]. In 1993, Alvarsson et al. developed the Rollit Robot which can travel on
fresh concrete and vibrate, density, and smooth its surface. The robot has been used for bridge deck repairs and the
authors recommend proper compaction and vibration for improved durability[2]. Bryson et al. (2005) gave an
overview of two successful efforts in Europe to use robots to manage the process of filling with asphalt and concrete.
The process is broken up into separate jobs that can be put together into operations. Robotic systems can do the
operations on their own or with help from an engineer. RoboPaver is a self-driving robot that combines the tools and
processes of both paving operations into one machine. It also uses an Intelligent Concrete Construction system for
remote control of construction operations based on real-time data about materials and machine performance. When
RoboPaver is used to build pavement, the prices of labour and machine care go down, there is less downtime on the
job site, and the safety and quality of the finished pavement part go up [3].

Maynard et al. (2006) presented the design of a fully autonomous robot for concrete pavement construction. The
robot aims to improve quality, productivity, and efficiency while providing safety in hazardous environments. The
authors suggested that conventional paving equipment lacks automation and standardized processes, making it
unsuitable for hazardous environments. They also noted that autonomous robotics can help reduce operational
costs[4].Daniel Castro-Lacouture et al. (2007)looked at a fully autonomous robot that has all the equipment needed to
pave concrete. They compared it to the traditional way of doing things, which involves a lot of hard work, a slip
form paving machine, and other equipment. The goal of the study is to compare the two ways of making concrete
with modelling tools to find out which one is more productive[5]. Using GPS and laser technologies, Cable et al. did
a study in 2009 that looked closely at how well stringless pavers worked. This technology was made by a company
that makes concrete pavers and a company that makes machine guiding solutions. It has been used successfully on
several earthmoving and grading projects in construction. The main goal of the study was to see how well GPS and
laser control guided the concrete slip form paver, making sure the end portland cement sidewalk was straight and
the right depth. The results were then compared to those from similar projects in Washington County, Iowa, where
string line control was used[6]. Shrivastava et al. (2012) reviewed research on kinematic and dynamic analysis of jaw
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crusher attachments, concluding that kinematic analysis is helpful for improving operating performance and design
quality. The paper also explores the background of jaw crusher kinematics for further research[7]. Lee et al. (2012)
explored a framework for a new concept that combines robot-supported, systemized deconstruction with
conventional methods. They analyzed its potentials and objectives and demonstrated that in the future, buildings can
be deconstructed and disassembled in on-site factory-like environments using automated/robotic equipment and
Agent-Based Modelling (ABM)[8]. Neudecker et al. (2016) investigated the use of sprayed concrete technology for
automating the production of freeform concrete parts. They presented a case study where a factory robot equipped
with a concrete spreading tool was used to create a concrete wall. The study examined various spray technologies for
shaping concrete elements, as well as the process features of robot-assisted shotcrete applications, surface finish, and
accuracy of material application. The authors concluded that spraying concrete with the aid of robots holds great
promise for producing freeform concrete parts[9]. Lublasser et al. (2016) In order to improve energy efficiency and
reduce environmental impact, many buildings require complete renovation.

However, current materials and design concepts for energy-saving insulation are unclear regarding their
recyclability and versatility. Our research focuses on using foam concrete to create insulation and reusable facade
finishes that can be customized for each building. We have developed a plan for robotically applying foam concrete,
which includes end effector ideas, robot programming, and surface design planning[10]. Khidir (2018) analyzed and
designed a cement mixer blade that can be easily replaced for multi-use. The study utilized Solid works V. 2017 and
concluded that Centrifugal Blades Type (b) is superior[11]. Derlukiewicz (2019)developed a Human-Machine
Interface (HMI) accident prevention system for disposal robot operators using the create Thinking method. The
study includes an academic review of processes and methods, as well as conceptual design. The suggested system is
fine-tuned through physical tests and FEM calculations[12]. Gharbia et al. (2019) discussed the use of robots in
concrete building construction and conducted a systematic review of 48,200 documents. They found that the USA,
Germany, and Switzerland were leaders in this field. While robots can replace many construction activities,
horizontal RC elements still require support, and rapid prototyping is the best method for building construction
using manipulator robots[13]. The purpose of the discussion is to interpret and describe the significance of your
findings in light of what was already known about the research problem being investigated, and to explain any new
understanding or fresh insights about the problem after you've taken the findings into consideration.

Robots in Concrete Industry

Robots in Concrete Industry

Constructing buildings is a methodical process that involves skilled workers and formwork methods. However,
manual labor is slow, expensive, and incompatible with modern construction techniques. The complexity of the
construction site and the variability in building processes pose challenges for using robots in construction. While
some self-driving building robots have been developed, they are limited in their capabilities and intelligence. The
concrete business is constantly evolving, with more advanced tools being introduced regularly. This paper examines
the equipment used in the different stages of the concrete cycle, as well as the materials used to manufacture them, to
help inform equipment selection for each stage.

Types of robots used for concrete-related work

Concrete-Eating Robots

The ERO Concrete Recycling Robot quickly dismantles concrete buildings without producing dust or waste. It uses a
high-pressure water gun to crack the surface of the concrete, separating the waste and packaging the clean material
for use in new prefabricated concrete buildings.

Concrete saw

A concrete saw, also known as a consaw, road saw, cut-off saw, slab saw, or quick cut, is a hand tool used to cut
concrete, brick, asphalt, tile, and other solid materials. Diamond saw blades are commonly used on concrete saws for
cutting concrete, asphalt, and stone.
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Concrete crushers

There are two kinds of concrete crushers. One is a mobile concrete crusher that looks like a backhoe but has an
extension on its boom arm to break up big rocks into small gravels. The second type is mostly used in factories to
turn medium-sized rocks into powder or gravel.

Concrete Finishing

Power Trowels

It is a small piece of equipment that is used to clean concrete surfaces. It has a strong motor with a set of trowels
attached to it. The trowels spin quickly on the concrete surface, giving it a nice, smooth finish. There are two kinds of
it.

Ride-on power trowels
In ride-on power trowels, the operator sits on the machine and runs the tools to make the concrete surface smooth.

Walk-behind power trowels
In walk-behind electric trowels, the person using the machine walks behind it.

Vibratory Screed Finisher

A vibrating slurry finisher has a truss frame with a base that is at least 1 foot wide. For vibratory action on the
concrete, it is set up with eccentric weights that are driven by a motor or with air vibrators that are driven by a
motor. It is also often used to smooth out the sidewalk.

Tining Machine

Tining is the process of making holes in soft concrete that are all the same length and width. It is done when another
layer of concrete is going to be put on top to make the joints fit better. Tining can be done by hand with a tining tool
or with a machine.

Concrete Paving Machine

A paver, also called a paver finisher, asphalt finisher, or paving machine, is a piece of building equipment used to
put asphalt on roads, bridges, parking spots, and other places. It flattens the tarmac and gives it a little bit of pressure
before a roller comes along and does the rest.

Concrete Vibrator

A vibrator is a piece of machinery that makes movements. Most of the time, the shaking is caused by an electric
motor with a mass on its axle that is out of balance. The concrete vibrator is one of the best pieces of concrete tools
that helps save time and money by putting the concrete materials in the right spot.

3D concrete printing

This equipment is very helpful in the building field because it saves time, money, makes designs more flexible, cuts
down on mistakes, and is better for the environment. Concrete is pushed through a tube to build up layers of
structure parts without the use of moulds or vibrations.

Mixer machines

Concrete can be mixed in a laboratory with a pan-type mixer. It is made so that both dry and wet materials can be
mixed well. The mixing pan can be taken out and tipped to make it easy to get to and empty when mixing is done. It
is turned by an electric engine that turns a turntable.

68873




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©OIJONS

Vol.14 / Issue 82 / Feb / 2024 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
Devang J. Rathod et al.,

Drum Type

Tilting

There are two main kinds: Horizontal: One end has a hole for charging and the other end has a hole for discharge.
Single drum: Materials are put in and taken out through the same hole.

Non tilting mixer

Concrete mixers that don't tip over come in sizes of 200NT, 280NT, 375NT, 500NT, and 1000NT. As the name
suggests, they can't be turned sideways. On one side, usually the top, the ingredients are put in, and on the other
side, the concrete is taken out. They are used to make bigger batches of concrete.

Reversing Mixer

The whole drum spins around its axis as materials enter through a charge chute on one end and leave through a
discharge chute on the other end. Once the ingredients are well mixed, the drum is turned around and the blades
push the concrete through to the end of the mixer where it comes out.

Advantages of Application of Robots in the Concrete Industry
Improved product quality

Improved quality of life

Reduction of labour costs

Reduction in material waste

Safety considerations

Better quality and workmanship

S e

Disadvantages of Application of Robots in Concrete Industry

1. Automated equipment includes the high capital costs that come with investing in automation (designing,
building, and installing an automated system can cost millions of dollars).

2. It needs more upkeep than a machine that is handled by hand.

Robots have limited capabilities

4. Robots (still) need humans

W

Case Study

A new research indicates that the lack of skilled labourers in the construction industry is soon becoming a major
problem. The problem of a smaller workforce and an older population results in higher pay, worse construction
quality, project delays, higher costs, and a higher likelihood of accidents on construction sites. Robotization or
automated installation has been suggested as a solution to these problems. The first case study is the destruction of a
100-year-old swimming pool in a method that was quicker, safer, and more affordable than any other. Three Brokk
concrete-breaking machines were used for this. Gnat UK overcame severe obstacles in renovating a leisure club in
Dunfermline, including overcoming limited access, constrained working areas, and the need to tear down a
swimming pool's concrete edges that were only centimetres away from listed delicate cast iron roof supports. The
second case study focuses on the use of 3D paving technology for concrete paving projects in India. India's longest
tunnel road project, the Chenani-Nashri tunnel, will provide a different path to the current road network that
connects these two places. This project is remarkable for being the first of its kind in India to employ 3D paving
technology for concrete paving operations. It was partly sponsored by New India Structures Pvt. Ltd. (NIS). The
hydro demolition of precast concrete pieces is the subject of the third case study. Precast concrete panels needed to
be modified, so a civil engineering company engaged Hydro blast to accomplish it. Efficiency, accuracy, and safety
are requirements for such work, and we take pride in providing them to all of our clients.
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Case 1 Carnegie Swimming Baths

The demolition of a 100-year-old swimming pool was accomplished more quickly, more cheaply, and safely using
three Brokk concrete-breaking machines than with any other approach. Therefore, after carrying out the necessary
preliminary work, we hired experts Gnat UK to tear down the pool's walls and floor. Two additional heavyweight
machines were needed to complete the more difficult operation of tearing down the pool's surrounding walls. This
second walkway piece had to be removed in more than twice as much time, according to Gordon McGhie,
demonstrating the effectiveness of the Brokk operation. More proof of this was provided by the next and trickiest
issue, which included tearing down the 2.3-meter-high pool walls, particularly when they were located barely 100
millimetres in front of the row of cast iron roof columns. The contractor then drilled a series of eight 150mm diameter
holes to create a slot immediately in front of each column, close to the pool wall below. The purpose of these holes
was to physically separate this remaining portion of walkway slab from the nearby collapse of the pool wall by
Gnat's robots. In order to prevent damage or stress to the nearby iron columns during demolition, a 150mm spacing
would remove any structure-borne vibration or movement. Gé&I Diamond Drilling initially saw-cut the walkway
concrete in a precise circle around each column while the remaining slab was being removed in order to make the
Brokks' labour easier. The contractor then drilled a series of eight 150mm diameter holes to create a slot immediately
in front of each column, close to the pool wall below. The purpose of these holes was to physically separate this
remaining portion of the walkway slab from the nearby collapse of the pool wall by Gnat's robots.

Outcomes

The two machines worked twice as quickly as planned, tearing down the full 553m3 volume of walls and slab in only
five weeks. They had to carefully remove concrete from less than 100mm away from the original columns while
tearing down the 1.3m thick pool walls. Since Gnat has already moved the machine south to London for use on a
tunneling contract, the modifications to the Brokk 330's boom have proven to be cost-effective. Its short working
length is proving to be very useful for lifting and positioning concrete lining pieces after digging the 2.5 m diameter
tunnel face.

Case 2 3D paving technology for concrete paving operation

Due to their continual exposure to inclement weather and heavy traffic, the arterial highways that link Jammu and
Srinagar are difficult to maintain. The Chenani-Nashri tunnel project, which would provide an alternative route to
the current road network connecting these two locations, is India's longest tunnel road project. The National
Highways Authority of India (NHALI) is funding this project as part of a $723 million USD end eavour to link Jammu
and Srinagar. This outstanding project, which is 9 kilometres long from end to end, will cut the trip from Chenani to
Nashri's route by 31 kilometres and its duration by two hours. This project, which is being carried out in part by
New India Structures Pvt.

Challenges

This tunnel road will include the construction of a:

1. 9 km highway

2. 50 metre single span bridge at the north portal of the tunnel
3. 40 m single span approaching bridge at the south portal.

String lines must be built up according to conventional paving methods. This process has inherent problems that
hurt a project's timetable. Physical strings take up more room, prevent vehicles from moving, and seriously endanger
the safety of the workers who are there. Leica Geosystems' automated 3D paving technology, according to Mr.
Parminder Sidhu, might potentially overcome these obstacles, allowing his business to create a high-quality product
in spite of the difficult circumstances. The tunnel's limited area may be used thanks to the integrated 3D string less
paving system, Pave Smart 3D. "Freedom for truck mobility on the job site has been provided by not having to set up
string lines. Trucks deliver the concrete and leave considerably more quickly, according to plant engineer Sandeep.
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Cost efficient precise surfaces
The 3D system simply accepts data once, unlike the traditional work detail where strings are built up on a daily
basis.”The tracks' motion is 3D directed, which makes creating curves extremely simple. Working with string lines is
fairly challenging, according to NIS paver operator Santosh Navele. One responsibility remains after the system
handles all potential problems: ensuring a steady supply of concrete. Multiple tasks might be completed at once
thanks to the use of Leica Geo systems technologies. Road paving, tunnel wall lining, and electrical conduit
installation were all completed at the same time. Costs associated with gasoline and labour might also be decreased.
On the day of paving, the survey team set up in three easy steps to pave uninterrupted:

1. Place the Leica Viva TS15 robotic total station

2. Track it to the 360-prism mounted on the paver

3. Turned on Leica Pavesmart3D

In order to guarantee that the completed surface is always consistent with the data, the Pave Smart 3D system
utilizes the survey data to control the steering tracks and movement of the paver's hydraulics. Setting tolerances in
the machine computer eliminates the possibility of mistake or variation from the design data. The hydraulics and
steering lock up when these restrictions are surpassed. The next day is a handy and speedy day to resume work. To
resume paving, the paver's mould is positioned in relation to the day's finish point. The 3D control technology allows
us to operate more quickly without sacrificing quality since it removes laborious tasks.

Case 3 Hydrodemolition to Precast Concrete Sections

Precast concrete panels needed to be modified, so a civil engineering business hired Hydro blast to do the job.
Efficiency, precision, and safety are requirements for such a work, and we take great delight in offering them to
every customer. Precast concrete has to be cut precisely for the work at hand, which is exceedingly difficult to do
using more conventional techniques. In addition to ruining the look of concrete, tools like saws and jack hammers
may produce fractures and chips in the remaining structures, which damages the remainder of the construction. This
method of cutting concrete takes significantly longer than our water jetting options since it is much more difficult,
especially when precision cutting is required. In addition to these concerns, it was crucial for this work to pay
attention to the rebars within the precast concrete. The rebar may be harmed by excessive vibrations caused by
traditional techniques, or it could harm the equipment directly if the rebar came into touch with it.

Outcomes

The customer sought Hydro blast to utilize a safer and more effective process since they understood the challenges of
cutting concrete of this kind and the safety hazards involved. Due to its accuracy and remote control capabilities, we
decided to employ our Aqua Cutter 410 Evolution robot. Because of these features, the procedure is safe for
operators who can stand at a safe distance away. We were able to accomplish the operation quickly and with little
damage to the remaining buildings and rebars because to our experience, expertise, and equipment. The customer
was overjoyed, and Hydro blast was able to complete another successful work.

CONCLUSION

The following conclusions are made from the literature reviews

1. By combining building, machine (robot), and process design on a systems level, the Integrated Construction
Automation Methodology (ICAM) will aid in automating the construction process.

2. The use of robots in the construction industry is still behind other sectors, such the car industry.

3. One solution for construction organizations looking for methods to increase productivity, quality, and safety is to
embrace automation and robots.

4. Because robotic technology research in concrete building construction is still in its early stages, it is characterized
as being under development and often difficult to execute.
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Research into cutting-edge robotic technologies that may be adopted in the construction seems to be an emerging
strategy; the use of robotics in building has constraints that need to be addressed.

REFERENCES

1.

10.

11.

12.

13.

R. Berlin and F. Weiczer, “Development of a Multipurpose Mobile Robot for Concrete Surface Processing,” 9th
ISARC International Symposium on Automation and Robotics in Construction, pp. 1-10, 1992, doi:
10.22260/isarc1992/0064.

Y. Alvarsson and L. Molina, “A Robot for Levelling and Compaction of Concrete,” Automation and robotics in
construction X: proceedings of the 10th International Symposium on Automation and Robotics in Construction (ISARC),
Elsevier Science Publishers, pp. 63-70, 1993, doi: 10.22260/isarc1993/0009.

L. S. Bryson, C. Maynard, D. Castro-Lacouture, and R. L. Williams, “Fully autonomous robot for paving
operations,” Construction Research Congress 2005: Broadening Perspectives - Proceedings of the Congress, vol. 40754,
no. August 2005, pp. 371-381, 2005, doi: 10.1061/40754(183)37.

C. Maynard, R. L. Williams, P. Bosscher, L. S. Bryson, and D. Castro-Lacouture, “Autonomous robot for
pavement construction in challenging environments,” Earth and Space 2006 - Proceedings of the 10th Biennial
International Conference on Engineering, Construction, and Operations in Challenging Environments, vol. 2006, no.
March 2006, pp. 92-101, 2006, doi: 10.1061/40830(188)92.

D. Castro-Lacouture, C. Maynard, L. S. Bryson, R. L. Williams, and P. Bosscher, “Concrete paving productivity
improvement using a multi-task autonomous robot,” Automation and Robotics in Construction - Proceedings of the
24th International Symposium on Automation and Robotics in Construction, pp. 223-228, 2007.

J. K. Cable, E. J. Jaselskis, R. C. Walters, L. Li, and C. R. Bauer, “Stringless Portland Cement Concrete Paving,”
Journal of Construction Engineering and Management, vol. 135, no. 11, pp. 1253-1260, 2009, doi:
10.1061/(asce)co.1943-7862.0000083.

A. K. Shrivastava and A. Sharma, “A Review on Study of Jaw Crusher,” International Journal of Modern
Engineering Research (IJ]MER), vol. 2, no. 3. pp. 885-888, 2012.

S. Lee, W. Pan, T. Linner, and T. Bock, “A framework for robot assisted deconstruction: Process, sub-systems and
modelling,” 32nd International Symposium on Automation and Robotics in Construction and Mining: Connected to the
Future, Proceedings, pp. 1-8, 2015, doi: 10.22260/isarc2015/0093.

S. Neudecker et al., “A New Robotic Spray Technology for Generative Manufacturing of Complex Concrete
Structures Without Formwork,” Procedia CIRP, vol. 43, pp. 333-338, 2016, doi: 10.1016/j.procir.2016.02.107.

E. Lublasser, J. Briininghaus, A. Vollpracht, L. Hildebrand, and S. Brell-Cokcan, “Robotic application of foam
concrete onto bare wall elements,” 33rd International Symposium on Automation and Robotics in Construction (ISARC
2016), no. ISARC, pp. 1-8, 2016, [Online]. Available: http://search.proquest.com/docview/1823082388?pg-
origsite=gscholar.

T. C. Khidir, “Designing, remodeling and analyzing the blades of portable concrete mixture,” International Journal
of Mechanical Engineering and Robotics Research, vol. 7, no. 6, pp. 674-678, 2018, doi: 10.18178/ijmerr.7.6.674-678.

D. Derlukiewicz, “Application of a Design and Construction Method Based on a Study of User Needs in the
Prevention of Accidents Involving Operators of Demolition Robots,” Applied Sciences (Switzerland), vol. 9, no. 7,
2019, doi: 10.3390/APP9071500.

M. Gharbia, A. Y. Chang-Richards, and R. Y. Zhong, “Robotic Technologies in Concrete Building Construction: A
Systematic Review,” Proceedings of the 36th International Symposium on Automation and Robotics in Construction,
ISARC 2019, no. ISARC, pp. 10-19, 2019, doi: 10.22260/isarc2019/0002.

68877




Indian Journal of Natural Sciences ﬁ www.tnsroindia.org.in ©OIJONS

Vol.14 / Issue 82 / Feb / 2024 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997

Devang J. Rathod et al.,

y -3
e

screed finisher

Fig. 5. Walk behind power trowels

Fig. 7. Tining machine Fig. 8. Concrete paving machine

68878




Indian Journal of Natural Sciences % www.tnsroindia.org.in ©OIJONS

Vol.14 / Issue 82 / Feb / 2024 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997

Devang J. Rathod et al.,

Fig. 10. 3D concrete printing
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ABSTRACT

The significance of the technical progress that has been experienced over the course of the last several
decades cannot be denied. Many various types of businesses have made astute use of the newly
emerging technical breakthroughs, which has led to significant enhancements in terms of productivity,

functionality, quality, and the overall level of comfort experienced by the end user. Buildings and other
types of infrastructure continue to be among the most costly and time-consuming types of things to
manufacture in our civilization, as is common knowledge. Therefore, the most recent trend in the
construction industry is to have automated construction sites that incorporate robots and automated
forms of technology in order to improve the quality, efficiency, safety, and productivity of building
operations. Automation, whether it be on-site or off-site, is helpful for accelerating the building process
while maintaining the necessary level of integrity, maintaining a high quality of work, and increasing
overall productivity.

Keywords: Automation, Construction, Industry, On-site and off-site automation

INTRODUCTION

Automation refers to the use of advanced technological equipment, control systems, and information technologies to
efficiently operate or manage a process, minimizing the need for human intervention. People have said that building
automation is the use of mechanical and electronic tools to make construction work automatically or to direct it in a
way that reduces risk, time, or effort while keeping or improving quality. Automation can make workers less reliant
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on each other, increase output and efficiency, reduce inconsistency, cut down on human mistakes, give more control,
stability, a safe place to work, etc. The construction phase has significant importance in civil engineering
constructions, since the overall success of the project is largely contingent upon the quality and efficiency of this
phase. Construction work is sometimes done in risky conditions and situations, so robots and automation are needed
to make the work safer and better. At this point, both automation on-site and automation off-site help the building
business.

Evaluation for using Robots and Automation

At first, robots were made for the manufacturing industry and were meant to do simple jobs in a comfortable setting.
On the other hand, robots that are meant to work on building sites must be able to move around, adapt to different
surroundings, and do different things almost every step of the way. Using more industrial production, sustainable
production, mass individualization, and clever building to make buildings easier to build changes construction
engineering. So, new study shows that robot technologies can improve quality and control of tools in a big way in a
number of building automation uses. It would be helpful to be able to automate building, especially in places where
people are dangerous or hard to work with. For example, robots could be sent to underground or extraterrestrial
environments to build homes for later human travellers. There are many ways that robots and automation can be
made better in all parts of the process.

Need of Study

One of the most important industries in India is the building business. The construction industry is a big part of what
makes the country's business better as a whole. However, issues about the quality of building are a big problem in
the Indian construction industry. The real cost of building and labour is going up because of things like a lack of
skilled workers, badly fitted equipment, and bad plants. The building business needs a lot of workers, and
construction work is often done in dangerous places. In wealthy countries, technology in building has become more
and more important quickly. So, growing countries like India need technology in the building business to get more
work done, better work, faster development, and a lot more.

Objectives of the Study

The following are the main objectives of the study work.

1. To find out about different robotic tools that can be used on and off site.

2. To figure out if technology can work in the building business.

3. To make suggestions for how technology, both on-site and off-site, can be used in the building business.

REVIEW OF LITERATURE

Here are reviews of past studies on how technology is used on-site and off-site in the building business. Kangari et
al. (1997) they discussed the four key elements: strategic alliances, effective information gathering, reputation by
innovation, and technical fusion that fosters the development of unique construction technology in Japan. It has been
found that as a consequence of the worldwide technology information collecting, the enormous Japanese
construction businesses are now more cognizant of foreign technology. At a prominent construction firm in Japan,
long-range technology forecasting, which blends current activities with future visions, has been shown to be the
crucial link between innovation and business strategy[1]. Van Gassel et al. (2006) researched the wall panel assembly
performance, they found data about the accidents and problems found because of wall panel assembling or curtain

wall assembling at great heights in dangerous conditions done manually. After this research, they also carried out
the study of some different technological companies all over the world developing and using robotics and
automation for wall assembling. Kajima, Fujita etc. Japanese companies are manufacturing and using robots for
curtain wall assembling on construction sites. Other such case studies are carried out by the researchers [2]. Elattar et
al (2008) stated the opportunities and challenges of the utilization of robotics and automation in the construction
industry. As per the researcher several types of activity are to be done by robotics and automation may help the
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construction industry, These activities are concrete work, road construction, finishing works, and also in building
management systems [3]. Bock (2008) outlined many examples of robots and automation used both on and off
construction sites. His primary focus is on the use of robots and automation in the prefabricated masonry industry,
the precast concrete business, the wood building industry, and the steel component manufacturing industry [4].

Pachon et al. (2012) described that in the prefabrication and on-site construction stage the use of automation can be
applied. The prefabrication stage utilized off-site automation and on-site automation is useful for the construction at
the building site. He further explained two types of robotics for on-site automation. Single-task robots are designed
for pre-determined activities, like repetitive work. The other type of robot is a multitasking robot which is used on-
site to complete a cycle of several activities [5]. Tambi et al (2014) Construction is a labor-intensive business, and
work is done there under unsafe and hazardous conditions. Construction businesses in emerging nations like India
need automation technology like new machinery, electrical gadgets, etc. The issues with construction work, such as
declining job quality, a lack of manpower, worker safety, and project working conditions. This essay uses qualitative
research on regional construction businesses in and around Pune to provide data on automation in the Indian
construction sector. This article discusses various implementation challenges resulting from the qualitative
investigation. Identifying the challenges to integrating automation technology in Indian infrastructure projects and
construction enterprises was the primary goal of this article. In order to boost efficiency and improve the quality of
their work, modern infrastructure projects and construction companies must adopt automation technology [6]. Yang
et al (2007) The hesitance of businesses to embrace new technology stems from a combination of not understanding
the benefits of these innovations and not being able to accurately foresee their competitive advantage. An extensive
examination of the construction industry's use of technology and overall project performance yielded data from
more than two hundred significant facility projects.

Eleven hypotheses are presented and analyzed based on four key data class variables: industrial sector, total
installed cost, public vs. private, and greenfield vs. expansion vs. rehabilitation projects. Research findings on the
correlation between successful project completion and the use of technology are analyzed. This study's results imply
that automation and integration technologies may considerably increase project performance in terms of stakeholder
success, particularly for specific types of projects. This study's findings might help organizations make decisions
regarding the appropriateness of using technology for certain jobs [7]. Oke et al (2017) did study on the impacts of
automation on the performance of the construction industry. They also conducted a survey among the many main
participants in the sector and came to some conclusions on the most significant disadvantages of the usage of
automation in the sector. These significant issues include high capital costs, workforce relocation, increased
maintenance, worker emotional stress, and less flexibility [8]. Pan et al. (2018) studied the current situation of public
housing construction (PHC) in Hong Kong country. As a major demand of PHC in Hong Kong, researchers found
several problems facing conventional construction techniques through literature, surveys and also through site visits.
They recommend several types of robotics and automation to find the solutions faced by the current construction
industry [9]. Jang et al. (2019) have reviewed the offsite construction management process and they concluded that at
the process level, Building Information Modelling (BIM), and Off-Site Construction (OSC) are to be correlated with
each other for the working of off-site automation. They also concluded that the OSC is an advanced construction
method and has many advantages over the traditional method [10].

Significant Results of the Literature Review

The following are the important results drawn from the literature review:

1. Robotics and automation are advanced technologies that have many advantages over conventional construction
methods.

2. On-site construction automation may help in workers’ safety, quality of work, the efficiency of work etc.

3. Off-site automation reduces the on-site activity time as the precast components are directly provided at the site
due to off-site automation.

4. At some level, there are several difficulties to adapt automation in the construction industry as high initial cost,
less skilled workers to operate the automation technologies etc.
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5. Automation can be used in both off-site and on-site phases, so it is very beneficial to the construction industry
due to its versatility.

Off-Site and On-Site Automation

Definition of automation

Automation is the strategic use of mechanical, electrical, and computer systems to the execution of construction jobs
with the goals of increasing productivity, decreasing the duration of monotonous operations, and increasing safety.
Successful project completion is defined by the project management discipline as meeting or exceeding
predetermined criteria such as cost, quality, safety, etc. A successful project is one in which all of the key metrics are
optimized to the fullest extent feasible, including but not limited to budget, schedule, quality, productivity, resources
used, and waste produced. The automation is a step in the right direction, ensuring the project's success.

Advantages of automation

Several benefits are acquired using automation in the construction industry:
An increase in work quality

A decrease in labour expenses

Savings on improvements to safety and health

Time reduction

Better working circumstances

Enhanced efficiency and production at a lower cost.

NG LN

Increasing worker and public safety by creating and using machines for hazardous occupations.

Disadvantages of automation

Some disadvantages are there by using the automation in construction industry are listed below:
Joblessness at the expense of modernity

This results in a flight from the nation 3. It requires a lot of cash to set up and maintain
Expert and skilled handlers or personnel are necessary

Because untrained people cannot be hired, the project's start-up costs go up.

IR

Trained labour are difficult to find and command a higher wage than unskilled employees.

Off-site Automation

The expansion of the construction industry is primarily characterized by a growing scarcity of trained labour. This
deficit will have to be offset by greater prefabrication in the production of pre-cast concrete, timber, steel frame and
brick wall construction components. Another significant benefit of precast concrete pieces is the workforce's
efficiency on the task. Job efficiency is maximized at the plant level as opposed to the construction site since workers
on the construction site are not as concerned with more complex activities like moulding, inserting reinforcing steel,
etc. The shipping cost is about the same for both prefabricated pieces and equivalent volumes of site-mixed concrete.
Here are some examples of off-site automation for a better understanding of off-site industrial automation
equipment.

On-site automation
On-site automation provides various type of activities some of these activities are displayed in the form of image for
a better understanding of the work of on-site automation at the construction site.

Case Study

Assembling wall panels with robotic technologies (On-site automation)

Despite the availability of robotic technology for a variety of applications, robots are only utilized seldom to
construct wall panels in high-rise structures. These applications may enhance construction site safety and assembly
process efficiency. Several automated methods have been developed and employed on building sites in recent years.
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Fig. 12 to 14 show many instances. Large Japanese construction firms are pioneers in the development and
deployment of such robots. They are primarily concerned with the creation of new single-task robots to accomplish
tasks that are tough, unclean, or dangerous. The 'Mighty Hand' (KAJIMA Japan) lifts huge panels used in
construction, such as concrete or glass curtain walls, as seen in Fig. 12. The robot is controlled by a person. BALLAST
NEDAM developed a mechanized panel assembly system (shown in Fig. 14). A flying scaffold hanging on a tilting
arm is used to place the panels. This tilting arm is used by the tower crane to lift up the flying scaffold. The grasp of
the tilting arm is located above the floor where the installation will take place. The flying scaffold is tilted into
position on the correct floor using its weight. The flying scaffold is then hung after attaching the facade piece to the
building. This is accomplished by the use of a hydraulic system. When the tilting arm is detached, it may be reused
for the next flying scaffold.

Automation in timber and steel component production (Off-site automation)

Flexible automated CADCAM wood element manufacture is enabled by automatic timber positioning systems and

laser-assisted marking equipment. The maximum level of prefabrication is obtained by mobile home prefabrication,

which has a prefabrication ratio of 95%, and box unit prefabrication, which has a prefabrication ratio of up to 85%.

The purpose of a fully automated and robotic steel panel production facility is to produce constructs that are highly

customized to manufacturing and assembly needs without requiring rework on the construction site (such as cutting

procedures). Pre-fabrication processes such laser cutting, gas burner cutting, sawing, and drilling are used to create
the building parts, followed by straightening, metallic cleaning, intermediate and end coating, and thorough
corrosive protection. These procedures consistently exhibit high standards of excellence.

Glazing robot Technology on Construction Sites (On-site automation)

Glass Ceiling Glazing Robot (GCGR)

Based on the fundamental roles identified via job analysis, the conceptual design of a GCGR may be outlined as

follows.

1. A need exists for an aerial lift capable of accommodating an operator and the necessary installation equipment,
while also possessing sufficient operational reach to attain a height of about 15 metres above the ground.

2. A multi-degree-of-freedom manipulator is required for the installation of the heavy glass ceiling, which involves
switching between many operators. The selection of a robot is contingent upon factors such as the dimensions of
the working environment and the weight-bearing capacity required.

3. The current system operates in a semi-automated manner in order to adapt to the dynamic nature of the work
environment. An operator enters the platform of the aerial lift in order to control a multi-degree-of-freedom
manipulator. The worker's decision-making ability assumes the role of the primary controller for the robot.

4. In order to assess the capabilities of the worker, external force information is used as the input signal for the robot
exercise. The regulation of force information, which is dependent on the input signal, must be adjusted in a
flexible manner to align with the specific exercise requirements of the robot and the age of the operator.

5. A hoover suction apparatus is used as an end-effector for the manipulation of the glass ceiling. The design of an
end-effector is modulated in anticipation of the forthcoming alteration of the glass ceiling shape.

6. The deck of the aerial lift provides support for both the human worker and the robotic system. The safety and
productivity of workers must be taken into consideration while designing the deck and planning the work
procedure.

Field Test

The robotic system under consideration has been designed for the purpose of constructing the soffit, which refers to
an outer structure resembling a glass ceiling, as seen in Fig. 19. The glass ceilings are installed at a height of 15
metres, and their dimensions are 3000mm x 1500mm with a weight of 150kg. The suggested handling procedure may
be summarized as follows, based on the job planning.
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The use of an airborne work platform onto which the envisaged robotic system is affixed.

1. Placing the glass ceiling onto the terrace.

2. Elevate the metaphorical barrier known as the glass ceiling that exists inside the framework of societal structures.
3. The glass ceiling should be installed and the job should be completed.

Prior to raising the deck, a single fragment of the glass ceiling is positioned onto the deck. Subsequently, in
accordance with the prescribed deployment strategy, the robot proceeds towards the designated installation location.
Subsequently, the installation commences in accordance with the predetermined procedure.

BIG CANOPY by Obayashi (On-site automation)

The primary distinguishing attribute of the system is its expansive canopy, a temporary roof structure designed to
withstand all weather conditions. This canopy is supported by four corner supports and extends beyond all four
corners of the whole work site. As the construction of the skyscraper progresses, the canopy is elevated. Once the
construction of the building is completed and it reaches its maximum height, the canopy is disassembled, and the
surrounding framework is gradually lowered using jacks.

CONCLUSION

From the literature surveys and case studies discussed above there are some conclusions can be derived as given

below:

1. On-site automation may help to do dangerous activities with high accuracy, so the safety of workers and quality
of work can be maintained.

2. On-site automation reduces the time of construction, increases the speed of construction, and provides a very
small number of errors due to human errors.

3. On-site automation facilitates the work with machines, less number of workers, and without losing productivity.

4. Off-site automation enables to manufacture of several construction items in the industry itself, so the on-site work
may reduce.

5. Off-site automation-produced materials are made with high accuracy so the possibilities of errors on-site are also

reduced.

6. Both Off-site and On-site automation is accelerating the speed of construction, with good-quality work and fewer
errors.
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Fig. 1. Precast concrete element manufacturing Fig 2. Precast wall frame manufacturing.
automation.

(1%

Fig 3. Structural steel element manufacturing. Fig 4.Structural wooden element manufacturing.

Fig 5. Concrete work by robotics. Fig 6.Concrete floor finishing robot.
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Fig 9.Brick laying Automation. Fig 10.Plastering automation.

Fig 11. Painting Automation. Fig 12.Wall installation robot in action by Kajima
Corporation.

Fig 13.Multi-joined handling robot for exterior material Fig 14.A mechanized panel assembly system.
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installation.

unit.

Fig 16.Automated and robotic steel panel production
facility.

« High rising work
« Support for high rising wol
+ Movement covering working range

Fig 17.Design of GCGR.

Fig 19. Big Canopy automated construction mechanism.
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ABSTRACT

A large amount of digital content is generated every hour in the form of text, images, and videos through

day-to-day online activities worldwide. To efficiently process this vast volume of video content, cost-
effective techniques are necessary for quickly extracting meaningful information. This paper aims to
address the problem of content-based video retrieval using unsupervised deep learning, employing a
proposed Auto Encoder Model on a collection of videos recorded from Gujarati News Channels. To
expedite video processing, key frames are extracted from each video, followed by feature extraction and
retrieval using the proposed Deep Denoising Auto encoder Model. The performance of video retrieval is
evaluated based on a query set consisting of image queries. Extensive experiments are conducted on the
model to assess and enhance the video retrieval performance using image queries, demonstrating
superior performance compared to state-of-the-art video retrieval methods on news video datasets.

Keywords: Deep Learning, Auto Encoders, Video Retrieval, Unsupervised Learning.

INTRODUCTION

Image retrieval using deep learning with image queries has been widely explored. Researchers nowadays are
focusing on large-scale retrieval of videos or images using various query types such as text, audio, image, or video
clips [1][2][3]. When dealing with large collections of images or video frames, conventional systems often struggle to
perform well with state-of-the-art retrieval methods. Consequently, Content-Based Video Retrieval (CBVR)
approaches utilizing deep learning architectures have gained prominence across diverse fields such as news videos,
sports videos, and movie videos. Videos cover a wide range of genres, including entertainment, sports, news,
multimedia messages, tutorials, lectures, and e-learning content. These videos typically contain various elements
such as text, objects, shapes, textures [3], and more, which function as fundamental components for retrieval systems.
The process of retrieving information from digital videos entails tasks like indexing, retrieval, querying, and
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browsing. To efficiently extract content from videos, automation plays a crucial role. In literature, it is not found
where auto encoder is used for video retrieval task for unsupervised learning so far. In proposed approach with
unsupervised deep learning approach for video retrieval, a model using auto encoder is used to extract image
features in compact form and further the features are used for the task of video retrieval for the given query image. Auto
encoders represent a distinct category of neural network architectures, characterized by their ability to produce
output identical to the input. They undergo unsupervised training, with the primary objective of acquiring highly
detailed representations of the input data at an exceptionally low level. These foundational features are subsequently
reconstructed to reconstruct the original data. Essentially, an auto encoder operates as a regression task, where the
network's goal is to predict its own input, effectively modeling the identity function. These networks exhibit a
narrow bottleneck, consisting of only a few neurons in the middle, compelling them to generate efficient
representations that compress the input into a low-dimensional code. This code is then used by the decoder to
reproduce the initial input data.

LITERATURE REVIEW

Significant research has been conducted in the domain of content-based video retrieval in recent years. Conventional
approaches were computationally expensive. With technological advancements, researchers have introduced novel
approaches in this area. The initial step in managing video content is video parsing. Designing content-based video
retrieval systems involves five main components [1]: (1) Dividing the video into segments based on its organizational
structure; (2) Identifying suitable algorithms for extracting low-level feature vectors; (3) Utilizing similarity-based
searching techniques to compare video segment feature vectors with query features; (4) Addressing queries across
extensive video sequences; and (5) Presenting the results or result lists. Videos can be characterized by spatial,
temporal, or spatial-temporal attributes. Spatial domain video data features are extracted from video frames based
on pixel information within a region, with the relationships serving as descriptors Temporal domain attributes play a
pivotal role in the segmentation of videos, allowing for the division of video content into frames, shots, scenes, and
video segments. Within video data, a diverse array of audio and visual characteristics can be found, encompassing
elements such as color, texture, edge details, motion vectors, loudness, pitch, and more [4-8].

In case of textual information present in video clip, the text data which are continuously being displayed for certain
time gives some important information about what is currently being viewed. This type of information is normally
present in broadcast news video. Some of the shots in news video are having text regions which are being displayed
for long duration to give idea about current topic of news, place, event, or personality in news, etc. Some of the
broadcasted videos contains closed caption (CC) information which is very useful for text query-based video
retrieval. The close caption track is having texts to be displayed to viewers in synchronization with videos do not
contain such text captions which makes retriev al task difficult[9][10]. Along with video retrieval, computationally
efficient indexing of video collection is very important task to be done for management of video documents. Video
indexing can be done like document indexing. Traditional methods of indexing are not much useful for vast video
database. Numerous methods have been proposed for semiautomatic or automatic indexing of video documents.
Video indexing methods are either based on single features such as visual, audio, textual, etc., or multimodal [11-
13][21]. Multimodal indexing combines multiple representative features of videos. Kulkarni et al. [14] proposed a
method using video clips as input queries to achieve high-quality content-based video retrieval by identifying
temporal patterns within video content. They integrated efficient indexing and sequence matching techniques based
on discovered temporal patterns to reduce computational cost and enhance retrieval accuracy, respectively.

Video Structure

Videos can be conceptualized as collections of scenes. Fundamentally, videos are described using components like
scenes, shots, and frames. Frames constitute the fundamental unit of videos. Shots are collections of frames captured
in a single camera action, with frames within a shot sharing similar image features. Scenes, on the other hand, can be
composed of a single or multiple shots.
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As depicted in Figure 1, each video comprises various scenes, with each scene consisting of one or more shots. Scene
changes and shot changes are illustrated in Figure 1. Visually similar frames constitute a shot.

Deep learning approaches for Video Retrieval

Miihling et al. [3] proposed deep learning approaches for effective video inspection and retrieval. They introduced
efficient algorithms for concept detection and similarity searching using a multi-task-based learning approach that
shares network weights. Their research introduced a novel method for rapid video retrieval in media production,
along with components for novel visualization. They achieved an average precision of approximately 90% for the
top-100 video shots using concept detection. Their approach employed pre-trained CNN models based on visual
recognition tasks for similarity search and concept detection. Noh et al. [15] introduced the DELE local feature
descriptor for large-scale image retrieval tasks. This new feature is rooted in convolutional neural networks, trained
exclusively with image-level annotations on a landmark image dataset. An attention mechanism for key point
selection was proposed, sharing most network layers with the descriptor. The system produces reliable confidence
scores to reject false positives, particularly robust against queries without correct matches. DELE demonstrated
superior performance to state-of-the-art global and local descriptors in large-scale settings. Lange et al. [16] explored
the effectiveness of deep auto encoder neural networks in visual reinforcement learning tasks. Their framework
combined deep auto encoder training (for compact feature spaces) with batch-mode reinforcement learning
algorithms (for learning policies). Emphasis was placed on data efficiency and analyzing feature spaces constructed
by the deep auto encoders. These spaces demonstrated the ability to capture existing similarities and spatial relations
between observations, facilitating the learning of useful policies. Wang et al. [17] investigated the dimensionality
reduction capability of auto encoders. Experiments were conducted on synthesized data for intuitive understanding,
as well as real datasets like MNIST and Olivetti face datasets. Results showcased that auto encoders can indeed learn
distinct features compared to other methods.

Auto encoders Architecture

A typical auto encoder architecture consists of three primary components, as illustrated in Figure 2. The first
component is the encoding architecture, comprised of a series of layers with a decreasing number of nodes,
ultimately leading to the creation of a latent view representation. The second component is the latent view
representation, which serves as the lowest-level space where inputs are compressed while preserving essential
information. The third component is the decoding architecture, which mirrors the encoding architecture but with an
increasing number of nodes in each layer, ultimately producing an output that closely resembles the initial input. A
well-tuned auto encoder model should have the capability to faithfully reconstruct the same input data that was
initially passed through the first layer. Auto encoders find widespread use in image-related applications, such as
Feature Extraction, Dimensionality Reduction, Image Compression, Image Denoising, and Image Generation. There
are various types of auto encoders, including denoising auto encoders, convolutional auto encoders, stacked auto
encoders, and more. Auto encoders represent a specialized category within deep learning neural network
architectures, primarily employed in unsupervised learning tasks. One of the primary advantages of using auto
encoders lies in their capacity for dimensionality reduction, data compression, and retrieval. Denoising auto
encoders offer a distinctive approach by not merely duplicating input data. Instead, they introduce noise to the input
image before feeding it into the network. In the case of denoising auto encoders, the initial input, denoted as 'x,’
undergoes a corruption process to create a corrupted version 'X' through a stochastic mapping, as illustrated in
equation 1.

x"~gD(x"|x) @
Intermediate representation is given by in equation 2 where W is weight and b is bias.

y=fo(x") =s(Wx™b) 2)
Output image is reconstructed using equation 3.

z=go'(y) 3)
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The parameters 0 and 0’ are trained with the objective of reducing the average reconstruction error across a training
dataset. The reconstruction error, often referred to as loss, can be formally defined as described in equation (4),
where xk represents a training example and zx represents the predicted value.

d
Lylx,z) = —Z[xk log 2 + (1 — xx) log (1 — zx)] 4)
k=1
The primary aim in this context is to reduce the reconstruction error, which essentially involves maximizing a lower
limit on the mutual information between the input variable X and the acquired representation Y. Achieving a high-
quality reconstruction of the input implies that a substantial portion of the original information contained in the
input data has been preserved.

Experimental Details

In our novel deep learning method designed for video retrieval utilizing image queries, we begin by initially
extracting pivotal frames from the established dataset. As depicted in Figure 3, these key frames are gathered after
the removal of advertisements and are subsequently inputted into the auto encoder architecture for training
purposes. The well-trained encoder model is employed to extract features from the news video dataset, and these
features are stored independently to facilitate matching with query features. A series of experiments involving
various parameter configurations were conducted to ultimately identify the most effective model. The ensuing
sections will elaborate on each phase of the video retrieval process.Dataset We conducted experiments on a dataset
compiled from continuous recordings over a span of two days, encompassing three Gujarati language channels: ETV
News, DD 11, and Sandesh News. Additionally, we included several video recordings from TV9 and DD Girnar in
our dataset. In total, the dataset comprises approximately 90 hours of video content, all of which are in the mp4
format. The proposed approach was evaluated for the task of news video retrieval based on image queries,
specifically utilizing the Gujarati News Video dataset. For this evaluation, the input frames of the videos were
resized to dimensions of 128 x 128 x 3 before being processed by the encoder.

Key frame Extraction

The automated technique employed to identify changes between shots within a video scene is known as video shot
boundary detection. This Shot Boundary Detection (SBD) method has gained widespread usage in recent times,
finding applications in video summarization, video indexing, video data mining, and more. Typically, one or more
frames from each shot are chosen to serve as representatives of the shot's content, referred to as Key Frames. In the
proposed approach, as depicted in Figure 3, an efficient Key Frame Extraction method [19] is utilized. This method
relies on a visual information-based approach that utilizes histogram differences and ranking to extract key frames.
The selection of one or more key frames per shot is aimed at reducing the overall computational demands of the
proposed system [19].

Advertisement Detection and Removal

To In order to attain highly accurate results while training the model with a limited dataset, we adopted a transfer
learning strategy. Specifically, we employed the Alex Net model to train on a dataset comprising key frames
extracted from news and advertisement frames sourced from DD Girnar, ETV Gujarati, TV9 news, and Sandesh
channels. Leveraging the pre-learned weights of this well-established network, which had been originally trained on
an extensive dataset, our proposed approach achieved excellent results when incorporating new data into the
training process. To optimize results, we conducted experiments employing various models and different layers to
generate outcomes. In a prior publication [20], we detailed experiments carried out using the pre trained Alex Net
model for both training and classification, presenting the corresponding results. In pursuit of enhanced accuracy
without compromising training time, we pursued an alternative transfer learning method involving Alex Net as a
feature extractor, coupled with SVM as the classifier. In image classification, we utilized Support Vector Machine in
conjunction with Bayesian optimization to enhance classification performance. Notably, the Alex Net-based
approach for advertisement detection, as implemented in our unsupervised video retrieval task, yielded an
impressive accuracy rate of 99.2 percent when applied to the news video dataset [20].
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Training and Feature Extraction using Auto Encoders

Auto encoders are frequently employed architectures in unsupervised deep learning applications, including tasks
like image compression, reconstruction, and retrieval. In the suggested unsupervised deep learning method for video
retrieval, an auto encoder model is utilized to condense image features into a compact representation. As illustrated
in Figure 3, the auto encoder architecture utilizes key frames that have been collected after the removal of
advertisements for training. The training of the encoder model involves experimenting with various parameters,
including epochs, batch size, and optimization functions, to enhance its performance. Subsequently, features are
extracted using the well-trained encoder model and stored for future matching with query features. The employed
auto encoder model is a denoising convolutional auto encoder, comprising three convolutional layers with varying
kernel sizes and three max pooling layers, as depicted in Figure 4. Denoising auto encoders offer significant
advantages, as they not only extract meaningful information during training but also enable efficient image
reconstruction with minimal information loss. As highlighted in Figure 4, the encoder model consists of a total of
seven layers designed to process the input frame. The initial layer, serving as the input layer, takes in a frame with
dimensions of 128x128x3 and forwards it to the subsequent layer. Figure 5 illustrates how filters determine the
number of kernels to convolve with the input volume, resulting in the generation of 2D activation maps, as shown in
the same figure. Additionally, Figure 6 showcases the outcomes of the filter application to the image, considering
padding as well. The process of convolution involves applying a kernel to the input image, as depicted in Figure 5,
which can be described using Equation 5. Here x(i,j) is the original image, y(i,j) is the image obtained after
convolution of the input image with kernel w of size m xn, 1< k <m,1 <[ < n. In the third layer, we employ max-
pooling with a 2x2 filter and 'same’' padding, resulting in an output size of 64x64x16. Max-pooling in this context
serves the primary purpose of reducing the dimensions of the input representation. This operation operates by
determining the maximum value within each patch of the feature map. In fourth layer, again 8 convolution filters of
kernel 3x3 and activation ‘ReLU is applied on the output generated from the third layer which generated output
dimensions of 64x64x8 where padding is used to generate similar size output. ReLU stands for Rectified Linear Unit.
The main advantage of using the ReLU over other activation functions is that RELU does not activate all the neurons
at the same time. The neurons will only be deactivated if the output of the linear transformation is less than 0.
Activation function relu is defined by equation 6.

f(x) = maxifD, x) (6)

In the fifth layer, max pooling with size 2x2 was applied which generated 32x32x8 dimensions of feature maps. In the
following layers i.e., layer sixth and seventh, 8 convolution filters of kernel 3x3 with activation function ‘ReLU” and
max pooling of size 2x2 are applied, respectively. Padding is applied in the sixth layer to generate an output size of
32x32x8. The output of the seventh layer is 16x16x8 which is named as encoder layer. The feature map generated for
the image shown in Figure 7(a) using the encoder layer is shown in Figure 7(b). For the model with encoder, total
params are 2192 and Trainable params are also 2192 which includes parameters from layer2 conv2d_1, layer 4
conv2d_2, and layer 6 conv2d_3. For the model with encoder and decoder both, the total parameters are 4,963 and
trainable parameters are also 4,963.

Ly = = Y1 [xxlogzy + (1 — x;)logifl — z,)] 7)

The objective function for the convolutional auto encoder is binary cross-entropy which is also considered as a cost
function for the model which is given by Eq.7. The stochastic gradient descent (SGD) method to train the model as
given in the following section and randomly initialize the weight parameters of each layer. Activation function used
here is rectified linear unit (Relu) and optimizer is stochas-tic gradient descent method with learning rate=0.01,
momentum=0.9 in training. The model is experimented well with different combination of optimizers, epochs, and
other hyper parameters to optimize performance. Model performance in terms of Accuracy is shown in figure 8 for
initial experiment with epochs 100 and batch size 5.From the extensive experiments performed with encoder, it is
observed that stochastic gradient descent optimizer yields better performance with epochs size more than 500and
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batch size 32 while training encoder model for the data set used. As seen in figure 9, performance of proposed
approach improves with increasing epochs while training.

In the proposed approach, query images undergo a similar feature extraction process as training frames. Similarity
between query features and stored dataset features is computed to retrieve similar video clips from the dataset. The
results of a query and the first four retrieved video clip results are illustrated in Figure 10. Figure 11 displays the
average precision values obtained for varying numbers of queries from the query set. The proposed system was
tested on a machine equipped with an NVIDIA GPU TITAN Xp obtained through research funding. The success of
our research lies in the remarkable performance achieved by the unsupervised deep learning approach utilizing
Deep Denoising Auto encoders. With a Mean Average Precision (MAP) of 92.35%, our approach has demonstrated
its prowess in enhancing video retrieval accuracy. This achievement holds particular significance when compared to
the performance of the well-established Content-Based Video Retrieval (CBVR) method, which attained a MAP of
90% for English language Concept Retrieval, with a dataset consisting of 100 shots [3]. The 2.35% performance gain
that our Deep Denoising Auto encoders exhibit over the CBVR approach underscores the effectiveness of leveraging
advanced neural network architectures for video retrieval tasks. This gain translates into more precise and relevant
retrieval outcomes, thus enhancing the utility of the video retrieval system. The implications of this performance
difference are profound. A higher MAP indicates the ability of our approach to deliver more accurate and relevant
video suggestions in response to user queries. This is crucial in various applications, such as media content
recommendation, where improving user satisfaction through more accurate suggestions is paramount. Further more,
our approach's ability to outperform CBVR while using unsupervised learning techniques demonstrates its
adaptability and robustness. The achieved results not only validate the potential of Deep Denoising Auto encoders in
video retrieval but also suggest avenues for further research in enhancing retrieval systems through deep learning.

CONCLUSION

The proposed unsupervised deep learning approach utilizing deep denoising auto encoders demonstrates robust
performance in video retrieval tasks. An impressive Mean Average Precision (MAP) of 92.35% was achieved using
this approach on a news video dataset. The system's evaluation was based on a query set designed for news story
retrieval. The results exhibit significant improvements over existing state-of-the-art methods.
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ABSTRACT

Voice-coding has been found importance in the vicinity of next generation modern wireless
communication and digital audio as well as voice processing. voice-coding is the art of renovating the
voice signal in a more dense form, which can be broadcasted with a small numbers of binary digits.
Linear Predictive Coding is an extensively utilized technique in audio as well as Voice signal processing.

It has create particular use in voice-signal Compression, allowing for very high density rate. This Paper
talk about about two speech segments sampled at 22KHz and Windowed, Log, L.P. Spectrum with L.P.
residual for different L.P. order for Rectangular, Hamming, Hann window and found both source and
system information through envelope of the spectrum and spectral ripples. The common observation that
can be made from observing the spectrum of the Linear predictive coding is that Cor-relation being
gradually removed in the 'L.P. residual’ signal as the 'L.P. order’ is raised, and 'L.P. residual’ signal for an
'L.P. order' of 10 or above removes most of the correlations in the input signal, and the resulting signal
looks like a train of impulses. The 'L.P. log spectrum’ approximates the short-time spectral envelope i.e.
formants better with increased Linear Prediction order.

Keywords: Linear Predictive Coding, Log Spectrum, L.P.C. co-efficient, L.P.C. Synthesis

INTRODUCTION

Wireless communication (W.C.) is an emerging field which has seen enormous growth in last few years. The huge
uptake rate of mobile phone technology and exponential growth of the Internet of Things have resulted in the
increasing demand of the Voice coder which can compress the data & transmit it with a fewest number of bits. As far
as Growth in Next generation modern wireless technology connected with the up gradation in voice coder, 4t & 5
generation wireless system is popular in world market due to their low bit rate voice coder only. The 4% & 5%
generation W.C. systems were proposed to provide interactive multimedia communication incorporating tele-
conferencing, internet access and variety of other services that become feasible with low complex, low cost, lower bit
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rate & less processing delay[1,2]. While designing any particular voice coder for N.G. modern wireless technology,
this listed attributes play a vital role. Voice-coding is defined as the procedure of shrinking the bit rate of digital
voice-speech signal representation for communication or storage while maintaining a speech (voice) quality
adequate for the application. In general, it is the way to represent the speech (voice) signal with the fewest number of
bits, while maintaining a sufficient level of quality of the retrieved or synthesized speech with reasonable
computational complexity. To achieve high-quality speech at a low bit rate one can apply coding algorithm
(sophisticated method to reduce the redundancies from the voice-speech signal). Low bit rate voice-speech
technology is a key factor in meeting the ever-increasing demand for new digital wireless communication services[7].
Impressive progress has been made during recent decades in coding voice with high quality at low bit rate and low
cost. In today's N.G. Modern wireless communication we can offer high quality over cellular channel at data rate less
than 4kbps. L.P.C is a method to represent and analyze human voice. it is widely utilized technique in audio/voice
signal processing. It has found particular use in voice signal compression, allowing for very high density rate. Linear
prediction (L.P.) forms an integral part of almost all modern day voice coding algorithms[4,8]. The fundamental idea
is that a speech sample can be approximated as a linear combination of past samples. Within a signal frame, the
weights used to compute the linear combination are found by minimizing the mean-squared prediction error; the
resultant weights, or linear prediction coefficients (L.P.Cs), are used to represent the particular frame. L.P. can also be
viewed as a redundancy removal procedure where information repeated in an event is eliminated. After all, there is
no need for transmission if certain data can be predicted. By displacing the redundancy in a signal, the amount of
bits required to carry the information is lowered, therefore achieving the purpose of compression[3,6].

Linear prediction analysis and synthesis

Fig.1 represents the block diagram showing L.P.C co-efficient obtained from input voice signal. First, the I/P signal is
divided into a frame duration of 20ms duration followed by windowing to remove discontinuity & taper down the
edge. After windowing voice signal is given to linear predictor to find out L.P.C co-efficient. Thus, instead of
transmitting the PCM samples, parameters of the model are sent to achieve compression[8,10].As shown in Fig.1
compression of the voice file from the original voice file based on L.P.C can be done in seven steps as below:-

Speech file
This is a speech file in .wav form. This may be any arbitrary speech file given as an input to the next module.

Divide into the frames
This module will divide each .wav file into 20-30 ms frames. Each frame generated in this way will be given as input
to the next module for its analysis. The frames obtained in this way are given as input to the function.

Find parameters

This module will collect some of the data required for regenerating the original input signal (voiced/unvoiced, gain,
pitch). High amplitudes of the voiced sounds and high frequency of the unvoiced sounds will be used to determine
whether a sound is voiced or unvoiced. An algorithm called the Average Magnitude Difference Function (AMDF)
will be used for pitch period estimation. The gain of the filter will also be determined.

L.P.C technique

This module will generate the remaining data required to reconstruct the original voice signal. This data is the
coefficients of the synthesis filter. These are to be calculated using the Autocorrelation method. In this method using
the concept of minimum prediction error, a matrix is obtained where the variables are the filter coefficients. The
solution of the matrix obtained in the Autocorrelation method will be found using the efficient Levinson Durbin
algorithm. This algorithm can be used because of the special properties of the Autocorrelation matrix. It reduces the
complexity of multiplication[5,8].
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Regenerate frames
This module will consist of the synthesis filter. The synthesis filter will receive input. The excitement signal will be
passed through the filter to produce the synthesized speech signal.

Reconstruct signals
In this module, the frames are put back together to reconstruct the original signal. Source filter model for sound
production.

Compressed Speech file-This is the final output as shown in Fig.1.It will be compared with I/P. & analyzed
accordingly.

L.P.C analysis

The Fig.2 illustrate a block diagram of an L.P.C analysis, where S is the input signal, g is the gain of the residual
signal and a is a vector containing the L.P.C coefficients to a specific order. The size of the vector depends on the
order of the L.P.C analysis. Bigger order means more L.P.C coefficients and therefore better estimation of the vocal
tract[9,10].

L.P.C estimation

L.P.C estimation calculates an error signal from the L.P.C coefficients from L.P.C analysis. This error signal is called
the residual signal which could not be modeled by the L.P.C analysis. This signal is calculated by filtering the
original signal with the inverse transfer function from L.P.C analysis. If the inverse transfer function from L.P.C
analysis is equal to the vocal tract transfer function then the residual signal obtained from the L.P.C estimation equal
to the residual signal which is put into the vocal tract. In that case, residual signal equal to the impulses or noise from
human speech production. The Fig. 3 characterize a block diagram of L.P.C estimation where S is the input signal, g
and a is calculated from L.P.C analysis and e is the residual signal for L.P.C estimation[9,10].

L.P.C-synthesis

L.P.C synthesis is used to reconstruct a signal from the residual signal and the transfer function of the vocal tract.
Because the vocal tract transfer function is estimated from L.P.C analysis can this be used combined with the
residual/error signal from L.P.C estimation to construct the original signal. Fig. 4 portray the block diagram of L.P.C
synthesis where e is the error signal found from L.P.C estimation and g and a from L.P.C analysis[9,10].
Reconstruction of the original signal s is done by filtering the error signal with the vocal tract transfer function
respectively. finally both the output are combined via an L.P.C synthesizer to get the required W.B. signal. Input
signal before L.P.C analyzer, input signal after L.P.C synthesizer with the error signal is depicted in Fig.5.

Analysis of the Linear Prdictive coder (L.P.) for various types of windowing techniques with observations

Two audio file Ex.1 & Ex.2 are sampled at 22KHz. Spectrum might be changed as per selection of Sampling
frequency. All analysis are done for Rectangular, Hamming & Hann windo(All window Sizes are 512 Samples). The
Windowed Waveform signal, Log Spectrum, L.P. Residual and the L.P. Spectrum are as shown in Fig. 7 to 22. for
different windowing techniques. One common observation that can be found from analysis is that the 'L.P. log
spectrum' approximates the short-time spectral envelope (formants) better with increased Linear Prediction( L.P.)
order. one another observation is that as the 'L.P. order' is increased to near about 40, the 'L.P. spectrum’ tries to
approximate the short-time spectral envelope more closely thereby approximating peaks due to pitch harmonics.
From the cor-relation point of view by observing the correlations in the input segment of voice one can say that it
being gradually removed in the 'L.P. residual’ signal as the 'L.P. order" is raised, and 'L.P. residual’ signal for an 'L.P.
order’ of 10 or above removes most of the correlations in the input signal, and the resulting signal looks like a train of
impulses.
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CONCLUSION

In the recent Scenario of advancement in next generation modern wireless technology there is an indeed demand of
Voice coding which compress data and transmit it with less number of bits to take advantage in terms of storage.
Linear Predictive Coding is an extensively utilized technique in audio as well as Voice signal processing. It has create
particular use in voice-signal Compression, allowing for very high density rate. From the analysis performed for
various windowing techniques for various Linear Prediction (L.P.) order starting from 1 to 40 one can say that 'L.P.
log spectrum' approximates the short-time spectral envelope (formants) better with increased L.P. order. One
common observation that is made from the whole analysis is that as the 'L.P. order" is increased to near about 40, the
'L.P. spectrum’ tries to approximate the short-time spectral envelope more closely thereby approximating peaks due
to pitch harmonics.
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ABSTRACT

White blood cells, or leukocytes, can unexpectedly spread throughout the bone marrow and blood,

resulting in blood cancer or leukaemia. It affects kids and teens more frequently than any other illness. By
looking at the patient's blood smear under a microscope, haematologists can identify leukaemia. It can
identify and categorise leukaemia by counting blood cells and looking at biological characteristics.
However, the manual method used to diagnose leukaemia is exceedingly time- and labour-intensive.
Machine learning, deep learning, and expert systems are many computer-aided practical approaches in
computer science that can improve the accuracy and speed of detection and classification of leukaemia
blood cells in comparison to the outcome produced by human analysis (manual technique). This paper
provides thorough review of the diagnosis and Classification of the acute leukaemia, including image
segmentation, feature extraction, feature selection, and classification approaches, are thoroughly
analysed in this study. Based on the type of classification step, all diagnosis and classification methods
can be divided into four groups: traditional methods (ML), Deep Neural Networks (DL) methods, Expert
system methods, and mixture approaches (ML + DL). Based on the review some of the future scope of
work is also outlined.

Keywords: Acute Leukaemia, Machine Learning, Deep learning, Expert System

INTRODUCTION

A very important part of the body, blood carries minerals, oxygen, and carbon dioxide to the entire body, among
other bodily activities. Red blood cells (RBC), white blood cells (WBC), and platelets make up the majority of blood
[1, 2]. Automatic identification, classification, and diagnosis of haematological illnesses are challenging and
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important tasks in the field of medical image processing. Leukaemia is a haematological illness that develops in the
bone marrow and causes an increase in the number of immature white blood cells known as "Blasts," which are fatal
if left untreated within a few weeks. Leukaemia is primarily brought on by exposure to high radiation dosages,
electric and magnetic fields, hereditary factors, or chemical dissolvent [3]. The presence of too many blast cells in
peripheral blood is one of the most significant signs of leukaemia. Haematologists commonly analyze blood cells
under a microscope to properly identify and categorise blast cells for this reason. The discussion of blood cell type’s
forms of Leukaemia, and a step-by-step process for classifying Leukaemia photographs is included in the following
sections to help readers understand Leukaemia better.

Types of Leukocytes/ White Blood Cells

Based on Blood Cells functional and physical characteristics it divides as: monocytes, lymphocytes, basophile,
eosinophil, neutrophil [4].Lymphocytes: T cells, natural killer cells, and B cells make up lymphocytes, which protect
against viral infections and create proteins that aid in the fight against infection (antibodies).

Neutrophils: By eradicating bacteria, fungus, and foreign debris, they defend the human body against illnesses.
Monocytes: Clear away harmed cells to protect against infection.

Basophils: Causes allergic reactions such as runny nose, coughing, and sneezing.

Eosinophils: Eosinophils help basophils with human allergy reactions and can recognize and kill parasites and
cancer cells. Below Fig 1. Shows images of different types of WBC.

Types of Leukaemia

Based on the Blood Cells development and how quickly disease growth it categorizes in two types: Acute
Leukaemia and Chronic Leukaemia.

Acute Leukaemia cells growth very quickly. The number of Leukaemia cells increases rapidly, and these abnormal
cells don’t do the work of normal white blood cells. Acute Leukaemia comprises of a large number of Leukaemia
which differ in etiology, pathogenesis, morphology, course and prognosis. Acute Leukaemia contains more than 20%
blasts in the peripheral blood/ bone marrow. Leukaemia detection can be treated as the crucial task, as it is necessary
to diagnose the RBCs/WBCs/Platelets rather than the diagnosis organs.

Chronic Leukaemia cells growth slowly. The Leukaemia cells work almost as well as normal white blood cells. At
very first time, people will not feel sick and the first sign of illness may be abnormal results on a routine blood test. If
not treated, the Leukaemia cells may later crowd out normal blood cells.Identification of Leukaemia as either
lymphoblastic or myelogenous, depending on the type of White Blood Cell influenced on human body.If the
influenced cells are granulocytes and monocytes, then the Leukaemia will be categorized as myelogenous, Acute
Myeloid Leukaemia [AML] and Chronic Myeloid Leukaemia [CML].If cells are lymphocytes, then the Leukaemia is
categorized as lymphoblastic, Acute Lymphoblastic Leukaemia [ALL] and Chronic Lymphoblastic Leukaemia [CLL].
Here, mainly Acute Leukaemia types in detail have been discussed [5, 6] Acute Lymphoblastic Leukaemia (ALL): It's
a prime symptom is the increase of blast cells inside the bone marrow and the decrease number of ordinary blood
cells. This type of Leukaemia is more common in children under 15 years of age. Lack of treatment for this disease
causes the production of many lympho blastoid cells in the body and can lead to death[4, 7, and 8].Standard
promising treatments involve chemotherapy and radiotherapy [10]. According to FAB- French American British
classification, the subtypes of ALL: L1, L2 and L3 which are based on the morphological structure of cell [11]. As per
the information provided by the haematologist and visual observation, it can be known that shape-size of these types
of acute leukemic cells are irregular and that cannot be easily visualized by the microscopic examination [12]. L1 cells
have coarse chromatin, are generally tiny, and have a uniform population in their nuclei. All-L1 cells are uniformly
formed and tiny [24].L2 cells are larger than L1 cells and are distinguished by nuclear heterogeneity. Large cells and
an uneven nuclear membrane characterize ALL-L2 cells [24].The presence of prominent vacuoles inside L3 cells gives
them their name. Their nuclei are often larger than L1 and have homogeneous populations [15]. Giant ALL-L3 cells
have vacuoles, which are holes-like structures [24]. The sample images of Acute Lymphoblastic Leukaemia and its
subtypes L1, L2, L3 are shown in below figure 2.
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Acute Myeloid Leukaemia (AML): AML is a quickly-growing cancer of the blood and bone marrow. AML is the
usual kind of Leukaemia that generally effects to the adults and infant both. It mainly grows myelocytes rapidly that
make RBCs, WBCs and platelets. The bone marrow in this disease generates the myeloblasts, abnormal RBCs or
sometimes platelets that are the most unique myeloid disorder in persons [7, 8] . In figure 3 shown the AML image.
In most of the cases early detection of this type of cancer may cause to successful treatment. According to FAB-
French American British classification, the subtypes of AML: MOMI1, M2, M3, M4, M5, M6, and M7. The
characteristics of all the subtypes of AML are given below.M1: immature M2: mature M3: promyelocytes M4: myelo
monocytes M5: monocytes/monocytes M6: erythrocytes M7: megakaryocytes. The FAB classification of ALL and
AML is based on the morphology and cyto chemical staining of the blasts. Both are distinguished based on
morphology, including cell size, prominence of nucleoli, colour of cell and the amount and appearance of cytoplasm
[22]. In the early phases the Pathologists and haematologists can diagnose or detect the immature Leukaemia blasts
from normal cells under a microscope by screening of blood smear, on a thin, microscope slide layered with blood.
Generally, this method is error prone and labour-intensive task for the Haematologists or Pathologists. In addition,
diagnostic confusion may be occurred due to the existence of similar appearance by other disorders. To overcome the
above limitations, when microscopic blood image analysis is used for Leukemia detection, various computer-aided
diagnostic methods for acute Leukemia are used. These methods have proven to be more efficient, faster, more cost
effective and more accurate than manual methods [15]. For diagnosis of Leukaemia as well as their particular types is
important for haematologists to avoid medical risks and specify the right treatment. Thus, using intelligent ways for
diagnosis will assist accurate and speed up the discovery of Leukaemia subtypes using the blood cells images.
Machine Learning methods in computer vision are One of the smart ways to solve the above challenges and
problems. Diagnosis and classification of acute Leukaemia is easier and less expensive using traditional machine
learning and deep learning and expert system techniques. Exist in the following of this section, machine learning
procedure for diagnosing and classifying Acute Leukaemia have been discussed below

Traditional Machine Learning Procedure
The Traditional machine learning can diagnosis the Leukaemia from the given images/ inputs by following the
below steps.

Image Pre-processing

Image pre-processing is the term for operations on images at the lowest level of abstraction. The aim of pre-
processing is an improvement of the image data that suppresses undesired distortions or enhances some image
features relevant for further processing and analysis task.Many techniques to identify blood cell images and have
them effectively segment regions of interest (ROI). There are many image pre-processing techniques can be
applicable to enhancing an image quality such as Histogram equalization, Minimum filer, Gaussian filter, Median
filter, Unsharp masking, Linear contrast stretching and normalization [24][25]. For Enhanced the blood image the
researchers have changed a colour domain of sample images. Like Convert RGB: (R-red, G-green, B-blue) to HSV (H-
hue, S-saturation, V-value) or CMYK (C- Cyan, M- Magenta, Y- Yellow, K — Key (black)). By changing the colour
domain of the images, it can highlight the features of objects for efficiently detecting ROL

Image Segmentation

To classify the abnormal blood cells in their respective types and subtypes of Leukaemia, a haematologist observed
some cells under a microscope for the abnormalities presented in the Nucleus or Cytoplasm of the cells. But this
above method is very slow and not standardized accuracy since it depends on the Operator’s capabilities and
tiredness. Therefore, fast and effective segmentation procedures were invented for blast images which are very
helpful for improving the haematological procedure and accelerating diagnosis of Leukaemia diseases. Segmentation
is procedure that enhanced the blood image for the successful feature extraction and classification. So, that
segmentation plays an important role for the diagnosis of Leukaemia. Segmentation subdivides the blood image in
subparts like Nucleus and Cytoplasm mainly. This division must stop when objects or ROIs are isolated.Image
Segmentation includes many methods such as Clustering based Segmentation [29, 31], Fuzzy C-means Clustering
based Segmentation [32], Watershed segmentation [27, 28], Active Contour model [30], Otsu’s Thresholding [33, 34].
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The segmentation phase is one of the most crucial and difficult phases of diagnoses and classifying acute leukaemia
since it is absolutely necessary for the effectiveness of the steps that follow.

Feature extraction

The feature extraction technique which is carried out after the segmentation process plays a vital role in
differentiating the normal cells from the Leukemic cells. An autonomous white blood cell classification system
performs best when its features are extracted [14]. The majority of the currently used techniques use the following
characteristics: geometrical characteristics (such as area, radius, perimeter, convex area, major axis length,
compactness, and orientation) [36], textural characteristics (such as momentum, contrast, entropy, and skewness) [37,
38, 39], and colour characteristics (e.g., colour distribution and histogram) [40]. The computer aided diagnostic
system based on Machine Learning is used feature extraction as a different module where in Neural network-based
diagnosis automatically extract the features from the images via network. By deleting unnecessary data from the
original image during the feature extraction process, the size of the image is reduced. As a result, it shortens the
execution time at this stage and speeds up processing [35].

Feature Selection

It is required to normalise the data set with a wide range of values before classifying anything, as well as to calculate
how well each feature or group of characteristics can distinguish between the named classes. To learn a classification
system, the most important characteristics are chosen using feature selection approaches. Eliminating unnecessary
and pointless features from the feature set allows for feature selection. This enhances the efficiency of the classifier
while also reducing storage and calculation cost [41].For the feature selection there are no of techniques can be used
like with correlation, univariate feature selection, recursive feature elimination (RFE) [42], recursive feature
elimination, with cross-validation (RFECV) [36] and tree-based feature selection (TBFS) [36].

Classification

Classification is the process of searching or associating an unknown test vector with a recognised class. Different
combinations of features and classifiers are developed and evaluated for classification. For effective results, the
classifier is built up in accordance with the data, which is separated into a training data set and a test data set [42].
The model is developed, tested, and validated using training data. Few categorization techniques for identifying
acute leukaemia in this stage have been discussed. The categorization stage is broken into the following four parts
Deep neural networks, expert systems, conventional approaches, and hybrid methods. All of the aforementioned
classification techniques fall under the heading of supervised classification.

Traditional approaches to the classification of acute Leukemia

This section discusses many previous studies that have used traditional approaches to classify acute Leukemia. In
traditional machine learning methods, feature extraction is done manually by using different techniques. Number of
classification methods are invented like Support vector machine, KNN, Random forest, Naive Bayes, Artificial neural
network etc. Previous work on the detection and classification of acute Leukemia using traditional methods has been
published in given table 1 below.

Learning Based Acute Leukemia Classification Approaches

This section presents some previous work on acute Leukemia classification using DNN (DL). Table 2 shows abstract
view of previously implemented different DNN methods for Leukaemia diagnosis and classification. Actually, the
Traditional methods used to manually feature extraction step, but DNN used this step automatically. The automated
feature extraction phase eliminates the expense of the feature extraction and reduction processes and enables the
DNN to operate from beginning to finish. Models can be categorized into different types such as Deep Belief
Networks (DBN), CNN, RNN, LSTM, Deep Auto encoders (AE), Generative Adversarial Networks (GAN), etc. The
model works from the acute Leukemia methods are classified in table below The DNN model uses a CNN to classify
acute Leukemia. In [58-70], CNN is used for classification, and its accuracy is higher than that of the others.
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Expert system for Acute Leukaemia classification

Programs that give experience, skills, and the capacity of trained experts to reason in a particular field are known as
expert systems. Expert systems require methods for utilizing the information to solve issues as well as
comprehensive knowledge about a certain subject. It is necessary to formulate the knowledge in order to construct a
knowledge system. In other words, it should be comprehended in formal formats, delivered to the computer, and
altered in accordance with the problem-solving approach [44].The main objective of the expert system for diagnosing
acute Leukaemia is to diagnose it in the first stage of illness development. There is uncertainty in real systems, the
measured data provided in the blood test experiments and expert’s knowledge for diagnosis. This section classifies
the traditional procedure for the medical diagnosis of Leukaemia employed by physician is analyzed using expert
system that can be neuro fuzzy system, fuzzy system, and VP-expert system [72, 73, 74, and 75]. Table 3 the
summary of previous work done in diagnosis and classification of Leukaemia using expert system.

Mixed methods for the classification of acute Leukemia

In this section, the classification procedure that have used two or more methods in the diagnosis and classification
steps of malignant and benign cancer cells are reviewed. Like combination of SVM + CNN, SVM+ RF+ MLP, CNN +
RNN and SVM+NN. Table 4 Shows the summary of previous work done in diagnosis and classification of Leukemia
using Hybrid model.

Performance Evaluation key Parameters

A confusion matrix is used to construct classification algorithms, which are necessary for fully automated sickness
identification. The confusion matrix in this study represents the divergences of opinion between the classifier and the
haematologist. The performance of the all the classifiers are evaluated by the different measures like Accuracy
(ACCQ), sensitivity (SE), specificity (SE), positive predictive value (PPV), negative predictive value (NPV), F-measure.
These measurements are calculated based on true positive (TP), true negative (TN), false positive (FN) and false
negative (FN) those are the states of the Confusion matrix given in Table 5 All the above performance measures are
mentioned below [46].

CONCLUSION AND FUTURE ENHANCEMENT

As is well known, one of the most prevalent diseases in existence today is cancer. Acute and chronic kinds of
Leukaemia affect people of practically all ages. A hazardous kind of Leukaemia, acute is more fatal. The authors
have first thoroughly reviewed the procedures for identifying and classifying acute Leukaemia using a computer
system in this review study. The stages for the diagnosing and classifying the Acute Leukaemia include image pre-
processing, image segmentation, feature extraction, feature selection and finally classification. Then, a review of the
previous work done on the classification steps. Here, the authors have analysed overall classification work done in
four categories, which are Traditional, DNN, Expert system and Mixed (ML+DNN) base on the type of the classifier.
From the above literature review, there would be some other further future work can be as follow.

1. In future can be extend the current work to unstained blood smear images and improve upon the sub
classification based on caner progression for each leukemic type.

2. It can be improved Sensitivity and Specificity ratio so that may not be generate FP and FN result. As FP and FN
classification is very dangerous for the patients.

3. More segmentation algorithms can be explored so as to obtain better result.

4. By using Hybrid combination of Machine Learning, Deep Learning and Expert System it can be improved the
classification accuracy.

5. It can be applied CNN model on the 3D images instead of 2D images that can be more effective for the
classification improvement.
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If above all the task can enhance in future then it will be very beneficial for today’s fast life and early detection of
Leukaemia by pathologists with better accuracy. It will also be helping to physicians, patients and also any decision
maker to diagnose the Leukaemia.
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Table 1: Traditional Machine Learning Classification methods for Leukemia diagnosis

Image Segmentation/ Types of

Feature Extraction Classifier Performance Analysis Remarks Leukaemia
method Detect
To Extend the work
to unstained blood Detection of
k-means clustering [48] SVM Accuracy: 97.69% smear images and All four type
improve of Leukaemia
performance.
SVM with RBF SVM_GBDT In future enhance the .

kernel performance of Detection Of

F1- : 85.
[49] SVM with Score: 85.6 classifier, improve ALL
Sensitivity: 90.0 o
specificity.

Gradient Boosting Specificity: 60.0

Decision Tree

k-means clustering,

M tati ALL, AML,
Marker controlled ore Segmentation

algorithms can be CLL, CML
watershed and HSV 5 .
SVM explored for better Detection
colour-based
performance

segmentation [50]

More strength and

PCA for feature
reduction exactness of the
. classification task is Detect ALL
Hybrid required. Classify ALL
[51] Hierarchical Accuracy: 97.6 % Try to detect the subtypes
Classifier: PCA- ofher types of
SVM, PCA- PNN, Leukaemia like AML.
PCA-ANFIS
Binary SVM & Can improve Detection of
. Multi SVM Accuracy: 95% accuracy by usin: ALL and its
K-means Clustering[52] classifier with 10 ' PCA fc})]r fZa’rureg subtypes
k-folds reduction.
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. o . Detection of
K-means Clustering [53] SVM Accuracy: 92% To improve Accuracy ALL and AML
K-Mean Clustering and
Zack algorithm Higher performance
SVM/ Shape, colour and SVM 93.57 compared to the
statistical, texture features manual method
[54]
Fuzzy C-Means clustering/ Segmentation step ALL with its
L Multiple SVM 97 can avoid empty
Shape and statistical [55] . subtypes
clustering
K-Means/ Shape, colour SVM 98 More efficient
and texture [56] features can extract
Watershed/ Colour,
texture and Morphological RF 95.86
features [57]
Table 2: Deep Learning Classification models for Leukemia diagnosis
Image Segmentation/ Types of
Feature Extraction Classifier Performa.n e Remarks Leukaemia
method Analysis Detect
The Proposed method
works better than the other
transfer learning
approaches: Dense Net,
Hybrid (transfer VGG16, Inception V3, . .
learning methods) ResNet18, and Google Net. a:;;i;%;gfilsn
[58] MobilenetV2 and 97.18% When the datasets are split as Healthy or
ResNet18 CNN into 50% training and 50%
. unhealthy
models testing, the proposed
method performed poor. It
is a future research for
improving the
performance.
It performs well in terms of
high accuracy compared to . .
Alex Net CNN %eNet—S ba};ed m};dels. AML diagnosis
[59] 98.58% . and
model Planning to apply the Alex classification.
Net for ALL, to get high
accuracy.
Proposed model needs to
Alert Net, Alert be applied to a more
Net-R, Alert Net- X signin)iP::ant number of Detect ALL, AML
[60] . . 97.18% . and Healthy cells
with or without images for more accurate
dropout (WD) result
The prf)posed approach still Detect and
Threshold method Alex Net model needs improved accuracy to .
97.78% Classify ALL
[61] segment overlapped cells
and apply different DL
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models to improve
classification accuracy

Pre trained Alex (ALL): 99.50% System can become fully Detect and
[62] Net (Subtypes): automated for other types Classify ALL
96.06% of cancer detection AML.
The precision and cost time
Improved K-means of CNN is better than the
Clustering an.d CNN 96.249% other classification Leukoc.yjces
Watershed algorithm methods.In future can Recognition
[63] improve the accuracy by
improving the CNN model.
Model can classify different
Combined Different kmds.of WBC in short time Leukocytes
[64] 88.5% with high accuracy. .
CNN models . Recognition
Further work will focus on
accuracy improvement.
Using the data
ith L
CNN features [65] CNN VIzletll; eaky 99% augmentation to prevent ALL diagnosis
overfitting.
Mutual Information lThfi:}I;lrl;:)?Oiloglcla ! S(;Ab
based Hybrid Model algoritm s deveioped by
. . . modifying SCA and is used
using Active contour Chronological SCA- . . .
98% for selecting the optimal ALL Detection
and FCM for the based Deep CNN .
. weights for the Deep CNN.
segmentation/ CNN .
The proposed method still
features [66] .
needs an improvement.
The model proposed is
superior to other models in
ViT-CNN accuracy and had a
(Integrated model balanced classification
CNN features [67] of Vision 99.03% ability, which could better ALL diagnosis
transformer and assist in the diagnosis of
EfficientNet model) ALL.
Performance Improved still
needed further.
In this proposed method
Microarray data and
DBN (Deep Belief clinical data are used.
N/W) and For future more
% iment ALL di i
[68] BN/(Bayesian N/W) 85% experiments on . iagnosis
inteeration hyper parameter settings
e and architectures of DBN
and BN are
Needed to be done.
CNN features [69] ResNet50 99.6% ALL diagnosis
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Using Hybrid CNN
Colour based features are extracted then
segmentation / Hybrid Bagging ensemble 97.04% using CCA fusion features ALL, and A,ML
CNN [70] selected then apply diagnosis
different Machine learning
methods.
Table 3: Expert System methods for Leukemia diagnosis
Perf
Dataset Used algorithm & orma.n e Limitation
Analysis
500 samples Type-2 fuzzy expert system- three rules, 14 inputs For uncertain dataset used the
with 14 and 1 output Accuracy 94% type-2 fuzzy system.Need to
attributes [72] Cluster Validity Index- three clusters. improve the accuracy.
Fuzzy c-means clustering- find number of fuzzy
45 bl 1 les)Type-2 -
345 blood tests clusters(ru es). ype-2 fuzzy expert system Accuracy 97% Accuracy need to improve.
[73] symptoms and inference rules diagnosis of the
Leukemia
Table 4: Hybrid methods for Leukemia diagnosis
Image
Segmentation/ Classifier Performa.n e Remarks Typ.es of
. Analysis Leukemia Detect
Feature Extraction
In future, need to improve the
CNN(AlexNet, SVM 99.67% abstraction of Leukemia information ALL diagnosis
CaffeNet, Vgg-f) [76] using CNN which improve diagnosis | and classification
accuracy.
Using CNN for automatic feature AML diagnosis
DCNN [77] SVM + MLP + RF 100% extraction.Using EOC(SVM, MLP, RF) . g .
. . e and classification.
for getting optimum classification.
Baoei I .
Hybrid CNN model SVM, Bagging mage segmentation is T10t needed to Detect ALL, AML
. . ensemble, total o do.Image enhancement is necessary to
using CCA fusion 97.04% and Healthy cells
boosts, RUSBoost, apply.In future accuracy need to
[78] . _
and fine KNN improve.

Table 5: Classification performance measure formulas

Measures (%)

Description

Formula (%)

Measures the amount of TP and TN data against the overall

ACCURACY=( TP+TN/ TP + TN+

Aceuracy population. FP+FN) * 100%
— *
Sensitivity Ratio of the actual positive state to the expected real situation. SENSITIVITYlOO(;P /TP +EN)
Specificity Ratio of the expected false positive to the actual negative condition is SPECIFICITY= (TN/ TN + FP)
what matters. *100%

Positive Predictive
Value

Ratio of the projected real positive condition to the total positive
condition is known as the positive predictive value.

PPV= (TP / TP +FP) *100%

Negative
Predictive Value

Ratio of the expected real negative condition to the overall negative
condition is what matters.

NPV= (TN/ TN + FN) *100%
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ABSTRACT

There are many benefits of eating millets but the awareness about their importance is low amongst
general population. Women have a special role in healthy nutrition. Therefore, imparting knowledge

about millets is essential. 350 women were enrolled from Surat urban city in this prospective study. Semi
structured questionnaire was used. Key was used to judge the knowledge on millets. Mean age was
35+11years, 83.71% women were Hindus, 55.43% of had normal BMI. Consuming vegetarian diet were
66.57%. Around 64% had good knowledge, and 1.14% women had poor knowledge, remaining fair.
Consumption of large and small millets was only 37.43% who consume sorghum millet frequently, 14%
do not eat millet as they were not available. Poor taste was the key factor for dislike on consumption. An
insignificant but distinct difference between the variables like millet consumption, hemoglobin levels and
nutritional status was found. Knowledge and consumption did not find any correlation.

Keywords: Millets, Health Benefits, Knowledge, Millet Consumption, Women’s Nutrition Status

INTRODUCTION

Millet is one of the oldest cultivated grains in the world and has been cultivated throughout Africa and Southeast
Asia for thousands of years. Millet is an important food source for millions of people, especially those living in hot,
dry areas of the world. They are mostly grown in marginal areas under agricultural conditions where major cereals
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do not produce significant yields. Millet can be used to make bread, beer, cereal and other foods. There are different
types of millets around the world, such as pearl millet, finger millet, proso and sorghum varieties[1]. These types of
millets look a little different, but all of them offer similar type of nutritional benefits[2].Thus, there are many benefits
of eating millet but the awareness about the importance of millet is low among the population. Millets are one of the
oldest foods known to humans and possibly the first cereal grain to be used for consumption and domestic purpose.
Millets grow well in dry areas with little or no rainfall, under marginal condition of soil fertility. Millets have short
growing seasons as compare to other food crops. Health is a common theme in most cultures and it plays an
important role in everyone’s life especially when involving women because they have a special role in healthy
nutrition of the entire surrounding population[3]. Therefore, knowledge about millets becomes essential. They can
develop from planted seeds to mature, harvestable plants in as little as 65 days. The advantages of growing these
crops include low labour requirements, drought resistance, resistance to pests, and the robustness of the plants,
which can be kept for two or more years if stored properly[1]. Climate change affects crop production by directly
influencing biophysical factors such as plant and animal growth along with the various areas associated with food
processing and distribution[4]. Millets are a rich source of 21 micro nutrients[5]. The outer layer of the endosperm
and the embryo of the seed contain high protein, fats, calcium, and minerals; minor millets can thus help to alleviate
the widespread prevalence of malnutrition.[6]. Also Sampath et al., 2007[7] depicted its health benefits such as
hypoglycemic, hypo cholestrolemic and anti-ulcerative characteristics. Sorghum, pearl millet and finger millet are
produced and consumed mainly by the rural poor especially in developing world

MATERIALS AND METHODS

The study has been planned with the aim of determining the consumption pattern and knowledge about millets in
women, Surat (urban). Assessment on various factors like socio-economic status, nutritional status, anthropometric
measurements, eating pattern, dietary profile and knowledge score of millets was done on women in Surat. The
study was passed by the Institutional Ethics Committee for Human Research (IECHR), Sample size calculated and
rounded to 350. A sample of zones was obtained through stratified sampling and snowball sampling was used until
the target of one zone was met and rotated in zone. Subjects who are women with more than 20 years of age and
willing to participate and residing in urban Surat, possessing smart phone were enrolled. The three main objectives of
the study were to assess demographic, diet and disease profiles of study subjects along with Millet awareness and
consumption pattern using questionnaire and nutritional status calculating BMI. Further to evaluate knowledge score
based on the developed questionnaire and key score which was further classified under poor, fair and good category.

RESULTS AND DISCUSSION

The mean age of the women aged between 20 to 40 years in Surat was 29+11 years, and those aged between 41 to 60
years was 50+6 years and the mean age of the total sample (n=350) was 35x11years. Of total,50.57% were working
women, and educational strata showed 19.48% were illiterate, 24.64% of women had studied up to graduation, 3.44%
up to post-graduation and remaining up to higher education. Economically, 63.43% belonged to lower middle class
whose monthly income ranged between 27,000-46,000. Females living in nuclear families were 69.14% and those in
joint families were 30.86%. According to WHO 55.43% of women had normal BMI, 26.57% were overweight, 13.14%
were obese and 4.86% of women were underweight. When compared between the two age groups it was found that
more percentage of women were healthy in younger group (60.24%) compared to the older group (43.56%) (table 1).
66.57% of women consumed vegetarian diet. Two full meals a day were consumed by 88% of women and 79.71%
women had breakfast once a day. 45.43% women had junk food once or twice a week. Normal haemoglobin levels
were reported in 43.7% women, with mean + SD haemoglobin of 10.53+1.80 gm%. Out of all, 86% of women had no
major illness, diabetes was present in 8.29% of the women, hypertension in 4.57% of the women, both diabetes and
hypertension in 0.57% of the women, bone related problems in 0.57% of the women. With regard to minor illnesses
almost 87.71% women were found without any illnesses. Constipation, gas and leg pain were the few minor illnesses
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found only in less than 5% women subjects. To determine the knowledge of women in Surat (Urban), questions on
knowledge and consumption pattern were included in the questionnaire. The subjects were divided into three groups
according to their answers: poor, fair, and good (figure 1). Out of the 30 basic questions with key criteria, 66.53% in
the age of 20 to 40 years of women had good knowledge about millet, 32.66% had fair knowledge and 0.81% had poor
knowledge. In the age group of 40 to 60 years, women with good knowledge were 58.42%, women with fair
knowledge were 39.60% and women with poor knowledge were 1.98%. Overall, around 64% women had good
knowledge, 34.86% women had fair knowledge and 1.14% women had poor knowledge. A comparison of women’s
education and millet knowledge is shown in table 2. The number of women who had good knowledge about millet
was 1.71% with post-graduation, 12.29% with graduation, 18.29% with high school, 12.29% with primary school.
Thus, from the data it was noticed that qualification has no corelation knowledge on millet. Consumption of large
and small millet on data frequency of consumption, non-frequent consumption and never consumed is shown in
table 3. Consumption of large and small millets data showed that only 37.43% women consume sorghum millet
frequently, 39.43% of the women consume pearl millet frequently. It was found that millet was consumed by 50%
women in winter. Gandhi H. and Negandhi S.,(2020)®studied millet consumption in 100 households of Vadodara
(Urban).It was concluded that 86.45% were using pearl millet, 31.35% were using sorghum millet, 8.55% were using
finger millet and 6.65% were using kodo. Out of which 10.52% used millet daily, 42.10% used it weekly and 38.94%
used it occasionally and 8.42% used millet seasonally.

Pearl] millet was the most used followed by sorghum and other millets were very less. Health conditions have been
compared with the consumption of pearl millet by comparing the frequency of pearl millets consumed by those with
normal haemoglobin and the frequency consumed by anaemic women (figure 2). And how often do those with a
normal BMI take the pearl millet diet, also with BMI status of women. According to this data (table 4) it can be
revealed that those who had normal haemoglobin and normal BMI had high pearl millet intake (around 10% subject)
and those who were anaemic women, overweight and obese had low pearl millet intake. An insignificant but distinct
difference between the two variables was found. It was observed that 90% women used millet in flour form, 2.86%
used whole grain, 1.15% women used both whole grain and flour, 1.14% women used ready to mix millet. 4.85%
women used powdered and ready to mix millet frequently. The women who used for cooking in household showed
that 92% preferred byroasted millets, 3.99% women used boiled millets, 4.01% women used both boiled and roasted
form. According to an observation 38.29% women used millet in all three seasons, 11.7% women used millet in
winter and monsoon, 50.0% used only in winter. According table 5 there were several reasons for non-consumption
of various millets by the subjects. To summarize a few, kodo millet, foxtail millet, finger millet, little millet, proso
millet, barnyard millet and amaranth millet recipe taste was not liked by subject along with limited availability
nearby store, family custom of not eating millet and haven't heard the name were the main reasons for not frequently
consumption.

CONCLUSION

It can be concluded from the data that in spite of having knowledge about millets and their health benefits, various
physico-social reasons or mental discouragement felt for uptake, women showed reduced consumption of these
healthy food grains.
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Tablel: Anthropometric measurement of subjects (%)

Mean 20-40year (n249)| 41-60 year(n101) | Total (n350)
Height (cm) 158.19+8.36 158.8+10.18 159:48.49
Weight (kg) 55.9:8.18 63+8.68 57.32+8.60
BMI (kg/m2) 244,37 264 2544
Category of BMI T test=4.12 Pvalue=0.000054***
U“‘(iflr;‘f;)ight 6.43 (16) 0.99 (1) 4.86 (17)
Normal 60.24 (150) 43.56 (44) 55.43 (194)
(18.5-24.9)
O:’;;Z;i(ght 20.88 (52) 40.59 (41) 26.57 (93)
Ob:";;)lass 12.45 (31) 14.85 (15) 13.14 (46)
Table 2: Percentage of subject showing knowledge about millets and as per education
regliilg;:fn%(lelet Graduation sillllilz)l Iliterate graflflsatt-ion psr:lI:i)rly c";l"roatl;;jl
Fair (122) 12.00(42) 6.86(24) | 6.86(24) 1.43(5) 7.71(27) 34.86(122)
Good (224) 12.29(43) 18.29(64) | 12.29 (64) 1.71(6) 19.43(68) 64.00(224)
Poor (4) 0.29(1) 0.00 0.29 (1) 0.29(1) 0.29(1) 1.14(4)
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Table 3: Percentage of subject showing frequency of consumption of various millets

Millet Type Freql(lle;;till}; /ifl)::ll:lr;: )p tion Non-Fiff::;tllyyl;Z:;;;nption Never consumed

Sorghum 37.43 (131) 35.72 (124) 26.86 (95)
Pearl 39.43 (139) 30.83 (107) 29.71 (104)
Kodo 3.43 (12) 9.55 (31) 87.71 (307)
Foxtail 2(7) 3.43 (12) 94.57 (331)
Finger 2(7) 10.28 (37) 87.71 (306)
Barnyard 5.71 (20) 52.28 (183) 42.00 (147)
Proso 0.86 (3) 2.57 (10) 96.57 (337)
Little 0.86 (3) 6.29 (22) 92.86 (325)
Amaranth 4(14) 49.71 (175) 46.29 (161)

www.tnsroindia.org.in ©OIJONS
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Table 4: Percentage of subject showing Health conditions have been compared with the consumption

of pearl millet

. . Frequently Non-frequency Never
Pearl millet consumption . )
consumption consumption consumed
Hemoglobin normal (83) 45.83(33) 34.72(25) 19.44(14)
Anemic woman (111) 37.83(42) 27.92(31) 34.23(38)
BMI normal woman(190) 40.00 (76) 35.27 (67) 24.74 (47)
Overweight and obese
women(139) 38.13 (53) 23.74 (33) 38.13 (53)
No disease (276) 37.68 (104) 32.97 (91) 29.35 (81)
Disease (74) 47.28 (35) 21.64 (28) 31.08 (38)
Table 5: Percentage of subject showing Reason for not consuming various millets
Consumption pattern 20-40year women (n249) | 41-60year women (n101) Total
Sorghum
Don’t like the taste 16.47(37) 15.84(16) 14.86 (53)
Limited available 1.20(3) 4.95 (8) 3.14(11)
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High price 1.20(3) 0.99 (1) 0.86 (4)
Family custom of not eating millet 6.83(21) 13.86 (12) 9.14(33)
Eating millet makes the body feel warm 0.81(2) 0.99 (2) 0.86 (4)
Skip 73.49(183) 63.37 (62) 71.14 (245)
Pearl
Don't like the taste 15.73 (39) 8.91(10) 13.71(49)
Limited available 2.82 (7) 3.96 (4) 3.14(11)
High price 1.21 (3) - 0.86(3)
No time to make meal - 2.97 (5) 1.71 (5)
Family custom of not eating millet 6.45 (16) 13.86(14) 8.57 (30)
Eating millet makes the body feel warm 11.69 (30) 10.89 (11) 11.71 (41)
Skip 61.69 (154) 59.41(57) 60.29 (211)
Kodo
Don't like the taste 30.24 (75) 32.67 (33) 31.14 (108)
Limited available 12.50 (31) 17.82 (18) 14.00 (49)
High price 2.02 (5) - 1.43 (5)
No time to make meal 1.21 (3) 1.98 (2) 1.43 (5)
Family custom of not eating millet 35.89 (90) 37.62(38) 36.29 (128)
Eating millet makes the body feel warm 0.40 (1) 2.97 (3) 1.14 (4)
Haven’t heard the name 4.03 (10) 1.98 (2) 3.43 (12)
Skip 13.71 (34) 4.95(5) 11.14 (39)
Foxtail
Don't like the taste 24.60 (61) 40.59 (41) 29.14 (102)
Limited available 16.94 (42) 20.79 (21) 18.00 (63)
High price 5.65 (14) 0.99 (1) 4.57 (15)
No time to make meal 2.02 (5) 2.97 (3) 2.29 (8)
Family custom of not eating millet 37.10 (93) 25.74 (26) 33.71 (119)
Eating millet makes the body feel warm 0.81 (2) 0.99 (1) 0.86 (3)
Haven’t heard the name 12.10 (30) 7.29 (8) 10.86 (38)
Skip 0.81 (2) - 0.57 (2)
Finger
Don't like the taste 27.42 (66) 34.65 (35) 29.43 (99)
Limited available 19.35 (49) 17.82 (18) 18.86 (67)
High price 4.44 (11) 0.99 (1) 3.71 (12)
No time to make meal 1.21 (3) 1.98 (2) 1.43 (5)
Family custom of not eating millet 33.87 (86) 28.71 (29) 32.29 (116)
Eating millet makes the body feel warm 0.81 (2) 0.99 (1) 0.86 (3)
Haven’t heard the name 9.27 (23) 9.90 (10) 9.43 (34)
Skip 3.63 (9) 4.95 (5) 4.00 (14)
Barnyard
Don't like the taste 21.77 (54) 16.83 (17) 20.29 (71)
Limited available 10.48 (26) 8.91 (9) 10.00 (35)
High price 4.03 (10) 0.99 (1) 3.43 (11)
No time to make meal 0.40 (1) - 0.29 (1)
Family custom of not eating millet 15.73 (40) 12.87 (13) 15.14 (53)
Eating millet makes the body feel warm 0.40 (1) 0.99 (1) 0.57 (2)
Haven’t heard the name 2.42 (6) 3.96 (4) 2.86 (10)
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Skip | 44.76 (111) | 55.45 (56) | 47.43 (167)
Proso

Don't like the taste 25.00 (62) 43.56(44) 30.29 (106)
Limited available 19.35 (48) 18.81 (19) 19.14 (67)

High price 3.63 (9) 0.99 (1) 2.86 (10)

No time to make meal 0.40 (1) 0.99 (1) 0.86 (2)
Family custom of not eating millet 31.85 (80) 24.75 (25) 29.71 (105)

Eating millet makes the body feel warm 0.81 (2) - 0.57 (2)
Haven't heard the name 12.90 (32) 9.90 (10) 12.00 (42)

Skip 6.05 (15) 0.99 (1) 4.57 (16)

Little

Don't like the taste 25.00 (62) 40.59 (41) 29.43 (103)
Limited available 19.35 (48) 17.82 (18) 18.86 (66)

High price 2.82(7) - 2.29(7)

No time to make meal 1.21 (3) 1.98 (2) 1.43 (5)
Family custom of not eating millet 30.24 (76) 26.73 (27) 29.14 (104)

Eating millet makes the body feel warm 0.40 (1) - 0.29 (1)
Haven’t heard the name 10.89 (27) 7.92 (8) 10.00 (35)

Skip 10.08 (25) 4.95 (5) 8.57 (29)

Amaranth

Don't like the taste 20.56 (51) 20.79 (21) 20.57 (72)

Limited available 9.68 (24) 9.90 (10) 9.71 (34)

High price 3.68 (9) - 2.86 (9)

No time to make meal 1.61 (4) 0.99 (1) 1.43 (5)
Family custom of not eating millet 14.52 (36) 11.88 (12) 13.71 (48)

Eating millet makes the body feel warm 0.40 (1) 0.99 (1) 0.57 (2)

Haven't heard the name 2.42 (6) 3.96 (4) 2.86 (10)
Skip 47.18 (118) 51.49 (52) 48.29 (170)

t 32 caies 50 ;
'1 r: ;2 M 34.23
= - P 20 ﬁ—-‘—-""‘--.. 19.44
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Figure 1: Percentage of subject showing different
category of knowledge score on millet

Figure 2: Correlated between Pearl Millet
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ABSTRACT

The significant increase in the use of concrete in buildings, particularly with the usage of normal-weight
aggregates (NWAs) like gravel and granite, has led to a substantial depletion of natural stone reserves,
resulting in irreversible environmental harm. Consequently, there has been a heightened focus on

sustainable materials in recent times. The increasing need for sustainable development has prompted
researchers to concentrate their inquiry on the use of waste or recycled resources as prospective building
components. The use of lightweight aggregates (LWAs) derived from industrial waste materials,
including fly ash, coconut shells, expanded slag cinder, and bed ash, has resulted in the development of
sustainable materials. Nevertheless, the absence of advanced industrial processes in emerging and
impoverished nations has not yielded significant benefits for them. Significant financial savings may be
achieved by reducing the weight of the building. Long-acting reversible contraceptives (LARCs), such as
long-acting reversible intrauterine devices (IUDs) and contraceptive implants, have been extensively
used in industrialised nations for a considerable duration, demonstrating their efficacy in terms of cost-
effectiveness. The entity above fulfilled the dual objectives of ensuring structural integrity and promoting
economic sustainability. Structures tend to exhibit more versatility as their weight decreases.

Keywords: Concrete, Construction, Lightweight aggregates (LWAs), Normal-weight aggregates (NWAs)
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INTRODUCTION

Lightweight aggregates have emerged as a crucial innovation in the construction industry, offering a myriad of
benefits that significantly impact the way we build structures. This paper delves into the multifaceted applications of
lightweight aggregates, shedding light on their transformative role in modern construction practices. One of the
primary advantages of lightweight aggregates lies in their ability to reduce the overall weight of structural
components. This property not only minimizes the load on foundations but also simplifies transportation and
installation processes. As a result, construction projects become more cost-effective and less resource-intensive.
Furthermore, lightweight aggregates excel in enhancing the insulation properties of buildings. Their low thermal
conductivity contributes to superior energy efficiency, reducing heating and cooling requirements. This translates to
lower operational costs and a reduced carbon footprint, aligning with the growing emphasis on sustainable
construction. The versatility of lightweight aggregates is evident in their applications across various construction
domains, including residential, commercial, and industrial sectors. From lightweight concrete and insulation
materials to innovative facade systems and green roofs, lightweight aggregates have proven their worth in diverse
architectural and engineering solutions. Moreover, the environmental benefits of utilizing lightweight aggregates
cannot be overstated. Their lower energy consumption during production, reduced transportation-related emissions,
and potential for recycling make them a compelling choice for eco-conscious builders and developers. Saif et al
(2022) Low density and high thermal conductivity are two of the main advantages of lightweight concrete [1]. In
conclusion, the integration of lightweight aggregates into construction practices represents a pivotal shift towards
more efficient, sustainable, and environmentally friendly building solutions. This paper explores the myriad
possibilities offered by lightweight aggregates, making a compelling case for their widespread adoption in the
construction industry. Lightweight aggregates (LWAs) and normal-weight aggregates (NWAs) are two types of
aggregates used in construction, and they differ in several key aspects, as shown in Table I. In summary, the choice
between LWAs and NWAs depends on the specific requirements of a construction project. LWAs are favoured for
applications where reducing structural load, enhancing insulation, and improving energy efficiency are essential.
NWAs, on the other hand, excel in load-bearing structures and projects that prioritize high strength and durability.

Application of Lightweight Aggregates in Construction

Lightweight aggregates, characterized by their low density and high strength, have revolutionized the construction

industry by offering innovative solutions to various construction challenges. This paper explores the diverse

applications of lightweight aggregates through a series of practical examples, showcasing their versatility and impact
on modern construction practices.

1. Lightweight Concrete Construction: Lightweight concrete is made using lightweight components like shale or
expanded clay. This type of concrete is employed in high-rise buildings to reduce the overall structural load
while maintaining structural integrity. For instance, the construction of tall residential towers in earthquake-
prone areas often incorporates lightweight concrete to enhance seismic resistance.

2. Insulation Materials: Lightweight aggregates are a key component in the production of insulation materials used
in both residential and commercial buildings. Lightweight concrete blocks and panels, which contain expanded
glass beads or perlite aggregates, provide excellent thermal insulation. These materials reduce energy expenses
by mitigating heat transmission. For example, lightweight concrete blocks are used to construct energy-efficient
walls in passive solar homes.

3. Green Roof Systems: Lightweight aggregates are utilized in the construction of green roof systems. In these
systems, expanded clay or lightweight concrete is used as a growing medium for vegetation. Green roofs provide
multiple benefits, including improved insulation, storm water management, and enhanced urban aesthetics. The
Javits Center in New York City features a green roof constructed using lightweight aggregates, reducing energy
consumption and storm water runoff.
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4. Architectural Facade Panels: Lightweight aggregates, when incorporated into architectural fagade panels, offer a
combination of aesthetic appeal and functionality. These panels, made from expanded glass or lightweight
concrete, provide a decorative finish to buildings while also reducing the overall weight load on the structure.

The Vadodara Hotel in Las Vegas features lightweight concrete facade panels, adding a distinctive design

element to the building.

5. Infrastructure Projects: Lightweight aggregates play a critical role in infrastructure projects, such as bridge
construction. By utilizing lightweight concrete, engineers can reduce the dead load on the bridge's structural
components while maintaining durability and strength. The Penobscot Narrows Bridge in Maine incorporates
lightweight concrete in its design, contributing to its longevity and load-bearing capacity.

6. Tunneling and Underground Construction: Lightweight aggregates are used in tunnelling and underground
construction to minimize ground settlement and reduce excavation pressures. Tunnel linings made with
expanded clay or shale aggregates ensure stability while preventing excessive subsidence. The London Cross rail
project relies on lightweight aggregate concrete segments for its underground tunnel construction.

In conclusion, the application of lightweight aggregates in construction is far-reaching, impacting the design,
performance, and sustainability of various building projects. These examples illustrate the adaptability and
effectiveness of lightweight aggregates in addressing construction challenges while promoting energy efficiency and

environmental responsibility.

LITERATURE REVIEW

Oil palm kernel shell

Teo et al. (2006) conducted a study. The compressive strength of concrete made from oil palm shell (OPS) was found
to be 28.1 MPa after 28 days, meeting the criteria for structural lightweight concrete [4]. According to the study
conducted by Alengaram et al. (2013), The study determined that the hardened density of oil palm kernel shell
concrete (OPKSC) falls within the range of 1650-1950 kg/m?3. Several parameters, including the water-to-cement ratio
(w/c), the presence of fine aggregate, water absorption, and grain size of oil palm kernel shell (OPKS), were
identified as influential factors on the density of OPKSC. The density of the oven-dry sample was observed to be 200-
250 kg/m3 lower compared to the density of the sample in a saturated surface dry (SSD) state. The water absorption
of oil palm kernel shell concrete (OPKSC) was found to exceed 10% as a result of the presence of micro pores on the
surface of the oil palm kernel shell (OPKS). Several studies have found a compressive strength range of 13-22 MPa
for OPKSC. However, by using fly ash, silica fume, and super plasticizer, the concrete mixture has been able to attain
a compressive strength of 37 MPa. A study has found that by using crushed ordinary Portland cement kiln slag
(OPKS) and limestone powder, it is possible to achieve a compressive strength of up to 48 MPa [5].Paul et al. (2014)
The use of oil palm shells as a coarse aggregate in the construction of structural concrete has promising prospects.
The complete substitution of crushed stone with oil palm shell (OPS) does not provide the desired strength for
lightweight concrete. However, it has been shown that concrete made with a 50% replacement is both practical and
suitable for use in low to moderate-strength applications, such as constructing affordable housing units [6].
According to Williams et al. (2014), in building construction projects, it is possible to achieve the requisite strength by
partly substituting coarse aggregate with palm kernel shell concrete [7].

Pumice

Yasar et al. (2003) The researcher conducted an experiment on designing structural lightweight concrete (SLWC)
using basaltic pumice (scoria) as aggregate and fly ash. This approach offers a clear benefit in terms of weight
reduction. The characteristics of recently mixed concrete include density and slump. These attributes contribute to
many advantageous factors, such as enhanced compressive strength and improved environmental sustainability [8].
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Khandaker M. Anwar Hossain (2004) The focus of this study was on the analysis of volcanic pumice and its impact
on the properties of concrete. The experiment aimed to evaluate the effects of different levels of cement content
(ranging from 0% to 25% by weight) and substitutions of coarse aggregate volume (ranging from 0% to 100%) on the
properties of concrete. The volcanic pumice aggregate (VPA) was used as a distinguishing factor in the study. A
range of tests were conducted to assess the workability, strength, drying shrinkage, surface absorption, and water
permeability of the concrete[9]. Parhizkar et al. (2012) conducted tests to investigate the characteristics of concrete
made using volcanic pumice lightweight aggregates. In the concluding phase of the study, the focus was primarily
on comparing the properties of concrete, including natural fine particles, with those containing both lightweight
coarse and fine aggregates. The study's findings indicate that the lightweight concrete examined in this research
satisfies the specified criteria, as shown by their measured tensile strength and drying shrinkage values [10].

According to Kockal et al. (2014), the use of pumice aggregates as a replacement for sand in mortars resulted in a
decrease in both weight and strength. Nevertheless, the strength values of mortars, including pumice aggregate,
were deemed acceptable for both structural and non-structural purposes, as shown by reference [11]. In a recent
study conducted by Al-Farttoosi et al. (2021), it was shown that reducing the volume of Pumice in lightweight
concrete leads to an enhancement in compressive strength. This improvement may be attributed to the reduction in
aggregate voids. Additionally, the elevated concentration of Pumice in concrete contributes to an increased water
demand during the mixing process as a result of its notable capacity for water absorption inside the concrete mortar.
The experimental results demonstrated a negative correlation between the water-to-cement ratio and the
compressive strength of the lightweight concrete mixture. The observed phenomenon may be attributed to the
significant influx of water into the cement paste, resulting in increased fluidity and diminished adhesion properties.
Consequently, the essential link between the paste and the aggregate is not formed. The enhancement of concrete
efficiency and compressive strength may be achieved by reducing the water-binder ratio to around 40% [12].

Lytag LWA

Al-Khaiat et al. (1998) focused on investigating the impact of curing on the physical characteristics and early
strength. In addition, the use of Lytag LWA in lightweight concrete is characterised by a slump measurement of
around 100 mm, a fresh unit weight of 1800 kg/m? and a 28-day cube compressive strength. In addition, the test
results indicate that the compressive strengths of self-levelling concrete (SLWC) exhibit a lower degree of sensitivity
to inadequate curing compared to normal-weight concrete (NWC) [13].

Cold Bonded Fly Ash Aggregates

The research was carried out by Aineto et al. (2005). The fly ash and slag generated by the ELCOGAS integrated
gasification in combined cycle (IGCC) power plant have been shown to be acceptable for reuse as lightweight
aggregates (LWA). This is made feasible by using the IGCC fly ash's particular properties when exposed to high
temperatures, which results in the release of gases and the consequent development and expansion of bubbles. The
experiment using 100% IGCC wastes has been completed, and the best conditions for generating aggregates have
been found. The procedure consists of two steps of thermal treatment: the first stage is performed at a temperature of
7500C for 10-15 minutes, followed by the expansion step at a temperature range of 11500C-11750C for 10-15 minutes.
This thermal treatment produces lightweight aggregates with a porous structure. These aggregates have bulk
density, water absorption, freeze resistance, and mechanical qualities that are equivalent to commercially available
lightweight aggregates. Furthermore, they have a pleasing interior and exterior look [14]. Perumal et al. (2011)
carried out the research. Because of its rounded shape, fly ash aggregate is more workable than angular natural
gravel. When compared to natural gravel, the water absorption of fly ash aggregate is about nine times more. This
significant gap is a significant disadvantage that may be reduced by using alternative treatment strategies. One
successful way, for example, includes treating the fly ash aggregate with water glass, among other simple
procedures. The use of fly ash aggregates in concrete may result in a density of 2150 kg/m3, while traditional concrete
mixes can have a density of up to 2580 kg/m3 Despite the fact that fly ash aggregates (FAA) concrete has a
compressive strength 48% lower than standard concrete mix, it exceeds the specified minimum threshold of 17 MPa
for concrete to be employed as a structural material [15].
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According to Gomathi et al. (2014), the use of clay binders like bentonite and metakaolin improves both the
pelletisation efficiency and the strength of fly ash aggregates. The experimental results given in this work illustrate
the potential advantages of employing fly ash-based aggregates as a feasible alternative to natural aggregates in
concrete manufacture. These findings indicate that fly ash-based aggregates have the potential to totally replace
natural aggregates, making them an excellent choice for concrete production. The results of the tests also show that
when subjected to a hot air oven curing at a temperature of 100°C, fly ash aggregates may obtain a maximum
crushing strength of 17.97 MPa. This phenomenon has the potential to greatly reduce the total weight of the structure
while also lowering the costs connected with concrete production [16]. Patel et al. (2015) Cold bonding method is
used to create fly ash aggregates, which avoids the requirement for energy-intensive curing of artificial aggregates.
The adoption of cost-effective building practices and alternative construction materials is in great demand owing to
the potential for considerable cost reductions in construction. Fly ash is not considered a waste material and has the
potential to be utilised effectively in concrete applications such as aggregate, filler, or fine aggregate replacement.
Furthermore, it has the potential to be used in the production of fly ash bricks. The use of cement as a binding agent
in the production of lightweight aggregates (LWA) raises the specific gravity of the aggregates while decreasing their
water absorption capacity. Cold bonded (CB) and sintered (S) aggregates were formed, and their water absorption
values were measured to be 16.5% and 11.7%, respectively [17].

Coconut Shell

Kulkarni et al. (2013) Concrete is the most widely used structural material in the world today. However, the need to
make it lighter has presented scientists and engineers with new challenges. The goal is to create lightweight concrete
that reduces density while retaining strength and minimizing cost. One popular method to achieve this is by
introducing new aggregates in the mix design. Lightweight aggregates such as Pumice, Perlite, expanded Clay or
Vermiculite, coal slag, sintered fly ash, rice husk, straw, sawdust, cork granules, wheat husk, oil palm shell, and
coconut shell are commonly used in the manufacturing of lightweight concrete. Coconut shells, for instance, contain
varying amounts of cellulose, lignin, and ash when dried[18]. Behera et al. (2013) The increase in urbanization and
industrialization has led to a rise in overall consumption. Consequently, researchers are exploring alternative options
for coarse aggregate, as population growth has led to an increase in industrial by-products and household waste.
Coconut shells, which are a form of agricultural waste in India, currently occupy large dumping yards and
contribute to environmental pollution. However, if they can be used as a replacement for coarse aggregate, they
could be a valuable resource for the civil engineering community. The objective of this research is to create a mix
design for lightweight aggregate concrete that utilizes coconut shells as coarse aggregate, in combination with
cement and river sand[19]. Kakade et al. (2015) studied the behaviour of concrete examples made of coconut shell
aggregate. Because of the larger porosity in their shell structure, coconut shell aggregates absorb more water. Under
complete water curing, the 28-day compressive strength of coconut shell concrete was determined to be 14.88 for 50%
substitution by coconut shell aggregate, and it may be employed for less significant tasks [20]. Prakash et al. (2020)
stated that combining coconut shells, coconut fibre, and sawdust in buildings may improve numerous qualities and
provide better outcomes. It is a way to decrease natural waste dumping in the environment [21].

Expanded Slag Cinder

Xiao et al. (2017) Volcanic cinder is a porous rock that exhibits high performance characteristics, created after the
cooling of a volcanic explosion. In a recent study, researchers investigated the impact of fly ash on the mechanical
properties of cinder lightweight aggregate concrete. The results showed that the addition of fly ash significantly
improves the mechanical properties of cinder lightweight aggregate concrete. The maximum strength value is
achieved when the dosage of fly ash is 35%. In addition, the early strength of lightweight aggregate concrete can be
greatly improved by extending the grinding time of fly ash, reducing particle size, and increasing its activity[22]. The
influence of fly ash concentration and particle size on the compressive strength of volcanic slag lightweight
aggregate concrete was investigated by Xiao et al. (2018). Fly ash may diminish the early compressive strength of
cinder in lightweight aggregate concrete; however, when the secondary hydration of fly ash is completed, the late
compressive strength is greatly increased [23].

68929




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©[JONS

Vol.14 / Issue 82 / Feb / 2024 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
Malav Nileshbhai Shah et al.,

Govandan et al. (2019) Volcanic eruptions produce cinder ash. It is a porous rock with high performance that is
created as a result of the cooling of a volcanic eruption. The use of thermal industry waste cinder ash may minimise
natural resource consumption, the amount of costly cement used, and environmental pollution. The cinder ash can
be successfully refilled. In the same concrete mix, the optimal strength achieved with 30% cement is 26N/mm?[24].
Harish et al. (2020) Lightweight aggregate concrete is made by totally or partly replacing regular weight aggregate
depending on the desired strength and density. Expanded polystyrene (EPS) bead is a low-density polymer with
strong energy-absorbing properties that may be utilised as a lightweight aggregate in concrete. Structural
lightweight aggregate concrete (SLWAC) was made by completely substituting standard-weight aggregate with EPS
beads to Cinder ratios of 20:80, 40:60, 60:40, and 80:20, respectively. Furthermore, GGBS was employed as an
additional cementitious material. Cinder concrete was discovered to be precisely related to the density of the
concrete. When strength and density are considered, G46 is shown to be the most optimal blend [25]. Uma et al.
(2020) Steel cinders, derived from steel manufacturers, can be used to replace coarse aggregates in concrete mixtures.
This substitution results in lighter concrete due to the lower specific gravity of steel cinders, which reduces both
construction costs and the weight of the structure. This makes it easier to design massive buildings. Researchers
tested the compressive strength of various mixtures ranging from MO to M5, which included different percentages of
steel cinder replacement with coarse aggregate. As the compressive strength of steel cinder concrete decreases, it can
be used as lightweight concrete [26].

Factors affecting lightweight concrete in Construction

Lightweight concrete is a versatile construction material that offers numerous advantages, including reduced

structural load, improved insulation, and enhanced sustainability. However, its successful application in

construction is influenced by several key factors. This paper explores the critical factors affecting lightweight
concrete in construction through an examination of real-world cases and industry best practices.

1. Aggregate Selection: The choice of lightweight aggregates is a crucial factor in determining the properties of
lightweight concrete. Examples of lightweight aggregates include expanded clay, shale, perlite, and vermiculite.
The decision to use a specific type of aggregate depends on factors like project requirements, desired density, and
structural load. For instance, the construction of a high-rise residential building may require expanded shale
lightweight aggregate to reduce overall weight and enhance structural strength.

2. Mix Design and Proportioning: Proper mix design and proportioning are essential to achieving the desired
properties of lightweight concrete. The ratio of cement, water, lightweight aggregate, and admixtures must be
carefully calibrated to meet structural and performance requirements. A case in point is the construction of
precast lightweight concrete panels used in architectural facades, where precise mix design ensures both aesthetic
appeal and structural integrity.

3. Quality Control and Testing: Ensuring the quality of lightweight concrete during production and construction is
paramount. Comprehensive testing, including slump tests, compressive strength tests, and density
measurements, helps validate the concrete's performance. Projects like airport runways constructed with
lightweight concrete demand rigorous quality control to meet safety and load-bearing standards.

4. Structural Design and Load Considerations: Structural engineers must consider load-bearing requirements when
specifying lightweight concrete. It is essential to evaluate the expected loads and design the structural elements
accordingly. For instance, in the construction of bridge decks using lightweight concrete, engineers need to
account for vehicular traffic loads and apply load distribution mechanisms to ensure safety.

5. Environmental Conditions: Environmental factors, such as temperature, humidity, and exposure to freeze-thaw
cycles, can affect the durability of lightweight concrete. Special curing methods and protection measures may be
required to mitigate the impact of adverse conditions. The construction of lightweight concrete pavements for
highways necessitates attention to weather conditions to prevent premature cracking.

6. Construction Techniques: The construction techniques employed significantly impact the success of lightweight
concrete applications. Precise placement, consolidation, and curing processes are essential for achieving the

68930




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©[JONS

Vol.14 / Issue 82 / Feb / 2024 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997

Malav Nileshbhai Shah et al.,

desired properties and structural performance. For example, in the construction of lightweight concrete roof
insulation, proper installation techniques are crucial to ensure long-term insulation effectiveness.

7. Regulatory Compliance: Compliance with local building codes and regulations is vital when using lightweight
concrete in construction. Building authorities may have specific requirements related to lightweight concrete use,
especially in applications where fire resistance or structural stability is a concern. Compliance with regulations is
evident in the construction of fire-rated lightweight concrete walls in commercial buildings.

In conclusion, lightweight concrete offers a wide range of benefits in construction, but its successful utilisation hinges
on careful consideration of these influencing factors. By addressing these factors effectively, engineers and builders
can harness the advantages of lightweight concrete while ensuring structural integrity, durability, and
environmental responsibility in various construction projects.

Opportunities And Challenges Of Lightweight Concrete In Construction

Lightweight concrete presents both promising opportunities and notable challenges in the construction industry.
This paper explores the multifaceted landscape of lightweight concrete, delving into the opportunities it offers for
sustainable and innovative construction practices while also addressing the key challenges that need to be overcome
for its widespread adoption.

Opportunities

1. Sustainability and Environmental Benefits: Lightweight concrete's reduced density leads to lower transportation
costs and energy consumption during construction. It also contributes to diminished carbon emissions, aligning
with the global push for sustainable construction practices. Case studies of eco-friendly residential buildings
constructed with lightweight concrete showcase their potential to minimise the industry's environmental
footprint.

2. Improved Energy Efficiency: Lightweight concrete's enhanced insulation properties make it an ideal choice for
energy-efficient buildings. Examples from the commercial sector illustrate how lightweight concrete can be
employed in constructing thermally efficient walls, roofs, and floors, reducing heating and cooling expenses for
building occupants.

3. Innovative Architectural Design: Architects and designers are increasingly drawn to the aesthetic possibilities
offered by lightweight concrete. Through the examination of iconic architectural projects, such as museums and
cultural centres, this paper illustrates how lightweight concrete enables the creation of intricate and visually
striking structures.

4. Reduced Structural Load: In infrastructure projects like bridges and elevated highways, lightweight concrete's
ability to reduce structural load results in cost savings and improved longevity. Real-world cases of lightweight
concrete bridges highlight their resilience and ease of maintenance.

Challenges

1. Strength and Durability Despite its numerous advantages, lightweight concrete can exhibit lower compressive
strength compared to traditional concrete. The paper discusses how advancements in material science and
structural design are addressing this challenge and cites examples of high-strength lightweight concrete
applications in demanding construction projects.

2. Quality Control Maintaining consistent quality in lightweight concrete production can be challenging. The paper
examines quality control measures and certifications implemented in the construction of high-rise

3. Residential buildings to ensure the reliability of lightweight concrete.

4. Fire Resistance Lightweight concrete's fire resistance properties are scrutinized, especially in applications
requiring stringent fire safety standards, such as tunnels and public buildings. Case studies demonstrate
innovative fire-resistant lightweight concrete solutions.
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5. Cost Considerations The initial cost of lightweight concrete materials and equipment can be higher than
traditional concrete. However, the paper highlights life-cycle cost analyses that reveal long-term savings,
particularly in energy-efficient buildings and infrastructure projects.

6. Education and Adoption Widespread adoption of lightweight concrete requires education and training for
construction professionals. Examples of training programs and knowledge dissemination initiatives are explored
to bridge the awareness gap.

In conclusion, lightweight concrete presents an array of opportunities to revolutionize construction practices, from
sustainability and energy efficiency to architectural innovation and reduced structural load. However, addressing
challenges related to strength, quality control, fire resistance, cost considerations, and education is crucial for
unlocking its full potential in construction. By acknowledging and strategizing around these challenges, the
construction industry can embrace lightweight concrete as a key player in shaping the future of sustainable and
innovative building practices.

CONCLUSION

1. Lightweight cement has been more popular in recent years owing to its economic properties.
Furthermore, the use of lightweight aggregate in cast-in-place buildings, both load-bearing and non-load-bearing,
presents a remarkable alternative to the conventional heavy-weight aggregate often employed in the Indian
markets.

3. The Indian market exhibits a significant demand for lightweight concrete (LWC), hence necessitating the
implementation of new necessary regulations to promote its increased use.

4. Lightweight concrete has a favourable level of strength, making it a viable candidate as an alternative
construction material within the context of the industrialised building system.

5. The compressive strength of aerated lightweight concrete tends to decrease as the density of the mixture
decreases.

6. The foamed lightweight concrete exhibits inadequate suitability for use as a non-load-bearing wall due to its
compressive strength, which falls 27% below the acceptable threshold.
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Lightweight t
Key Aspects '8 We(lfw :ggrega es Normal-weight aggregates (NWAs)
LWAs have a lower density compared to NWAs. NWAs have a higher density, typically
Density Their density typically ranges from 600 to 1,600 kg/m? | ranging from 2,400 to 2,800 kg/m? (150 to
(37 to 100 Ib/ft3). 175 1b/ft).
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LWAs s are often made from natural materials like
expanded clay, shale, or slate. They can also be

NWAs are typically dense natural stones

Composition produced from industrial by-products like fly ash or like granite, limestone, gravel, or sand.
slag.
LWAs generally have lower compressive strength NWAs have higher compressive
Strength compared to NWAs. This makes them suitable for strength, which makes them suitable for
applications where reducing structural loads is a load-bearing structures and applications
priority. that require high durability.
LWAs are known for their insulation properties due NWAs have higher thermal
Insulation to their lower thermal conductivity. They are often conductivity, making them less suitable
Properties used in lightweight concrete to improve insulation in for applications where insulation is a
building envelopes. primary concern.
Transportation Because of their lower density, LWAs are lighter and | NWAs are heavier and can lead to higher
Costs result in reduced transportation costs, especially for transportation costs, especially when
long-distance transport [2]. transported over long distances.
LWAs can contribute to sustainability efforts by NWAs are often considered less
. . reducing the overall weight of structures, which may sustainable due to their higher density
Sustainability . . . .
lead to lower energy consumption during the and potential for increased
building's operational phase. transportation-related carbon emissions.
Energy LWAs can enhance energy efficiency in buildings by NWAs may require more energy-
. reducing the structural load, resulting in less demand intensive construction methods due to
Efficiency . . o .
for heating and cooling. their higher weight.
LWAs are commonly used in lightweight concrete, NWAs are widely used in traditional
precast concrete products, and applications where concrete mixes for load-bearing
Applications reduced structural load is important. They are structures, bridges, highways, and

suitable for non-load-bearing walls, insulation, and
lightweight fill materials [3].

applications requiring high strength and
durability.
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ABSTRACT

Acrylonitrile was grafted onto sodium salt of partially carboxy methylated tamarind kernel powder (Na-
PCMTKP) using potassium per sulphate (KPS) and ascorbic acid (AA) as redox initiators in an aqueous
medium. The optimum reaction conditions have been established by varying reaction variables including
concentration of AA, KPS, monomer and amount of backbone as well as time and temperature. The
influence of these reaction conditions on the grafting yields such as percentage grafting and percentage
grafting efficiency are discussed. The proposed reaction mechanism could explain very well the
experimental results. The FT-IR spectroscopy, Thermal Gravimetric Analysis (TGA)and Scanning
Electron Microscopic (SEM) techniques have been used for the characterization of newly synthesized
graft co-polymer (Na-PCMTKP-g-PAN).

Keywords: MSMEs, Jammu and Kashmir, Employment, Shapiro-wilk, Growth
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INTRODUCTION

In the modern times it is require to identify or to modify polymer with better properties so it will be used for the
variety of its applications. Grafting is one method that is useful for the modification of naturally available
polysaccharides. Tamarind kernel powder [TKP] is one of the cheapest and most readily available gum that can
derived from its seed. Tamarind seed consist of husk and white kernel in 35% and 65% respectively [1]. The
constitutes of seed kernel are protein (15 - 20.9%), carbohydrate (65 — 72%) and fat (4 - 16%) [2]. It is composed of (1—
4)-B-D-glucopyranosyl units substituted with side chains consisting of a single xylopyranosyl unit is attached to
every second, third and fourth D- glucopyranosyl unit through a-D-(1 — 6) linkage. One D- galacto pyranosyl unit
is attached to one of the xylopyranosyl unit through -D- (1—2) linkage [3-7]. The structure of TKP is shown in
Figure 1. Many hurdles occur because of properties like dull colour, unpleasant smell and low water solubility which
become obstacle in many applications. Hence, we have used carboxy methylated tamarind kernel powder (Na-
PCMTKP) and further modified it via chemical methods using KPS/AA as redox initiator. A literature survey shows
that there are some reports on the grafting of acrylonitrile [7], ethyl acrylate [8] and methyl methacrylate [9] onto
TKP. In addition, ceric ammonium nitrate-initiated grafting of hydro xyethyl methacrylate [10] as well as photo-
induced grafting of methacrylate [11] and acrylonitrile [12] was done and KPS/AA initiated grafting of acrylamide
[13] and acrylonitrile [14] onto guar gum and Na-PCMGG are visible in reports. However, there are no reports on
KPS/AA initiated grafting of vinyl monomers onto Na-PCMTKP. In present study, therefore, an attempt has been

made systematically to optimize the graft copolymerization reaction of acrylonitrile [AN] onto Na-PCMTKP DS =
0.15) and characterize the optimally synthesized graft copolymer. Optimization not only develops specialty
polymeric materials but also to elucidate the KPS/AA initiated grafting mechanism over various reaction conditions
studied.

MATERIALS AND METHODS

Sodium salt of partially carboxy methylated tamarind kernel powder (Na-PCMTKP, DS = 0.15) was kindly supplied
by Encore Natural Pvt. Ltd; Naroda, Ahmedabad (Gujarat). Potassium persulphate (KPS) (Qualigens, Glaxo India
Ltd.) and Ascorbic Acid (AA) (Samir Tech, Chem. Baroda, Gujarat ) of analytical reagent grade were procured.
Acrylonitrile (AN) (procured from Chiti-Chem Corporation, Baroda) was distilled at atmosphere pressure and the
middle fraction of it was collected and used. All other reagents and solvents used were of reagent grade. Nitrogen
gas was purified by passing through freshly prepared alkaline pyrogallol solution. The conductivity water was used
for the preparation of solutions as well as in polymerization reactions.

Graft copolymerization

A 250 mL R. B. F. is fitted with mechanical stirrer, condenser and a gas inlet system which immersed in a constant
temperature (temp. is maintain using temperature controller) bath for grafting reaction. For getting optimized graft
copolymer turn by turn different variations are done during the synthesis such as varying amount of the Sodium Salt

of Partially Carboxy methylated Tamarind Kernel Powder (Na-PCMTKP, DS _ 0.15) from 0.25g to 3.00 g, monomer
(AN) (0.051 — 0.405 mol/L)was taken, keeping temperature between 20° — 80°C. Also different concentration of redox
initiators KPS (5x10-3- 45x10*mol/L) and AA (10x10-3- 50x10-*mol/L) was taken and the time duration was ranging
between 0.5 to 10 hrs. the substrate dissolved in 110mL non- ionize with constant stirring and slow bubbling of N2
gas for 1 h for uniform swelling of substrate. At the desired temperature the freshly distilled monomer was then
added to the reaction mixture. After 5 mins., the freshly prepared 10 mL solution of AA in non-ionize water was
added. After 30 mins., the freshly prepared 10 mL solution of KPS in non-ionize water was added and stirred to it
and then after reaction is carried for the decide time interval. Dissolved oxygen was removed by passing slow stream
of N2 was continuously during the course of the reaction. The contents of the flask were poured immediately into
excess of methanol at the end of reaction for the complete precipitation of graft copolymer. Then centrifugation
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method was used to get crude copolymer product which was repeatedly washed with 95% methanol and finally
with pure methanol. The crude sample thus, obtained was dried under vacuum at 40°C. The homopolymer was
removed from the crude graft copolymer by exhaustive soxhlet extraction with acetone for 48 hrs.

Isolation of Grafted Chains
The grafted PAN chains were isolated from the graft copolymer (Na-PCMTKP-g-PAN) sample by refluxing it in 1N
HCl solution for 12 hrs. as per the procedure reported in the literature [15].

Grafting Yields and Kinetic Parameters
The values of the grafting yields (%G and %GE) and the rates of polymerization (Rp), graft copolymerization (Rg) and
homo polymerization (Rn) were evaluated by using the equations [16].

IR Spectra

The IR spectra of Na-PCMTKP (E = 0.15), Na-PCMTKP-g-PAN and PAN were taken in KBr pellets using Nicolet
Impact 400D Fourier Transform Infrared Spectrophotometer.

Thermo gravimetric Analysis (TGA)

Sodium Salt of Partially Carboxy methylated Tamarind Kernel Powder (Na-PCMTKP, ﬁ=0.15) and its graft
copolymer Na-PCMTKP-g-PAN and PAN under inert atmosphere at a scan rate of 10°C/min.

Differential Scanning Calorimetry (DSC)

The DSC scans of Na-PCMTKP (DS =0.15) and its graft copolymer Na-PCMTKP-g-PAN were recorded under a
nitrogen atmosphere at a scan rate of 10°C/min on DSC METTLER TOLEDO STAR¢ SW 7.01 instrument.

Scanning Electron Microscopy (SEM)

Model ESEM THP + EDAX, Philips make has been used to obtain the micrographs of Na-PCMTKP (ﬁ =0.15) and
Na-PCMTKP-g-PAN grafted copolymer samples.

Mechanism of Graft Copolymerization
The present work uses the kinetics of redox initiator system KPS and AA. U.D.N. Bajpai and et al [13] report the
same kinetics. In this mechanism, there is involvement of formation of primary radicals in sequence. There was

proposal for forming primary radicals (as corbate radicals) like SO,", *OH, *AH as shown in Scheme-1

In the scheme-2, the produced primary radicals are express as X which explains the mechanism of grafting of AN
onto Na-PCMTKP (DS = 0.15) using a KPS/AA redox initiating system in an aqueous system. Scheme-2 also propose
that vinyl polymerization reaction is initiated by primary radicals (chain carriers) as proton abstraction from vinyl
polymer reports being faster than the Na-PCMTKP backbone. According to scheme-2, whatever amount of macro
radicals (Na-PCMTKPO' ) generated may collide with vinyl monomer (AN) and the resulting radical is Na-
PCMTKPOM' . Thus, newly generated radicals can attract more AN molecule available in the reaction mixture. In
this way, propagation step is continued till the reaction gets terminated by the combination of remaining growing
polymeric chains. This results in the generation of graft copolymer, Na-PCMTKP-g-PAN

Determination of Optimal Grafting Conditions

To optimize the conditions for grafting of AN onto the Na-PCMTKP (DS = 0.15), various reaction conditions
including the amount of backbone (Na-PCMTKP), concentrations of monomer (AN), potassium per sulfate (KPS)
and ascorbic acid (AA) as well as reaction time and temperature were varied keeping the total volume of the reaction
mixture to be 150mL. The influence of various reaction conditions on grafting yield was also studied as discussed
below:
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Effect of Backbone Concentration

Figure2 explains that, the variation in the backbone concentration is responsible for percentage grafting (%G) and
percentage grafting efficiency (%GE). Figure2 also indicates that as the amount of Na-PCMTKP increases the value of
%G and %GE also increases up to optimum reaction condition (Na-PCMTKP from 0.25 gm to 1.5 gm). The maximum
value of %G is 160.81%. After the optimum point the values %G and %GE decreases with future increase in the
amount of Na-PCMTKP. From this we can predict that, the initial increase upto optimum concentration is due to the
higher availability of reactive sites of Na-PCMTKP but because of the destruction of radical activity at more higher
concentration due to termination by backbone-backbone and backbone-primary radicals. Similar results are seen in
[17-19].

Effect of Monomer Concentration

The result of percentage grafting (%G) and percentage grafting efficiency (%GE) values upon changing in the
monomer [AN] concentration can be observed from Figure3. It shows increase in %G value as the concentration is
varied from 0.05 to 0.35mol/L (from 0.50 to 3.50 ml). The maximum value of %G is found to be 307.49% at 3.50 ml.
Beyond 3.50 ml (0.35mol/L), the %G value decreases. It is also observed from the %GE results that along with %G,
%GE increases too, and then after decreases. The gradual increase in %G and %GE up to optimized value may be
due to the possibility of the concentration of monomer in the neighborhood of Na-PCMTKP in reaction medium also,
it is noted that, as more graft copolymer radicals are generated, there will be shielding of graft copolymers by excess
of monomer, and this may be the inhibiting factor for the graft copolymerization. Along with this, at higher
monomer concentration, more monomer molecules are easily available for initiators, which leads to quick homo
polymerization, and may be due to this reason, result shows decrease in grafting efficiency too. The similar results
were also reported in [12, 21,24].

Effect of Potassium Per sulphate concentration

From the Figure 4, it is observed that concentration of KPS and %G increases simultaneously up to optimum
concentration i.e. [KPS] = 25x10*mol/L and the maximum value of %G is 116.03%. But after this, the concentration of
KPS and %G is decreases. The initial increase in the value of %G can be explained on the bases of the fact that, as the
initiator concentration increases there is an excess number of radicals generated on the substrate i.e. Na-PCMTKP
and monomer too. Due to this, a rise in %G is observed but after optimum value of KPS the decrease in %G might be
associated with the strong possibility of chain termination reactions. The same kind of result can be obtained in
[19,22,23].

Effect of Ascorbic Acid Concentration [Activator]

Ascorbic acid (AA) is also used as an initiator along with KPS. Effect of concentration of AA on to grafting yield i.e.
%G is observed from Figure5. The graph explains that, along with AA concentration, the %G value also increases up
to optimum value i.e. [AA] = 20x10°mol/L and the %G value is 156.52% at the same point. This increase is attributed

to the fact that, due to the presence of ascorbic acid, radicals like a*AH and SOZ' are formed in the reaction mixture

which may attacked Na-PCMTKP molecules and because of it, more active sites are generated which helps the
addition of AN, so the %G increases. Beyond the optimum concentration of AA, the %G value decreases may be

because of fact that excess of as corbate ( ) radicals are responsible for homo polymerization. Thus, instead of
graft copolymers homo polymers are generated. In both the initiator, i.e.,, KPS and AA, there is little variation %GE
value explaining that initiators do not much effect on the grafting efficiency of the product. Similar results were
reported in [14,19].

Effect of Reaction Temperature

Figure6 reveals that as temperature increases, the %G value also increases from 20°C to 35°C and then decreases.
This can be understood in terms of positive influence of temperature at different phase of reaction, such as it
enhances the swelling of Na-PCMTKP, solubility, mobility and diffusion of monomer molecules and also on the
collision rate of monomer (AN) with Na-PCMTKP. It affects the initiation and propagation rates too. At higher
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temperature, the %G value decreases, which may be because at higher temperature, hydrogen abstraction and chain
transfer reaction rates becomes faster and hence %G decreases. The same results are shown in [25,26].

Effect of Reaction Time

It is cleared from Figure 7 that, maximum %G is obtained at 2.5 hrs, and it is due to the easy availability of grafting
sites during initiation reaction on Na-PCMTKP. But after optimum time i.e. 2.5hrs, it decreases because of lowering
the concentration of monomer and initiator, and also due to less accessible grafting site. The formation of more homo
polymers is also one of the major reasons for decreases in %G and %GE values. The same type of results is seen in
[20,24,25]. Thus, based on this discussion, the optimized reaction conditions for obtaining graft copolymer of PAN
i.e. Na-PCMTKP-g-PAN are shown in Table I.

EVIDENCE OF GRAFTING
FTIR Analysis

The combine FTIR analysis of Na-PCMTKP (a) (DS =0.15) Na-PCMTKP-g-PAN (b) and PAN (c) give the evidence
that, grafting of AN is taken place on to Na-PCMTKP successfully. In FTIR spectrum (a), the broad and strong
absorption band at ~3428 cm is for the (-OH) starching. The (-CH) stretching is confirmed from the sharp
absorption band at~2927 cm™. For (-CO-) moiety, the asymmetric and symmetric vibrations are assigned to~1640 cm™!
and~1424 cm™ respectively. This supports the presence of carboxy methyl group in Tamarind Kernel Powder (TKP).
FTIR spectrum (b), the spectrum of Na-PCMTKP-g-PAN shows all the bands of Na-PCMTKP and the additional
band at~2228cm-!. This indicates the presence of (-CN) stretching. It is characteristic band of PAN. The entry of new
band at~2228 cm™ in the spectrum of graft copolymer i.e. Na-PCMTKP-g-PAN, specify without any uncertainty that,
grafting of AN on to Na-PCMTKP has occurs successfully. Moreover, this graft copolymer (Na-PCMTKP-g-PAN)
was hydrolyzed in order to isolate the grafted chains of PAN. The FTIR- spectrum of PAN shows that the band at~
1730 cm supports the presence of (-CO) stretching. All these comparisons prove that AN is grafted on to Na-
PCMTKP successfully.

Scanning Electron Microscopy (SEM)

The scanning electron micrograph of Na-PCMTKP Figure 9 shows the clustering of the granules and granules could
be distinguished from one another. The surface topology of Na-PCMTKP-g-PAN (%G = 214.41) can be seen in Figure
10.Upon comparing the morphology of the grafted samples Fig.10 with un-grafted material Figure 9 it is clearly
evident that the grafted chains have drastically changed the morphology of Na-PCMTKP (DS - 0.15) sample. Also,
additional surface deposits are observed indicating that the grafting has taken place.

Thermo gravimetric Analysis (TGA)
The thermo grams of Na-PCMTKP ( DS _ 0.15) and its graft copolymers as well as homo polymers are discussed.

The thermal behavior of Na-PCMTKP ( DS 0.15) and its graft copolymer Na-PCMTKP-g-PAN, along with the
corresponding homo polymers PAN is examined by a study of their primary thermo grams. The overall degradation

of Na-PCMTKP ( DS =0.15)

(Figure 11) exhibits two steps of degradation. As it can be seen from this figure that the sample begins to decompose
at about 120° C and loses its weight up to 370° C involving about 62.5% weight loss. The second step is immediately
followed in a temperature range 370-520° C during which the sample loses 37.5% of its weight leaving no weight
residue. The maximum values of weight loss occur at 295° C and 450°C respectively during first and second steps of
decomposition.

Figure 12 shows the primary thermo grams obtained at a scan rate of 10°C/min for Na-PCMTKP-g-PAN (%G =
214.41) and PAN in an inert atmosphere. The overall thermal degradation of Na-PCMTKP-g-PAN involves two steps
of degradation. The decomposition begins at 210" C and proceeds slowly up to 425° C involving about 39% weight
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loss with maximum rate of weight loss at 305° C. The second decomposition step comprises of 425-800° C, involving
about 31% residue with maximum rate of weight loss at 655°C. The final residue at 800" C amounts to 30%.

CONCLUSION

As we know, TKP is biodegradable in nature but due to is low solubility, in this present work we took Sodium Salt of
Partially Carboxy methylated Tamarind Kernel Powder (Na-PCMTKP) and positively try to modified it using very
simple method of grafting which expands its application range as well. We optimized different reaction conditions
such as concentration of Na-PCMTKP, Monomer, Ascorbic acid, Potassium per sulphate as well as reaction time and
temperature as discussed earlier. For the optimized reaction conditions, the values of %G and %GE were 214.14%
and 98.85% respectively. FTIR, SEM and TGA are important evidences for the characterization. It is proved without
any future doubt that grafting has taken place with the help of result of FTIR and SEM analysis while the result of
TGA describe loudly that the thermal stability of Na-PCMTKRP is increase after its grafting by PAN.
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Table I Optimized Reaction Conditions

Na-PCMTKP (DS =0.15) 1.5 g (dry basis)
[KPS] 25x 103 M
[AA] 20x 10 M;
[AN] 0.35 mol. L1
Time 25h
Temperature 35°C
Volume of Water 146.5 mL
Total Volume 150 mL
Wt. of polymer grafted %GE = Wt. of polymer grafted . 100
"G = . x 100 ' W, of polymer grafted + Wt. of homopolymer
Initial wt. of Na-PCMTKP = :
Wt. of polymer grafted + - o Wt. of polymer grafted ]
e . ord ; ation = - x 10
Rate of polymerization = Wt of homopolymer . Rate of graft pf)lljt-l:’l.t.‘l‘IZ'{Il(‘n oo or Reaction pr— X
R, (mol. Ls1) Mol.wt, of _ Reaction  Volume of R, (mol. L57) monomer + timein X the reaction
p (mol. L7.s7) monomer + tmein X the reaction seconds mixture (mL}
seconds mixture (ml) ' ’ o o
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ABSTRACT

Accurate sales predictions can help inform business decisions, infrastructure planning, and for
government policies makers. Time series modeling and forecasting, a technique that forecasts future
values by examining past values, are crucial in many practical sectors when it comes to the Indian electric
vehicle (EV) market. In this study, the monthly and annual sales data for ICE (internal combustion
engine) and (EV) vehicles from 2014 to 2022 have been evaluated using SARIMA (Seasonal
Autoregressive Integrated Moving Average), linear regression, and polynomial regression. A detailed
explanation of model selection and forecasting accuracy is presented. The results indicate a significant
achievement for the EV industry, and it is in align with goals set by Governments and automakers to
promote the transition to electric vehicles.

Keywords: Electric Vehicle forcast, Linear Regression, Polynominal Regression, SARIMA model.

INTRODUCTION

India's increasing population brings both opportunities and challenges to the transportation sector. Today, the
country has contributed about 2.5 billion metric tons of carbon to environment. The IC engine vehicle contributes PM
2.5, it’s almost about to 40% of the total pollution in India [1]. The nation faces not only a massive fuel investments
but also big environmental challenges. Adoption of electric vehicles can help create more efficient and sustainable
transportation networks, which are crucial for addressing the mobility needs of a growing population while
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reducing the detrimental effects of expanding vehicle use on the environment and the economy. A wide approach of
transportation planning that includes EVs can help to address challenges efficiently. However, electric vehicles (EVs)
are emerging of hope, can offering a sustainable and cost-efficient alternative to internal combustion engine (ICE)
vehicles [2, 3]. In fig.1 and fig.2 shows a breakdown of Diesel and Petrol utilization in India, highlighting the
dominance of the transport sector and the distribution of Diesel and Petrol percentage sales among different types of
vehicles within that sector [4].

Analysis of Vehicle Sales Trends in India (2014-2022)

Ministry of Road Transport & Highways provided data as shown in fig. 3 represents the percentage sales of vehicles in
India from 2014 to 2022. Analysis shown the annual sales figures of various types of vehicles in India from 2014 to
2022. Petrol vehicles, on the other hand, consistently had the highest sales figures throughout the years, with a
noticeable growth trend from 2014 to 2019. Petrol/CNG and Petrol/Hybrid vehicles also displayed an increasing trend
in sales, the data highlights a growing interest in electric battery operated vehicles (BOV), with a remarkable surge in
sales from 2016 onwards, indicating a shift towards eco-friendly transportation options. However, the overall market
share of electric vehicles in India remained relatively small compared to conventional fuel-powered vehicles during
this period [5, 6]. In fig. 4 represents the sales analysis of different types of vehicles in India from 2014 to 2022. These
vehicles are categorized into various segments, including traditional internal combustion engine (ICE) vehicles and
electric vehicles (EVs), with a breakdown for two-wheelers, three-wheelers, and four-wheelers. Here is an analysis of
the trends observed in the EV sales data [2, 8]. Two -Wheeler Sales: Both ICE and EV, have consistently shown strong
growth over the years. However, there is a noticeable shift in recent years.

While two-wheeler ICE sales continued to rise, two-wheeler EV sales began to increase significantly from 2020
onwards. This shift may be indicative of a growing preference for electric two-wheelers among consumers, possibly
due to environmental concerns and increasing awareness of EV technology [7, 9]. Three-Wheeler Sales: Three-wheeler
sales have also been on an upward trajectory. However, there isn't a clear trend favoring ICE or EV three-wheelers.
Both types seem to coexist without significant changes in their respective market shares but day by day EV three
wheelers adoption is increasing [7, 9]. Four-Wheeler Sales: Sales of four-wheelers, both ICE and EV, have been steadily
increasing over the years. Notably, from 2020 onwards, there is a visible surge in four-wheeler EV sales. This could be
attributed to factors such as improved EV infrastructure, greater variety of EV models, and government incentives for
electric vehicles. The data suggests a growing interest in electric four-wheelers [7, 9]. Above data analysis reflects a
shifting automotive landscape in India. While traditional ICE vehicles continue to dominate, there is a clear trend
towards increased adoption of electric vehicles, especially in the two-wheeler and four-wheeler segments. This shift
is likely driven by factors such as environmental consciousness, advancements in EV technology, and supportive
government policies. The data suggests that as EV infrastructure and awareness continue to grow, electric vehicles
are gaining a stronger foothold in the Indian market [2].

Gross National Income (Gni) Per Capita of India and Its Impact

From 2014 to 2022, India has witnessed a significant increase in vehicle sales, reflecting the country's economic
growth as indicated by the rise in Gross National Income (GNI) per capita. In 2014, India's GNI per capita stood at
$1,550, and over the course of these eight years, it steadily climbed to $2,380 in 2022. This upward trajectory in
economic prosperity has had a notable impact on the automotive industry [10, 11]. There has been substantial growth
in sales. Two-wheeler internal combustion engine (2W ICE) vehicles, which are incredibly popular in India due to
their affordability and convenience, saw sales numbers increase from 14,904,666 units in 2014 to 15,592,111 units in
2022. This growth indicates that as people's disposable incomes has been raised with the increasing GNI (Gross
National Income) per capita, more individuals were able to afford two-wheelers, contributing to the surge in sales.
Indian government is targeted to reach $ 4,000 with 70% growth by 2030, from today’s levels of $ 2,450 [10, 11, 12].
Moreover, the Light Passenger Vehicle (LPV) segment, which includes traditional internal combustion engine (ICE)
cars, also experienced growth in sales, possibly due to increased consumer confidence and affordability driven by the
rising GNI per capita. In addition to two-wheelers and EVs, the data reflects a broader trend toward increased
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vehicle ownership as a result of improved economic conditions [13]. India has established goal for the wide adoption
of electric vehicles (EVs) by 2030. Government is motivated to attain a 30% market share for EVs in private cars, 70%
adoption in commercial vehicles, and 80% in the two-wheeler and three-wheeler segments [9]. To achieve these
targets, the Indian government is taking active measures to inspire the adoption of EVs. These measures encompass
a range of incentives implemented at both national and state levels, policy designed to increase the availability and
affordability of EVs for vehicle ownership.

Electric Mobility in India Today

Electrical vehicle selling is continuously growing, this is due to promotional scheme by government and continuous
increase in price of crude oil which has motivated vehicle users to divert from ICE vehicles to electrical vehicles. Up
gradation in technology of batteries and controller increasing the range of EVs as well as reducing cost of EV day by
day are some other influencing factors. Study shows in year 2020 due to pandemic situation EV selling was reduced
but during year 2022 a steep increase in the sales of EVs, in the country. [13,14]. This data illustrates as shown in fig.
6, the annual electric vehicle (EV) sales for different categories of vehicles, including two-wheelers (TW), three-
wheelers (3W), four-wheelers (4W), and other types, from 2014 to 2023. Over this period, there is a striking growth
trend in EV adoption. In 2014, EV sales were relatively low across all categories, but by 2023, a substantial
transformation occurred. Two-wheelers, in particular, have experienced exponential growth, with sales skyrocketing
from 12 units in 2014 to 359,924 units in 2023, making them the dominant category. Three-wheelers and four-
wheelers have also witnessed significant growth, with 3W sales reaching 56,700 units and 4W sales totaling 567,00.
units in 2023. These numbers underscore the increasing popularity and acceptance of electric vehicles, highlighting
the remarkable transition towards sustainable and environmentally friendly transportation options in recent years
[7, 14, 15]. In both 2022 and 2023, two-wheelers indeed lead in electric vehicle sales. However, the increase in three-
wheelers and four-wheelers in 2023 indicates a notable diversification of the electric vehicle market. This suggests a
growing demand for electric three-wheelers and four-wheelers, possibly driven by factors such as government
incentives, improved technology, and a broader range of electric vehicle options, demonstrating the expanding
acceptance of electric mobility across different vehicle categories [7, 16].

Forecasting of Electric Vehicle Sales in India

A time series, in essence, represents observations ordered chronologically over time. Time series forecasting models
employ mathematical techniques grounded in historical data to predict future demand. These models are built on
the basis that the future is an extension of the past, allowing us to utilize historical data with confidence in
forecasting future demand. Numerous studies on time series analysis have been conducted across various domains,
encompassing demand forecasting for products such as food items, tourism, maintenance and repair parts, electricity
consumption, automobiles, and a wide array of other products and services [9, 17]. Regression analysis, a powerful
machine learning technique, serves as a valuable tool for predicting sales. To make accurate predictions, it relies on a
time series of historical data and uses this information to project future sales trends. In this specific analysis,
leveraging this historical data, the sales of Electric Vehicles (EVs) in India has been analyzed. The ultimate objective
is to forecast the trajectory of EV sales for the upcoming years [18, 19]. The accuracy of time series analysis for
forecasting hinges on the inherent characteristics of the demand time series data. When transition patterns exhibit
stability and periodicity, we can achieve high forecasting accuracy, but irregular and erratic patterns in the data may
limit the precision of our forecasts [17]. Data shown in table 1, the EV sales in India, increasing popularity of EVs in
India. It also highlights the need for further analysis and forecasts to better understand and plan for the future of the
Indian EV market.

Linear Regression analysis for future forecasting

A dependent variable (commonly abbreviated "Y") and one or more independent variables (typically abbreviated
"X") are modeled using the statistical technique of linear regression. Simple linear regression is based on the equation
Y =M *X + C and seeks to identify the best-fitting straight line to represent the connection between Y and X [18,
20]. We explored the application of a linear regression model to forecast future electric vehicle (EV) sales based on
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historical data. Linear regression assumes a linear relationship between the predictor variable (in this case, the years)
and the target variable (EV sales). In table 2 shows actual yearly electric vehicle registered sales data of India. We
prepare linear regression model and fit the prepared model with actual yearly EV sales data the result is shown in
figure 8. And in table 3. linear regression offers simplicity and interpretable results, it might not capture nonlinear
growth patterns as effectively as polynomial regression.

Polynomial Regression analysis for future forecasting

Polynomial regression extends the idea of linear regression by introducing polynomial terms, allowing for more
flexible curve fitting. In polynomial regression, still have a dependent variable (y) and one or more independent
variables (x), but instead of fitting a straight line, fit a polynomial curve. The general form of a polynomial regression
equation with one independent variable (x) looks like as shown in equation [21].

Y:bo + bl *Xl + b2 *X2 + b3 *X3++bn *Xn

The degree of the polynomial, denoted by 'n,' determines how many terms are included in the equation. For
example, if n = 2, it's a quadratic polynomial with a squared term (x*2), and if n = 3, it's a cubic polynomial with a
cubed term (x"3), and so on. Fore casting the sales of electric vehicles (EVs) for the coming years, we utilizing
historical data. Our dataset consisted of EV sales data from 2014 to 2022, We prepare polynomial regression model
and fit the prepared model with actual yearly EV sales data result and generated predictions for the upcoming years
is shown in figure 9. and in table 3 [18].

Seasonal ARIMA methodology for future forecasting

Both the forecasting methods ARIMA and SARIMA are used. ARIMA bases its predictions of future values on past
values (autoregressive, moving average). Similar to SARIMA, seasonality trends are taken into account along with
historical values. SARIMA is substantially more effective at forecasting than ARIMA since it incorporates seasonality
as a parameter [22]. The model's remaining components are still the ARIMA's, p- moving average (MA)[23], d-
integrated (I), and g- autoregressive (AR) components. The SARIMA model is made more robust by the inclusion of
seasonality(P, D, Q). It is portrayed as under.

ARIMA (p.d, q)(P, D, Q)

Testing the stationarity of time series EV sales data:

The Augmented Dickey-Fuller (ADF) test and testing for stationarity in time series data for improved ARIMA
forecasting model are statistical tests used to detect if a time series data set is stationary or not. In time series
analysis, stationarity is a key notion [24]. Result of conducting an Augmented Dickey-Fuller (ADF) test on EV sales
time series data set and the result is as follow.

ADF Test Statistic: -2.9851906417801892
p-value: 0.036300744473384425

In the context of the ADF test, it measures how much the data needs to be differenced to make it stationary. In our
case for EV sales data, the test statistic is approximately -2.9852. The ADF test statistic being negative also supports
the conclusion of stationarity. The p-value (0.0363) is less than the generally accepted significance level of 0.05 (5%).
When the p-value is less than the significance level, reject the null hypothesis. For our data series there is strong
evidence that the data does not have a unit root, which means that the data is stationary. Form above ADF test
analysis it has been concluded that the data as stationary time series as shown in fig. 10, which is often a prerequisite
for ARIMA time series analysis and forecasting methods and This suggests that after applying the seasonal first
difference (d=1), the data is likely stationary as shown in fig. 9.

68948




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©[JONS

Vol.14 / Issue 82 / Feb / 2024 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
Brijesh M Patel et al.,

Auto Regressive (AR) models for time series EV sales data analysis and forecasting
When we intend to use an ARIMA model for forecasting it is essential to do auto correction analysis test it will help
us to identify AR (Auto Regression) and MA (Moving average) parameters needed for ARIMA model [22].

Yi= ay =Yg+t ap x Yy

Here in AR model, we assume that the current value (y:) is dependent on previous values (y+1, y+2, yt-3,....) and to
identify the order of an AR model (p) for given input data in our case EV sales data, for that we would use the PACF
(Partial Autocorrelation function)

Moving Average (MA) model for time series EV sales data analysis and forecasting:

The Moving Average model is a fundamental component of time series analysis. It focuses on capturing the short-
term variations in data by examining the moving average of data points over a specified time period. It estimates
indicating how many past observations are considered in calculating the moving average [22].

Y= €+ By €1t + By €4

The MA model assumes that the current value (y:) is dependent on the error terms including the current error (e, e-1,
€2, €3 ...) and to identify the order of an MA model (q) for given input data in our case EV sales data, for that we
would use the ACF (Autocorrelation function). We found the value of q for that we use the ACF plot as shown in fig.
11. It will inform us of the necessary amount of moving average to eliminate autocorrelation from the stationary time
series. PACF (Partial Autocorrelation function) plot with significant spikes at lag 1, 2, 3, and 4, with the spike at lag 1
being more significant compared to the others, with lag 1 (AR (1)) be a crucial component in modelling EV sales time
series [25, 26]. Partial Autocorrelation function plot is shown in fig. 11, we found the optimal value of p which is our
number of autoregressive terms. Here we can see that the first lag in PACF is significantly out of the limit so we can
select the order of the p as 1.

SARIMA model testing and validation

To perform testing and validation, to assess the accuracy of our train model's forecasts by comparing the forecasted
values to the actual data, it following the same pattern as same as by actual data. Additionally, we may consider
splitting our data into training and testing sets to evaluate how well the model generalizes to unseen data. Finally,
plotted the actual EV sales data (EV sales) along with the forecasted values (forecast) as shown in fig. 12, to visualize
how well your ARIMA model fits the data and how accurate its predictions are [27].

SARIMA model for future forecasting of EV Sales

The SARIMA (Seasonal Autoregressive Integrated Moving Average) model is a valuable tool for forecasting EV sales
data, especially when historical trends play a significant role. Utilizing a pre-trained SARIMA model enables us to
make data-driven predictions for an extended period, aiding in better decision-making and strategic planning for the
future [27, 28]. The SARIMA model is a powerful tool for time series forecasting. In this context, we utilize a pre-
trained SARIMA model to forecast electric vehicle (EV) sales data is shown in table 4 for the period spanning from
2023 to 2030. The data with SARIMA model suggest a positive outlook for the electric vehicle market, with steady
and accelerating growth expected through 2030. By the year 2030, the forecasted EV sales are expected to reach
45,07,022 units per year. This could be attributed to advancements in battery technology, infrastructure development,
and a wider range of EV models available to consumers. This milestone indicates a significant achievement for the
EV industry, and it is in align with goals set by governments and automakers to promote the transition to electric
vehicles.
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CONCLUSION

Accurate sales forecasting is essential for stakeholders in the EV industry to make informed decisions and plan for
the future, especially as the market continues to evolve. In this paper the context of the Indian electric vehicle (EV)
market, the sales predictions generated by each model, by analyzing past vehicle market growth, it shows
remarkable transition from ICE to EV in recent years. The Linear Regression model demonstrates steady growth but
under estimates sales compared to SARIMA. Polynomial Regression offers a more flexible fit, SARIMA a time series
model, captures seasonality and trends in the data effectively. It provides more realistic forecasts compared to the
regression models, aligning closely with the actual data. Time series models like SARIMA are better suited for
capturing the inherent temporal dependencies and seasonality in EV sales data.
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Table 1: Vehicle category wise Electric Vehicle Sales in India [1]

Year | 2-Wheeler | 3-Wheeler | 4-Wheeler | Other
2014 1679 12 686 11
2015 1444 5416 905 33
2016 1454 46903 925 563
2017 1529 83357 2167 366
2018 17067 110191 2546 450
2019 30389 133488 2249 696
2020 29113 90378 4312 845
2021 156245 158112 15328 1770
2022 631176 350236 40880 2489
2023* 556826 359924 56700 259

Table 2: Yearly Electric Vehicle sales in India [1]

Years | EV Sales

2014 2389
2015 7801
2016 49848
2017 87420

2018 130253

2019 166823

2020 124647

2021 331463

2022 | 1025795

Table 3: Forecasting result of Electric Vehicle sales in

Years | Linear Regression EV Sales Prediction Polynomial Reg.r es.smn EV Sales
Prediction

2023 654738 1107374

2024 742898 1467116
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2025 831058 1876236
2026 919219 2334735
2027 1007379 2842612
2028 1095539 3399868
2029 1183699 4006502
2030 1271859 4662514

Table 4: Forecasting result of Electric Vehicle sales in India

Year | SARIMA Model EV Sales Prediction
2023 1543586
2024 1966934
2025 2390282
2026 2813630
2027 3236978
2028 3660326
2029 4083674
2030 4507022
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u - Private cars
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- Trucks: HCV / LCV
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B Cars

= Z-wheelers

Fig.1 Percentage utilization of Diesel by Transport
section in India [4]

Fig.2. Percentage utilization of Petrol by transport
section in India [4]
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Fig 3. Percentage Vehicle sales in India [7]

Fig. 4. Category wise vehicle sales in India [7]
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ABSTRACT

The DC micro grid has gained popularity due to its ability to integrate green energy sources, storage

units and loads on a common DC bus. However, load sharing remains a significant challenge in DC
microgrid. The droop control method is a common practice to address load sharing challenges in
microgrid, offering advantages such as simplicity, robust control, and communication independence.
This research work presents the design and analysis of an automatic droop controller to reduce load
sharing error and minimize circulating current in a low voltage independent DC micro grid. The
controller, which relies on the output current of an individual converter, aims to minimize issues of
circulating current and load sharing error. The proposed controller enhances simplicity and flexibility,
achieving a more favorable balance between voltage regulation and load sharing accuracy in a low
voltage independent DC microgrid. The effectiveness of the controller is assessed using MATLAB
Simulink.

Keywords: Load sharing; DC-DC Parallel converters; circulating current; Droop resistance; Voltage
regulation.

INTRODUCTION

Fossil fuels have raised up issues related to climate change and global warming. The emerging alternatives to fossil
fuels have been derived from sources of green energy. Renewable energy sources, including tidal energy, wind
energy, solar energy, and biomass energy, are being implemented to meet the growing energy requirements [1].
Micro grid concept is to interconnect the renewable sources, storage elements and loads at the common DC grid [2].
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These electrical sources are scattered at various locations due to the ease of energy harnessing. Integrating the energy
sources and storage units on a common bus provides flexibility, reliability and lower transmission line losses as well
as cost [3]. The micro grids can be broadly characterized into three types: AC micro grids, DC ow, skin effect,
electromagnetic interference, and power quality concerns. On the other hand, DC micro grids do not entail major
problems such as management of reactive components, complex numbers, synchronization [4]. Hence, control of DC
micro grid is easy and promises a more reliable, efficient and economical system [5]. In the DC micro grid, the
integration of distributed generation and electrical loads is achieved by means of DC-DC converters [6]. Parallel
operation of converters also provides high reliability and flexibility to the system [7]. At the same time, it also creates
issues of load sharing among converters. [8]-[11]. The concept of load sharing refers to the distribution of current
across several entities or resources to attain a more balanced and effective use of electrical resources.

In the parallel operation of converters, each converter shares the load as per its ratings, if it does not happen
properly then the circulating current will start to flow from one converter to another converter. It also results in the
overloading of one converter and while under loading of another. Unfortunately, it leads to extra losses, heating,
increased size and rating of converters [12]. Hence, it is strongly recommended to distribute the load current
proportionally among all the converters in the DC micro grid. Additionally, the load voltage should be within
predetermined limits, often within a range of +5% [13]. Several methodologies have been proposed in literature to
attain equal distribution of load current and effective control of voltage regulation in converters. An issue of current
sharing can be effectively mitigated using both active and passive load sharing strategies [14]. Many load sharing
schemes are available under active load sharing and passive load sharing. The active load sharing strategy offers
good performance but its main disadvantages are the need of a large bandwidth communication link, complex
control, least flexibility and plug-and -play capability[15], [16]. Whereas, droop control does not need a high
bandwidth communication link for its implementation. Therefore, the modularity and flexibility of the system is not
affected. Nevertheless, it is crucial to acknowledge that the droop control has a significant constraint in its inability to
simultaneously execute voltage regulation and proportional load sharing. [17]-[21].

To mitigate this constraint, several droop control solutions have been suggested and extensively analyzed in
scholarly publications. A unique current-limiting droop control mechanism is developed in reference [22] to facilitate
the simultaneous operation of DC-DC converters with different converter ratings while maintaining a constant load.
In reference [23], three distinct nonlinear droop control approaches are introduced. All the strategies used in this
study are designed with the objective of improving voltage regulation and achieving equal current distribution
in DC micro grid. To mitigate the impact of sensor calibration errors and cable resistances, efforts are also made to
reduce their occurrence. In reference [24], a universal droop controller is intended to realize proportional load
distribution and voltage control in input series—output parallel DC-DC converters. The suggested method uses
positive feedback with a droop controller. Therefore, an inverse droop controller increases voltage reference as the
load increases. One inherent constraint of this system is that as the amplification of positive feedback increases, the
grid stability decreases. In reference [25], a solution for traditional droop is presented, which utilizes a piecewise
approach. This technique involves the fragmentation of droop curves into smaller. When the load current reaches its
pre-defined value, the controller starts to use a new droop value. At light load, the trade-off between voltage
regulation and current distribution is substantially reduced as a result of the non-linear droop characteristics.
However, a non-linear droop controller ensures a increased droop gain when the load increases and decreased droop
gain when the load decreases at the common DC bus. The literature highlights that the incorrect choice of the droop
curve can result in instability of the system. The use of global system frequency is presented in [26] as a means to
implement superimposed frequency droop control. It aims to achieve proportional load sharing amongst converters.
In this approach, a low-amplitude AC voltage signal is introduced into the DC grid. This approach has the potential
to lead to system instability and undesirable power quality concerns. The mode adaptive droop control technique
(MADC) is introduced in [27]. For different voltage ranges, droop controller is applied to the grid, distributed
generation and energy storage elements. The MADC approach is built on the premise that distributed generators
measure identical bus voltages while disregarding the voltage drop resulting from cable resistances. In the cited
work [28], a new algorithm for decentralized control is proposed. The method offers reliable instantaneous voltage
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control performance during transient and effectively achieves specified current sharing. This technique does not
consider the problem of circulating current. Furthermore, it is important to note that a trade-off persists between the
sharing of current and voltage regulation. In reference [29], the research estimates line resistance to balance load
sharing among parallel converters. Droop control eliminates unequal power sharing, but voltage regulation restricts
droop. The resistance value is estimated by using local voltage and current information and it modifies the voltage
reference to compensate the voltage drop due to cable resistance. This methodology is applied for converters with
equal ratings. An adaptive droop controller for the suppression of circulating current is presented in [12]. The cable
resistance in this approach is determined using mathematical formulae, and then, the droop parameters are modified
according to it. Estimation of cable resistance depends on the information of bus voltage that may be far away from
the converters and so necessitates an additional measurement. The voltage set-point shifting method needs one more
controller. hence, the system becomes more complex. A droop index (DI) based load sharing method is proposed in
[30]. The purpose of introducing the droop index (DI) is to enhance the operational efficiency of DC micro grids.

The function of the normalized load sharing difference and power loss of the converter is used to calculate the value
of DI. This approach necessitates thorough adjustment of droop parameters, which is very susceptible to line
resistance and require substantial computational effort. The previously described approaches have many significant
limitations, including the need for an additional controller, the need for communication connections, inadequate
voltage regulation, the necessity for extensive computations, system complexity and instability and the presence of
circulating current issues. In order to address the above constraints, this research work introduces an automatic
droop controller as a possible solution. The calculation of a new droop value for an automated droop controller is
only dependent on the output current of the converter. This controller exhibits enhanced performance due to its
simple design and well-defined algorithm. The primary aims of this research work are to reduce load sharing error
and circulating current while enhancing voltage regulation. The major contribution of this research paper is:

1. An automatic droop controller promises to produce the lower droop value at low load where load sharing is seen
less significant and produces higher droop value as the load increase.

2. The estimation of the new droop value requires the output current of the particular converter only.

3. Performance of an automatic droop controller remains excellent even with variations in cable resistance and load
current.

Issues Related to Circulating Current and Load Sharing

This section demonstrates the parallel operation of two DC-DC converters, load shared by two converters and issues
as shown in Fig. 1(A). Here, Vini, Vinz, Vde1, Vaez, Io1, Ioz, Re1, Re2 and o represents input voltages from PV array,
output voltages of converters, output currents of converters, resistances of cable for converters 1 & 2 correspondingly
and current drawn by electrical load. As shown in Fig. 1(B), the converter outputs are voltage sources in series with
cable resistance [30]. If Vaa>Vue, then circulating current Ici2 will start to flow from first converter to second
converter.

By applying Kirchoff’s low in Fig. 1(B)

Viac1 = lo1Re1 —oR, =0 1)
Viacz — lozRe2 = oR, =0 2)

The output current of converter 1 and converter 2 can be determined by using equations (1) and (2) respectively.

_ Vac1(Rea+RL)—Vgc 2Ry,

I, = 3)
Rc1Re2+RLRc1+RLRe2

I Vac2(Re1+RL)—Vge 1Ry

92 R 1Rep R R +R  Rep
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Moreover, if there is minor difference in current shared by both converters as per (3) and (4), the circulating current
will arise as given below.

— — vdcl_vdcz _ IOchl_IOZRCZ
Ic12 = —le21 = = ®)
Re1+Rc2 Rc1+Re2

From (5), it is seen that due to unequal cable resistance, the circulating current will start to flow from converter 1 to
converter 2. So, converters must supply load current plus circulating current as given by (6) and (7).

Rc2V, Vic1—V
101 — c2Vdcl + dcl dc2 (6)
RclREZERC‘llRL"'RCZRL VR1:1+5c2
Igz — c1Vdc2 dc2 dc1 (7)

Rc1Re2+Rc1RL+Re2R), Rc1+Rc2

From (5), (6) & (7), the circulating current becomes more problematic when many converters are interconnected in a
parallel configuration. Many problems may arise due to circulating current. As described earlier, the droop
resistance plays important role to share equal load among all the converters. The equivalent circuit with droop
resistance and cable resistance is demonstrated in Fig. 2 [30].

The drop of voltage due to droop control approach including cable resistance is seen in Fig. 2 and can be expressed
as:

Vdc = Vdci - RCiIOi (8)
The value of Vy; is it converter voltage. Now the new load voltage will be:

Vae = (Vrer — Ra1lo1) — Realor = Vier — (Rcl + Rdl)lol )
Vie = (et — Razlo2) — Rezloz = Vier — (RCZ + RdZ)IOZ (10)

The droop resistance and cable resistance are in series and are added together which in turn produces extra voltage
drop in a line. By combining (9) & (10), the converter currents can be expressed as:

L1 _ ReatRaz 11)

loz Re1t+Rq:

The above analysis concludes that the mitigation of circulating current and overloading in converters can be
accomplished by use of effective load sharing techniques. The traditional droop control method is ineffective in
achieving precise load sharing across converters in situations when cable resistances cannot be avoided. Moreover,
the presence of unequal cable resistances results in an uneven distribution of voltage drop across the respective
resistances.

Suggested Automatic Droop Controller

This section presents a suggested automated droop controller that aims to reduce load sharing error and circulating
current while achieving optimum voltage regulation. When the load current is reduced, the power used by the load
is proportionally lower than the nominal power of the converter. In consideration of this, it is preferable to have a
minimal droop resistance. Due to the minimal value of droop resistance, the voltage regulation and system efficiency
can be improved. Increased load current in converters can lead to overloading, reducing system reliability. To
prevent this, droop resistance should be increased to ensure proper load sharing. Although, the increased value of
droop resistance can negatively impact voltage regulation. For desirable voltage regulation, the droop resistance is so
adjusted that it gives better voltage regulation at any value of load current. If total 10% voltage variation is allowed
at dc bus, then 5% of the variation range is set aside for the drop of voltage across cable resistance. Now only 5%
voltage drop is practically allowed due to droop resistance. So, the maximum droop resistance value is limited, and
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drop in voltage caused by droop control can be calculated using the formula as given below [15]: 10% (acceptable
drop) -5% (cable voltage drop) -1% (margin) = 4% voltage drop. So, the range of droop resistance is calculated in such a
way that the maximum drop in voltage must not surpass a 4% deviation from the no-load value. Hence, at the
minimal load, it is essential to choose a reduced droop resistance in order to get optimal voltage control. To ensure
appropriate load sharing, it is necessary to raise the droop resistance value in conditions of high load. To achieve this
objective, the droop curve must dynamically adjust its slope in response to load current variations, requiring droop
characteristics to vary within a defined range, including a minimum and maximum droop value, as per (12) and (13)
(5], [17]-

Al
Rimin = opmer) (12)
lu(mted )
_ AVo(max)
Rdmax I (13)
O (rated )

Where, Rimin is minimum droop resistance, Rdamax is maximum droop resistance, Alomax is 20% overloading of first
converter minus 20% under loading of second converter, AVomax is maximum allowable voltage deviation, Iotated) is
rated output current of converter. So, the minimum droop value is determined by the maximum allowable load
sharing error, while the maximum droop value is determined by the maximum allowable voltage deviation.

The new droop resistance Raias per the control strategy is given as:

Ry = K* lp; + Ramin (14)

And the output voltage is given by:

Vaci = Veet — [loi * (Rai + Rey)] (15)

Where, Vi is output voltage of i'converter, Ioi is rated current of i converter, R, is estimated droop resistance of i*

converter, Rci is cable resistance of i converter, K is droop line constant and Ramin is minimum droop resistance as
per equation (14). The Schematic diagram shown in Fig. 3 illustrates the suggested automated droop controller. The
voltages Vini and Vinz are PV array output voltages. The droop value estimation needs only output current of
converter as per equation (14). The converter's output current and droop value are multiplied, and the resulting
signal is subtracted from the reference voltage to generate a new reference signal for the PI controller. Two PI
controllers are used for the purpose of voltage and current regulation, respectively. The PI controller's output signals
are directed to the PWM Generator to generate the control signal for DC-DC Converter. Fig. 4 represents output v/s
estimated droop value graph. The graph has two fix points as minimum droop value at almost no load and
maximum droop value at rated current of converter. If the current through the load is above the rated current of
converter, then regardless of converter current, the suggested automatic droop controller gives constant droop value
as to achieve acceptable voltage regulation. Beyond this droop value the voltage regulation will degrade and the grid
stability may be affected.

SIMULATION AND RESULTS

Two parallel DC-DC converters are simulated in MATLAB/SIMULINK to evaluate the suggested automated droop
controller. Nominal parameters of two converters are listed in Table I. The simulation compares the suggested droop
controller approach to the system which does not follow the droop control in the feedback system. Case-1 simulates
parallel converters sharing a load without droop control. In case-2, automatic droop controller is simulated. Both the
cases are simulated for no cable resistance from 0 to 0.3 second, equal cable resistance (0.1 Q) from 0.3 to 0.6 second
and different cable resistances (0.1 Q2 and 0.2 Q) from 0.6 to 1.0 second. The input voltage applied to each converter
remains same.
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Case-1: without Droop Control

Fig. 5 shows simulation of DC-DC converters connected in parallel, with load and cable resistances. There is no
droop resistance in the simulation. The currents of both the converters stays almost identical in the absence of droop
control. And there is minor change in bus voltage as the cable resistances are changed from no cable resistance to
different cable resistance. The load power and load current graphs show the same result. Both the converters share
the equal load if there is no cable resistance or equal cable resistance (0 to 0.6 second). But as the cable resistance is
changed at 0.6 second, the output current of both converters is changed. Only 1.45 A of current is taken by converter
2, whereas 2.5 A is taken by converter 1. It shows there is unequal load sharing between converters. Under this
situation one converter is overloaded and another one is working in underloading condition. Additionally, the flow
of circulating current occurs from converter 1 to converter 2. The measured value of the circulating current is 1.042A.

Case-2: Automatic droop controller

Fig. 6 illustrates the simulation conducted on a DC-DC converter equipped with an automated droop controller. The
results demonstrate that the output voltages remain consistent whether there are no cable resistances or when the
resistances are equal. However, because of droop resistance, the output voltage of one converter varies from the
others when the cable resistance varies (0.6 to 1 second). The DC bus voltage drops as well, although it stays within
the specified range. Thus, the intended voltage regulation is achieved by automatic droop controller. The system's
load current and output power have also somewhat decreased. Additionally, both converters share the same load at
either the same cable resistance or no cable resistance. At time 0.6 second, as the different cable resistances are come
into the system, there is very small change in current shared by both converters. there is less load sharing error,
which lowers the circulating current as well. Circulating current is just 0.128 A in value. Therefore, an automated
droop controller reduces circulating current and improves load sharing. In Fig. 7, the simulation is carried out with
variable load. The value of cable resistance is same for both the converters. The automatic droop controller also
served excellent during variable loading condition. No transient is found during change in load. Fig. 8, shows the
performance of an automatic droop controller under variable load condition and different cable resistance. At light
load, the lower value of droop is estimated so that the voltage deviation is smaller. Thus, achieves superior voltage
regulation (Fig. 9). The larger value of droop is calculated as the load current rises which results in improved load
sharing accuracy. Therefore, the objective of the research paper is achieved.

No transient is detected during the load shift, demonstrating the efficacy of the suggested controller. With no cable
resistance (0 to 0.3 second), both the controller produces same droop value and it increases as the load current
increases as seen in Fig. 10. During 0.3 to 0.6 second, again the droop value estimated by both converters are equal as
the equal cable resistance enters into the system. During 0.6 to 1.0 second, as the cable resistance is different the
droop values estimated by both converters are also different. Currently both the droop controllers are working
independently. If any small signal disturbance occurs in the system, then also the droop controller adjusts the droop
value such that output current and so the load current remains constant. Fig. 10 shows the droop characteristic of
automatic droop control. The maximum voltage deviation at rated load is within limit and so achieves voltage
regulation within the permissible limit. Table II represents the comparison between the results of DC-DC converters
without droop control and DC-DC converters with suggested automatic droop controller. The suggested automatic
droop controller provides better load sharing accuracy with almost negligible circulating current compared with no
droop method. The load sharing error reduces from 52.10% to 6.40%. circulating current also decreases from 1.04A to
0.128A. The voltage regulation also remains in permissible limits.

CONCLUSION

This research work presents an automatic droop controller with the objective of achieving proportional load sharing
in a low voltage independent DC micro grid. An automatic droop controller instantly calculates the droop resistance
in response to variations in load current. The method effectively minimizes the load sharing error and circulating
current among converters with desired voltage regulation. The impact of cable resistances is also taken into account
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in order to assess the feasibility of the suggested controller. The simulation results provide evidence of the
effectiveness of the suggested controller under many conditions including changing cable resistance, variable load,
and variable droop resistance. This research further examines the comparison between the no droop technique and
the proposed automatic droop controller. The comparison demonstrates that the use of an automatic droop
controller provides superior load sharing capabilities and effectively minimizes circulating current while
maintaining optimal voltage regulation. Additionally, it has been observed that the load sharing error experiences a
decrease from 52.10 % to 6.40 %, while the circulating current decreases from 1.04 A to 0.128 A with 4.15 % voltage
regulation. The theoretical values and simulation results are also found identical. Subsequent investigations will be
undertaken to assess the effectiveness of an automatic droop controller in contrast to various alternative methods for
droop control.
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Table I: Nominal Parameters of Two Converters

Parameters Value
Output Power - Po 96W
Output Voltage - Vo 48V
Output Current - Io 2A
Filter Inductor - L 750mH
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Filter Capacitor - C 2220uF
Nominal switching Frequency - fs | 10KHz
ESR of filter Inductor 0.68Q2
ESR of Filter Capacitor 0.18Q
On-state resistance of Diode 0.001Q)
On-state resistance of MOSFET 0.001Q

Table II: Comparison Between The Results of No Droop and Automatic Droop Controller

Method
EHOT — No Droop | An Automatic Droop Controller
Parameters
DC bus voltage 4775V 46.01 V
Load current 395 A 3.834 A
Load power 188 W 176.40 W
% Load sharing error | 52.10 % 6.40 %
% Voltage regulation 1.04 % 4.15 %
Circulating current 1.04 A 0.128 A
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ABSTRACT

3D printing is the method of creating 3D objects from digital files by placing successively numerous thin

layers of metal. In recent years, it has been admiring remarkable progress. 3D printing offers creative
options for meeting a variety of engineering-related requirements. Acrylonitrile Butadiene Styrene (ABS)
and Poly Lactic Acid (PLA) two main materials selected for the Fusion Deposition Modelling (FDM) 3D
printer. The purpose of this study is to compare the effects of the material on the process variables and
optimize the valve body's chosen process parameters. Layer Height, Orientation Angle, and Infill Density
are chosen for the input parameters, while Surface Roughness, Dimensional Deviations along Big
Diameter, Small diameter & Length, and Tensile Strength are chosen for the responses. For Multi
Objective Optimization, PLA and ABS materials are subjected to a Grey Relational Analysis (GRA). The
PLA and ABS valves are compared to one another and assessed. The findings indicate that the best
model parameters are 40% infill density, 0.2 mm layer height, and 90° orientation angle, with infill
density having the most influence. selection of the material having less of an overall influence on the
parameters.

Keywords: 3 D Printing; Fused Deposition Modelling ; Acrylonitrile Butadiene Styrene; Poly Lectic Acid;
Grey Relational Analysis.
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INTRODUCTION

Each 3D printer produces parts based on the idea that a digital model may be transformed into a real-world 3D item
by adding material one layer at a time. New models and components are developed from a digital model before the
replica is formed by applying small layers of material successively in succession and utilizing digital blueprints. A
wide number of sectors, including aerospace, automotive, biomedicine, metal production, consumer goods, and
defense, can benefit from additive manufacturing. A 3D printer can create many industrial prototypes, including
clothing and jewellery, prosthetics, 3D sculptures, aircraft parts, and even human organs like bone marrow, which
can be bio printed using a variety of hundreds of other materials. A digital model is built using a variety of software
programs, including CAD, CATIA, and SOLIDWORKS. Either modelling software or 3D scanning data are used to
construct it. Additionally, until the item is complete, it cuts the prototype into 100 or 1000 layers, one on top of the
other. You may design, slice, and guide the machine for manufacture using the 3D printer software. The majority of
researchers that explored different FDM materials chose ABS or PLA, however some also tested a mix of the two. R.
Roy and A. Mukho padhyay [1] performed tribological analyses on ABS and PLA plastic components that were 3D
printed. The primary printing parameters have been determined to be material deposition layer thickness, infill
angle, infill pattern, and orientation of deposition. They examined wear, weight loss, and dimensional variation for
both materials under the same circumstances. Flexural and tensile properties of PLA, ABS, and PLA-ABS materials,
according to D. Yadav, D. Chhabra, R. Kumar Garg, A. Ahlawat, and A. Phogat [2] specifications. Blends of PLA and
ABS are made in a variety of compositions, and they are evaluated for their resistance to tensile and flexural loads in
order to present with a new filament material that can endure higher stresses than the standard filaments. In an FDM
3D printer utilizing PLA and ABS materials, V. Harshitha and S. S. Rao [3] created and examined ISO standard bolts
and nuts. The proposed model is examined for shear stress, equivalent stress, and deformation using ANSYS
software. The PLA and ABS bolts are compared and tested with one another.

The physical and mechanical characteristics of PLA, ABS, and nylon 6 made via fused deposition modelling and
injection moulding were compared by M. Lay, N. L. N. Thajudin, Z. A. A. Hamid, A. Rusli, M. K. Abdullah, and R.
K. Shuib [4]. The findings showed that the FDM process boosted the crystallinity of PLA and nylon 6 but had no
effect on ABS's degree of crystallinity. The Influence of Manufacturing Parameters on the Mechanical Behavior of
PLA and ABS Pieces Manufactured by FDM was examined by A. Rodriguez-Panes, J. Claver, and A. M. Camacho
[5]. This study compared how layer height, infill density, and layer orientation affected the mechanical performance
of test specimens made of PLA and ABS. Test specimens made of PLA are found to perform more rigidly and to have
higher tensile strengths than ones made of ABS. H. Yang, F. Ji, Z. Li, and S. Tao [6] studied the correlation between
the printing process parameters and the surface roughness and wett ability of the printed test parts using FDM 3D
printing technology with design and processing flexibility. The coatings were prepared for PLA and ABS parts. The
findings of the experiment reveal that the layer thickness and filling technique significantly affect the surface
roughness of the 3D-printed items. J. Milde, R. HruSecky, R. Zaujec, L. Morovic, and A. Gordg, [7] concentrated on
contrasting the characteristics of the two most popular materials, ABS and PLA, while utilizing the FDM technique
for rapid prototyping (RP). After analyzing the experiment, it was discovered that the employed printer itself had
the greatest effect on the production's quality and speed. ABS components took 3 hours and 54 minutes longer to
make than PLA components. The researchers were driven towards the Multi Objective Optimization approach,
which may combine Taguchi Method) TM and/or GRA, due to TM's constraint that it can only be utilized for single
objective optimization. Each processing parameter has a unique impact on the mechanical and dimensional precision
repetition of FDM components, according to A. Alafaghani, A. Qattawi, B. Alrawi, and A. Guzman [8]. Dimensional
accuracy was demonstrated to be more affected by building direction, extrusion temperature, and layer height than
by infill percentage, infill pattern, or printing speed. In order to assess the dimensional correctness and surface
roughness of FDM 3D printed components generated from PLA, PLA+, ABS, and ABS+ filament materials, M. S.
Alsoufi and A. E. Elsayed [9]. The maximum Ra, Wa, and Pa values are found on the top faces (middle) of PLA,
PLA+, and ABS+, whereas ABS exhibits inconsistent surface roughness, waviness, and primary distribution over all
four faces. Multi-objective optimization of the dimensional accuracy, surface roughness, and hardness of hybrid
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investment cast components was carried out by P. K. Garg, R. Singh, and A. Ips. [10]. A Taguchi design of trials was
used to examine the effects of six unique input process parameters on the results. Applying a coating of wax to FDM
designs before 3D printing them dramatically improves their surface quality and dimensional accuracy. V. H.
Nguyen, T. N. Huynh, T. P. Nguyen, and T. T. Tran [11] optimized processing settings for single- and multi-
objectives in order to enhance fused deposition modelling. Through trial and error, mathematical models with
different values for layer height, infill%, printing temperature, and printing speed were created. The most effective
parameters for FDM printing of PLA components may be found using a multi-objective optimization paradigm,
according to research by P. Patil, D. Singh, S. J. Raykar, and J. Bhamu [12] Infill patterns, infill percentage, printing
speed, and layer thickness are research factors. L27 OA is used to carry out the investigation. GRA, which is well-
suited to optimization in the presence of many responses, is used to tune the process parameters of FDM. The Grey
TM was used by Sakthivel Murugan R. and V. S. [13] to parametrically optimize the FDM process, and TOPSIS was
used to confirm their findings. In this work, the effects of SH, PFS, and BO are investigated using machining time,
surface roughness, and hardness as response parameters.

ANOVA analysis of GRA and TOPSIS reveals that SH is more significant. ANOVA was used by D. Singh, R. Singh,
and K. S. Boparai [14] to examine the effects of two controllable parameters for each process (FDM, VS, and IC) on
the surface quality and dimensional accuracy roughness of final castings of implants using Taguchi's parametric
approach. The FDM pattern should be put out at an orientation angle of 0 degrees in order to provide the smoothest
surface possible during production, whilst a 90-degree orientation angle is ideal for exact measurements. O. Y.
Venkatasubbareddy, P. Siddikali, and S. M. Saleem [15] investigate the effects of the process variables layer
thickness, raster width & angle, and air gap on the surface roughness of the component generated by the technique
of FDM. ABS MB30 has been designated as the manufacturing material. TGRA is used to optimize the process
parameters for a variety of performance criteria, such as length, diameter, breadth, and surface polish. An
experimental study by S. Vyavahare, S. Kumar, and D. Panghal [16] looked at the fabrication time, dimensional
accuracy, and surface roughness of FDM-produced components.

Factors in the manufacturing process, such as layer thickness, wall print speed, and build orientation, have a
significant impact on the dimensional accuracy of FDM products. This investigation into the effects of three
particular process parameters, such as orientation angle, layer height, and infill density, on deviation of dimension,
quality of surface, printing time, and tensile strength of FDM printed parts was motivated by all of the
aforementioned literature reviews. Implementing Taguchi's L18 OA, the experiment's design takes into account three
levels for the other factors and two levels for the orientation angle. For the printing materials ABS or PLA or both,
Taguchi's method, GRA, and ANOVA are utilized as optimization approaches, and ANOVA is used to assess the
influence on component quality and their optimal values. According to the aforementioned study, it can be
concluded that the majority of researchers chose Layer Thickness, some chose Infill Density, and a small number
chose Orientation Angle as crucial factors with level values taken into consideration. According to the authors'
knowledge, no one has previously addressed multilevel optimization of dimensional deviation, surface roughness,
and tensile strength of FDM manufactured components in terms of orientation angle, infill density, and layer height
for both ABS and PLA materials. That was done with the intention of selecting the study's input variables and their
settings. The following goals are what this effort is primarily focused on achieving

1. To identify the impact that changes to process parameters have on the surface roughness, printing time,
dimensional deviation, and tensile strength of FDM products.

2. To optimise important process parameters by using GRA, which is a multi-response optimal research project.

3. To compare the results for both, ABS and PLA materials.
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METHODOLOGY

Material, Process parameters and their range

Both ABS and PLA are inexpensive engineering thermoplastics that are comparably easy to manufacture, process,
and thermoform. The food industry and related businesses can safely use ABS polymers. ABS may thus be used in
processing facilities without any problems. While PLA is a thermoplastic that is easy to use and has greater strength
and rigidity. One of the simplest materials to effectively 3D print with is PLA. It has been demonstrated that process
factors including layer height, orientation angle, and infill density have a substantial influence on the mechanical
properties, surface roughness, and dimensional deviation of 3D printed samples. The phases of the selected process
variables are established using a literature review and the available FDM machine. For mixed mode design, L18, L36,
and L56 OA are provided in Minitab Software with three input parameters and 2 and 3 level stages. L18 OA of
Taguchi's DoE has been utilized to perform tests in order to save money and time and in accordance with
suggestions from industry experts. For this investigation, variable process parameters were adjusted throughout the
intervals and to the values shown in Table 1.

FDM specimen preparation

Created 3D test samples for the valve body. Solid Works was used to produce the component models, and the CURA
application was used to send an STL file to the FDM machine (Fig. 1). As previously mentioned, the experiment used
commercially available 3D printing materials ABS & PLA. This programme optimized the process control parameters
for each experimental model. The authors used a DAM Boy ET-200 FDM 3D Printer to complete the task (Fig.2). Fig.3
is an example of a 3D-printed valve body portion.

Measurement of responses

The output responses examined in this inquiry are Dimensional Deviations along Small Diameter, Big Diameter and
Length, Surface Roughness, and Tensile Strength. By measuring the part's dimensions using a venire-caliper (WORK
ZONE 0-150mm Digital Caliper) with a least count of 0.01 mm, the dimensional deviation of FDM was assessed.
Fig.4 shows the surface roughness of the specimen as determined by the Mitutoyo SJ-210 surface roughness tester.
For the purpose of measuring roughness, a probe speed of 0.5 mm/s is used in accordance with ISO 1997 standard 2.5
mm cut-off length. By averaging the roughness profile (Ra), surface roughness is determined. The average of each
surface is used to describe that surface after computing the roughness for each sample using the six surface
roughness measurements. Tensile strength of the 3D-printed samples was assessed (in a room that was 23 Fahrenheit
and 50% humidity). The item underwent tensile testing utilizing a universal testing machine. (Source: Rajkot's Turbo
Cast Pvt. Ltd.). Tables 2 and 3 provide summaries of the responses obtained using the L18 orthogonal array for the
materials ABS and PLA, respectively.

Grey relational analysis

Deng suggested the GRA theory as a means of dealing with ill-defined systemic problems with the least amount of
information possible. When full knowledge is lacking to resolve a tough problem, it is employed (M. Singh and P. S.
Bharti [17]). GRA is the most efficient way for identifying the important process variables, which depend on a variety
of output qualities. (F. Arifin, A. Zambheri, E. Satria Martomi, Y. Dewantoro Herlambang [18], K. Sharma and K.
Kumar [19], S. Ramesh, R. Viswanathan, and S. Ambika [20], N. Senthilkumar, T. Tamizharasan, and V.
Anandakrishnan [21]). The initial stage in this research is to pre-process the data in order to normalize it before
analysis. This is how the GRA procedure operates:

Normalization

The normalization of the response feature is calculated based on the requirements, as seen in (1) and (2), where
"larger is better" is preferred for tensile strength and "lower is better" for surface roughness, dimensional deviation,
and printing time, respectively.
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It is suitable to normalise the original sequence in this way when "higher is better" is one of its distinguishing
characteristics:

Calculation of Grey Relational coefficient (GRC)
Equation (3) is used to compute the GRC after normalization in order to express the connection between the ideal
(best) and actual results of the standardized trial. As we say in GRC:

Amin + ¢ Amax
) — Zmin +¢Amax 3
Sio Do () + S Bmax ®)

C = Identification Co-efficient; 0 < { < 1

Calculation of grey relational grade
Equation (4) was used to find the GRG after computing the GRC and averaging the GRC values for each feature. The
GRG might be formulated in the following way:

Yi= ,1‘[ Z?=1 Bii ) 4

Bj = Weight for each process parameter

RESULT AND DISCUSSION

The data are analyzed using the statistical analysis application Minitab R16 with a 95% confidence interval.
The goal of the current study is to compare the findings for ABS and PLA materials and boost TS while reducing DD
and Ra.

Computation of GRG

Equations (1) & (2) were used to obtain the normalized values of each response to output, and Table 4 shows these
values. Equation 3 was used to calculate each output GRC value of response, and the results are shown in Tables 4
and 5. (PLA and ABS). The quality must be outstanding if the GRG is high (R. Kumar, S. Roy, P. Gunjan, A. Sahoo, D.
D. Sarkar, and R. K. Das [22]). Experiment 16 had the highest GRG (multiple output response) value out of the arrays
that were chosen. (0.821) for PLA materials and (0.826) for ABS.

Analyses of Variance

The results are evaluated using Minitab software. The objective of the current study is to determine the overall
primary effects of all variables on responses. Authors examined the effects of numerous input elements on the end
result using the ANOVA (N. K. Maurya, V. Rastogi, and P. Singh [23], C. M. Cheah, C. K. Chua, C. W. Lee, C. Feng,
and K. Totong [24], M. Waseem et al [25]). The results of the ANOVA on GRG are shown in Tables 6 and 7, together
with the t-test, F-test, P-value, and sum of squares for ABS and PLA. Each of these elements makes up more than 5%
of the total, therefore the proportion of infill density (42.97%) has a significant effect. In contrast, layer height
(31.42%) and orientation angle (18.79%) make later contributions. The p-value must drop in order for the rejection of
the null hypothesis for a particular parameter to not be significant (A. Armillotta, M. Bellotti, and M. Cavallaro [26]).
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The findings demonstrate that the factors used for this study are very significant, with P values of 0% for orientation
angle, layer height, and infill density.

CONCLUSION

The experimental design was based on Taguchi's OA. For multi-objective optimization, GRG was used. Several
combinations for the layer thickness, infill density, and orientation angle were established in order to enhance
surface roughness, dimensional deviation, and tensile strength while accounting for different reactions. Additionally,
all chosen parameters were evaluated between the ABS and PLA materials. The results of the aforementioned
analysis are summarized as follows:

1. Tables 6 and 7 and the main impact plot for all process responses indicate that infill density is the most crucial
factor, followed by layer height. The orientation angle of both materials was the element that had the least impact
on the responses of the entire process.

2. The key process variables may explain for more than 96.84 % of the variability in the data across all replies,
according to the R2 value for each response. The fact that the F-value and p-value for each parameter for answers
were found to be appropriate at a 95% confidence range again supports the importance of the process
parameters.

3. When using GRG, the best parameter positions for simultaneous optimal process responses were orientation
angle 90°, layer height 0.2 mm, and infill density 40%. The GRG for both materials was greatly influenced by the
infill density, layer height, and orientation angle.

4. According to ANOVA for ABS, the key controllable factor that significantly affects the multiple-performance
characteristics is infill density, which makes up 42.97% of the required total. In second and third place, with
contributions of 31.42% and 18.79%, respectively, are Layer height and Orientation angle.

5. According to an ANOVA for PLA, infill density is the main variable that significantly affects the numerous
performance attributes, accounting for 44.45% of the required total. Orientation angle and layer height are in
second and third place, respectively contributing 29.96% and 17.33%.

6. According to the GRG results, the optimal parameters for both materials are comparable, indicating that the
influence of the materials on the chosen parameters in multi-objective optimization is almost identical. The
results of the measurements indicate that the tensile strength of PLA is more than that of ABS, while the
dimensional deviation and surface roughness of PLA are also greater than those of ABS.

Therefore, the recommended optimization strategy may undoubtedly be helpful to generate high-quality FDM
components in large quantities with minimum waste. Future applications for the optimization technique include
prototyping, prosthetics, industrial applications, architecture, and real-time components as FDM provides a simple,
inexpensive, and efficient substitute for producing prototypes. The choice of material may have an impact on a
person's response, but it has little of an overall effect.
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Table 1 Levels of Process parameters for TM

Level-1 | Level-2 | Level-3
Orientation Angle (°) 0 - 90
Layer Height (mm) 0.20 0.25 0.30
Infill Density (%) 20 30 40

Table 2 Design of the Experiment and Response Variables using L18 OA for ABS

Part Orientation Inﬁl.l La{yer Surface De\;i;:;(l)lrl in Devi;:;on in ]?eviation Tensile

Angle Density | Height | roughness diameter diameter in length Strength
1 0 20 0.2 415 0.47 0.50 0.38 22.67
2 0 20 0.25 4.86 0.48 0.52 0.40 22.58
3 0 20 0.3 5.15 0.51 0.53 0.45 2217
4 0 30 0.2 4.20 0.47 0.47 0.28 24.27
5 0 30 0.25 4.88 0.46 0.48 0.31 24.18
6 0 30 0.3 5.19 0.48 0.50 0.34 23.77
7 0 40 0.2 4.35 0.44 0.45 0.23 25.32
8 0 40 0.25 495 0.45 0.45 0.24 25.23
9 0 40 0.3 5.29 0.46 0.47 0.27 24.82
10 90 20 0.2 4.58 0.40 0.39 0.63 26.63
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11 90 20 0.25 5.05 0.42 0.41 0.64 26.54
12 90 20 0.3 5.44 0.43 0.42 0.67 26.13
13 90 30 0.2 445 0.36 0.35 0.55 26.90
14 90 30 0.25 5.14 0.35 0.38 0.56 26.81
15 90 30 0.3 5.34 0.38 0.40 0.59 26.40
16 90 40 0.2 4.48 0.32 0.33 0.48 28.60
17 90 40 0.25 5.05 0.33 0.35 0.50 28.52
18 90 40 0.3 5.44 0.34 0.36 0.54 28.11
Table 3 Design of the Experiment and Response Variables using L18 OA for PLA
Part Orientation Inﬁl.l La.yer Surface De‘;isi(l)ln in Devila):;on in ]?eviation Tensile
Angle Density | Height | roughness diameter diameter in length Strength
1 0 20 0.2 2.43 0.27 0.29 0.28 35.9027
2 0 20 0.25 3.12 0.28 0.31 0.29 35.8166
3 0 20 0.3 3.44 0.29 0.32 0.35 35.4054
4 0 30 0.2 248 0.24 0.26 0.18 37.5059
5 0 30 0.25 3.19 0.24 0.27 0.21 37.4146
6 0 30 0.3 3.47 0.25 0.28 0.21 37.0035
7 0 40 0.2 2.64 0.21 0.23 0.12 38.5578
8 0 40 0.25 3.24 0.23 0.23 0.14 38.4645
9 0 40 0.3 3.58 0.23 0.26 0.17 38.0544
10 90 20 0.2 2.89 0.17 0.18 0.52 39.8667
11 90 20 0.25 3.34 0.19 0.19 0.54 39.7734
12 90 20 0.3 3.74 0.2 0.20 0.55 39.3657
13 90 30 0.2 2.74 0.12 0.14 0.44 40.1340
14 90 30 0.25 3.44 0.14 0.17 0.45 40.0475
15 90 30 0.3 3.64 0.16 0.19 0.47 39.6352
16 90 40 0.2 2.78 0.09 0.12 0.38 42.8347
17 90 40 0.25 3.34 0.10 0.14 0.39 42.7442
18 90 40 0.3 3.74 0.11 0.15 0.43 42.3377
Table 4 Computation of GRA for ABS
]13\}(3' Normalized Values Deviation Sequences GRC GRG
SR |DDS |DDB (DDL | TS | SR | DDS | DDB | DDL | TS | SR | DDS | DDB | DDL | TS
1 1.00 | 021 | 015 | 0.66 | 0.08 | 0.00 | 0.79 | 0.85 | 0.34 | 092 | 1.00 | 0.39 | 0.37 | 0.60 | 0.35 | 0.54
2 045 | 016 | 0.05 | 0.61 | 0.06 | 055 | 0.84 | 0.95 | 0.39 | 094|048 | 037 | 035 | 0.56 | 0.35 | 0.42
3 023 | 0.00 | 0.00 | 0.50 | 0.00 | 0.78 | 1.00 | 1.00 | 0.50 | 1.00 | 0.39 | 0.33 | 0.33 | 0.50 | 0.33 | 0.38
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4 0.96 0.21 0.30 0.89 | 033 | 0.04 | 0.79 0.70 | 0.11 | 0.67 | 093 | 0.39 0.42 0.82 | 043 | 0.60
5 0.43 0.26 | 0.25 0.82 | 031 | 0.57 | 0.74 0.75 | 018 | 0.69 | 0.47 | 0.40 0.40 0.73 | 042 | 0.49
6 0.19 0.16 | 015 | 075 [ 025|081 | 0.84 | 0.85 | 025 | 0.75| 0.38 | 0.37 | 037 | 0.67 | 040 | 0.44
7 0.85 037 | 040 | 1.00 [ 049 | 0.16 | 0.63 | 0.60 | 0.00 | 051 | 0.76 | 0.44 | 046 | 1.00 | 0.50 | 0.63
8 0.38 0.32 0.40 0.98 | 048 | 0.62 | 0.68 0.60 | 0.02 | 052|045 | 042 0.46 0.96 | 049 | 0.55
9 0.12 0.26 | 0.30 091 | 041 | 0.88 | 0.74 0.70 | 0.09 | 059 | 0.36 | 0.40 0.42 0.85 | 0.46 | 0.50
10 0.67 058 | 0.70 | 0.09 | 0.69 | 033 | 042 | 030 | 091 | 031 | 0.60 | 0.54 | 0.63 | 0.36 | 0.62 | 0.55
11 0.30 0.47 | 0.60 0.07 | 0.68 | 0.70 | 0.53 040 | 093 | 032|042 | 049 0.56 0.35 | 0.61 | 0.48
12 0.00 0.42 0.55 0.00 | 0.62 | 1.00 | 0.58 0.45 1.00 | 0.38 | 0.33 | 0.46 0.53 0.33 | 0.57 | 0.44
13 0.77 079 | 090 | 027 | 074 | 023 | 0.21 | 0.10 | 0.73 | 027 | 0.68 | 0.70 | 0.83 | 041 | 0.65 | 0.66
14 0.23 084 | 075 | 025 [ 072 {077 | 0.16 | 025 | 0.75 | 028 | 0.39 | 0.76 | 0.67 | 040 | 0.64 | 0.57
15 0.08 0.68 0.65 0.18 | 0.66 | 0.92 | 0.32 035 | 0.82 [ 034|035 | 0.61 0.59 0.38 | 0.59 | 0.51
16 0.74 1.00 | 1.00 | 043 | 1.00 | 0.26 | 0.00 | 0.00 | 0.57 | 0.00 | 0.66 | 1.00 | 1.00 | 0.47 | 1.00 | 0.83
17 0.30 095 | 090 | 039 {099 | 070 | 0.05 | 0.10 | 0.61 | 0.01 | 042 | 091 | 0.83 | 045 | 098 | 0.72
18 0.00 0.90 0.85 0.30 | 092 | 1.00 | 0.11 0.15 | 0.71 | 0.08 | 0.33 | 0.83 0.77 | 042 | 0.87 | 0.64
Table 5 Computation of GRA for PLA
113\)]((1,),. Normalized Values Deviation Sequences GRC GRG
SR DDS |DDB |DDL | TS | SR | DDS (DDB | DDL | TS | SR | DDS | DDB | DDL | TS

1 1.00 0.10 0.15 0.63 | 0.07 [ 0.00 | 0.90 0.85 | 037 ] 0.93 | 1.00 [ 0.36 0.37 | 057 ] 035 | 0.53
2 0.47 0.05 | 0.05 | 0.61 | 006|053 095 | 095 | 040 | 095|049 | 035 | 035 | 0.56 | 0.35| 0.42
3 0.23 0.00 0.00 | 0.47 ] 0.00 | 0.77 | 1.00 1.00 | 0.54 [ 1.00 [ 0.39 | 0.33 0.33 048 | 033 | 0.38
4 0.96 025 | 030 | 0.86 | 028 | 0.04| 0.75 | 0.70 | 0.14 ] 0.72 | 093 | 040 | 0.42 | 0.78 | 0.41 | 0.59
5 0.42 0.25 0.25 0.79 | 027 | 0.58 | 0.75 075 | 021 ] 0.73 | 0.46 | 0.40 0.40 0.71 | 0.41 | 048
6 0.21 020 | 020 | 079 | 022|079 | 0.80 | 0.80 | 0.21 | 0.79]10.39| 039 | 039 | 0.71 | 039 | 0.45
7 0.84 040 | 045 | 1.00 | 042 | 0.16 | 0.60 | 055 | 0.00 | 0.58 | 0.76 | 0.46 | 0.48 | 1.00 | 0.47 | 0.63
8 0.38 0.30 0.45 095 | 041 | 0.62 | 0.70 0.55 | 0.05 | 0.59 | 0.45 | 0.42 0.48 092 | 046 | 0.54
9 0.12 030 | 030 | 0.88 | 036|088 070 | 0.70 | 0.12 | 0.64 | 0.36 | 0.42 | 0.42 | 0.81 | 0.44 | 0.49
10 0.65 0.60 | 0.70 | 0.07 | 0.60 | 0.35| 0.40 | 0.30 | 093 | 0.40 | 059 | 056 | 0.63 | 0.35 | 0.56 | 0.54
11 0.31 0.50 0.65 0.02 1059 | 0.70 | 0.50 035 | 098 | 0.41 ] 042 0.50 0.59 0.34 | 055 | 0.48
12 0.00 0.45 0.60 0.00 |1 0.53 ] 1.00 | 0.55 0.40 1.00 | 0.47 1 0.33 | 0.48 0.56 0.33 1 052 | 0.44
13 0.76 085 | 090 | 026 | 064|024 | 015 | 0.10 | 0.74 | 036 | 0.68 | 0.77 | 0.83 | 040 [ 0.58 | 0.65
14 0.23 075 | 075 | 023 063|077 | 025 | 025 | 0.77 1 038|039 | 0.67 | 0.67 | 0.39 | 0.57 | 0.54
15 0.08 0.65 | 065 | 019 057|092 035 | 035 | 0.81 | 043|035 059 | 059 | 038 | 0.54 | 0.49
16 0.73 1.00 1.00 0.40 | 1.00 | 0.27 | 0.00 0.00 | 0.61 | 0.00 | 0.65 | 1.00 1.00 0.45 | 1.00 | 0.82
17 0.31 0.95 0.90 0.37 1099 ] 0.70 | 0.05 0.10 | 0.63 | 0.01 | 042 | 0.91 0.83 044 |1 098 | 0.72
18 0.00 090 | 085 | 028 093|100 | 010 | 0.15 | 0.72 1 0.07 | 033 | 0.83 | 0.77 | 041 | 0.88 | 0.65
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Table 6 Results of the Anova on GRG for ABS
Source DF | Seq SS | Contribution | Adj SS | Adj MS | F-Value | P-Value
Orientation Angle | 1 | 0.04051 18.79% 0.04051 | 0.040509 33.08 0
Infill Density 2 | 0.09264 42.97% 0.09264 | 0.046319 | 37.83 0
Layer Height 2 | 0.06772 31.42% 0.06772 | 0.033862 27.66 0
Error 12 | 0.01469 6.82% 0.01469 | 0.001224
Total 17 | 0.21557 100.00%

Table 7 Results of the ANOVA on GRG for PLA

Source DF | Seq SS | Contribution | Adj SS | Adj MS | F-Value | P-Value
Orientation Angle | 1 0.0376 17.33% 0.0376 | 0.037595 | 25.18 0
Infill Density 2 | 0.09641 44.45% 0.09641 | 0.048207 | 32.28 0
Layer Height 2 | 0.06498 29.96% 0.06498 | 0.032489 | 21.76 0
Error 12 | 0.01792 8.26% 0.01792 | 0.001493
Total 17 | 0.21691 100.00%

Ultimaker Cura

- =
e o —T—
Fig. 1 Valve body model in CURA software Figure 2 DAMBoy ET-200 FDM 3D Printer

Figure 3 Valve body part Fig.4 Mitutoyo SJ-210 surface roughness tester
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Fig.5 Main effect graph for GRG for ABS material. Fig. 6 Main effect graph for GRG for PLA material.
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ABSTRACT

One crucial way for finding photographs posted by social users on such social platforms is tag-based
image searching. It is difficult to make the top-ranked result for tag-based image search useful and
diverse. In comparison to context- and content-based picture retrieval, it is frequently employed in social
media. Refinement of social image tags consists of deleting obtrusive or pointless tags and adding
pertinent ones. Images are randomly selected as the learning data while the remaining ones are used as
the testing data for image tag assignment. Manual annotation has become impossible due to the internet's
exponential expansion in image availability. Users cannot find desired photographs without the help of
such tags. Therefore, a scalable approach that can handle such a high volume of photos is necessary, and
it might be used to create an effective tag-based image result retrieval system. In this study, four distinct
models are examined, and a feature extraction method based on deep convolutional neural networks is
suggested to learn descriptive semantic characteristics from dataset photos. Then, to assign the proper
tags to our images, we employ inverse distance weighted K-nearest Neighbors classifiers along with a
number of additional multi-label classification techniques. We use the MSCOCQO dataset's numerous
image categories to show how well our system works.

Keywords: Content based image retrieval, Multi-Modal data embeddings and search, Automatic Image
Annotation, Image tagging, tag-based image retrieval, tag refinement.
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INTRODUCTION

In the current duration, the numerous of things being searched in the images form has grown tremendously in the
modern world of widespread internet usage and the emergence of the e-commerce era. Business to Consumer (B2C)
e-commerce sales surpassed $1 trillion for the first time in 2012 [1]. By 2020, it is projected to reach $2.5 trillion and
continue to expand consistently at a rate of about 20% [2]. It has become manually impossible and economically
unfeasible for person to tag these products due to the exponential development in the quantity of products being
sold on internet and the virtual variability in the categories these products could be assigned to. In addition, not
every user will tag the same pictures with the the same tags. As a result, the types of tags given to the products
differ. Search engines largely rely on the tags assigned to each image in order to find products based on consumer
queries, however most of the time, only image of the products is provided, making it difficult for the any search
engine to understand the results. In addition, the inconsistent categorization causes many helpful search results to be
skipped. An automated tagging system can assist in resolving both of these problems and will be capable of
producing a useful product database querying system, even if the database simply includes visual information about
the goods. Such automated methods will result in homogeneous tagging, wherein identical products are given the
same tags. Additionally, the time-consuming practice of manually labelling such products will no longer be required.
The online storefront is a genuinely multimodal environment where visual elements coexist with product
descriptions and feature descriptions. Such a marketplace must enable the user to search for products based on both
their visual characteristics and their descriptions if it is to be genuinely effective. We propose an approach to create
visual feature based image retrieval system. This is accomplished with comparison of VGGI16, ResNet50,
InceptionV3, Efficient Net algorithm with the MSCOCO Database In this effort, our main focus is on improving
picture tags, adding to relevant tags, removing irrelevant tags, and labeling new images.

Traditionally, image annotation has been viewed as a machine learning task that always relies on a modest amount
of manually labeled data. However, the weakly-supervised data prevents them from handling large-scale social
photos. Tag refinement, which differs from typical image annotation, involves removing unrelated tags from an
image's initial set of tags. Smart phones and other image-capture software are becoming more and more prevalent as
a result of the development of mobility and communication technologies. Our daily lives have been impacted by
social media. People are growing more and more interested in sharing their daily experiences and emotions with
others online. One respectable photo-sharing service, MSCOCO, has more than 10 billion images of individuals in a
variety of settings. A photograph contains a wealth of knowledge about a user's preference, insight, and sentiment.
Numerous industries, including campaign prediction, stock price forecasting, and ad recommendation, may make
extensive use of this information. People are growing more and more interested in sharing their daily experiences
and emotions with others online. One respectable photo-sharing service, MSCOCO, has more than 10 billion images
of individuals in a variety of settings. A photograph contains a wealth of knowledge about a user's preference,
insight, and sentiment. Numerous industries, including campaign prediction, stock price forecasting, and ad
recommendation, may make extensive use of this information.

LITERATURE REVIEW

A difficult job is picture annotation, or the prediction of many tags for an image. The majority of modern algorithms
are built using extensive libraries of custom features. In the categorization of images, deep convolutional neural
networks recently beat humans, and these networks may be used to extract characteristics that are highly predictive
of an image's tags. In this article, we evaluate the effectiveness of nearest neighbor-based techniques to tag prediction
in order to analyses semantic information in features produced from two pre-trained deep network classifiers. When
utilizing the deep learning algorithms, we often outperform the manual features.
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VGG16 and VGG19

The VGG model is consist of 16-layer convolutional neural network model, or we can know that as VGGNet, is often
referred to as VGG16. And with additional 3 layer it become VGG19. In Image Net, the VGG16 model has a top-5 test
accuracy of about 92.65%. This is a frequently used Image Net dataset that contains over 14.2 million images that are
separated into around 1050 categories. It also performed well compared to other models that were submitted to
ILSVRC-2014. It performs noticeably better than Alex Net by substituting several 3x3 kernel-sized filters for the huge
kernel-sized filters. The VGG16 model was trained on Nvidia Titan Black GPUs, and it took around a few weeks..
The 16-layer VGGNet-16, which can categorize images into 1,000 distinct item categories —including keyboard,
animals, pencil, mouse, etc. —can categorize images. as discussed above. The model's picture input size is 224x224 as
well.

Inception V3

In terms of the quantity of parameters generated by the network and the economic cost (memory and other
resources), VGG Net has been shown to be less computationally efficient than Google Net/Inception v1. The
computational advantages of an Inception Network must be preserved while changing it. It becomes challenging to
adapt the Startup network for various use cases since the new network's efficacy is unclear. Numerous network
optimization techniques have been suggested for the Inception v3 model to address issues and facilitate model
modification. Regularization, dimensionality reduction, factorial convolution, and parallel computing are a few
techniques. InceptionV3 architecture model is basically develop with this step Factorized Convolutions, Smaller
convolutions, Asymmetric convolutions, Auxiliary classifier, Grid size reduction

Xception

"Extreme Inception” stands for "Architecture Xception." In the Xception architecture which is composed with 36
convolutional layers that is having ability of feature extraction base of the network. The input stream, intermediate
stream (which is repeated eight times), and output stream are the sequential phases that the data passes through.
Although it is not depicted in the presented figure, batch normalization is included in each convolutional and
separable convolutional layer. Additionally, without any depth extension, all separable convolutional layers employ
a depth multiplier of one.

Dataset

MS COCO Dataset Microsoft COCO Dataset [8] can be an exceptionally huge dataset of image recognition,
captioning, and segmentation. The MS COCO dataset has various options such as object segmentation, validation of
context, this dataset is containing approximately 300K pictures in excess of approx. 2 million occurrences, and
additionally, 80 article classifications

Flickr30K Flickr30K [9] is a dataset for programmed image explanation and ground language consideration, the
Flickr30k dataset can be used. it contains 30K images gathered from Flickr with 158,000 tags assigned by human
annotators. It doesn't present any mounted partitioning of pictures for training. examining and verification. the
number for training, testing, and verification are chosen by the scholars themselves.

Flickr8K Flickr8k [10] can be a well-liked dataset and can contain 8k photos gathered from Flickr. The coaching
knowledge contains 6k drawing, checks, and advancement knowledge, each consisting of 1k pictures. Each of the
images with the dataset has five suggestion captions annotate by humans.

Visual Genome The visual order dataset [11] is an additional dataset for image tagging. Image captioning does not
need to identify only the items of a photograph, although it additionally argues their communications and
characteristics. Not like the primary 3 datasets where the caption is given for the total view, a sequence in the scene
sequence dataset has different captions for several regions.
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Instagram Dataset Two dataset victim images from Instagram which can be a photo-sharing social networking
service were created. The dataset creates by Tran et al [12]. which consists 10k pictures is mainly from celebrities.
However, the social media network used its dataset for hash tag forecast and post-procreation tasks.

Proposed System

In my research, I focus on the ResNet50 architecture, a deep CNN model known for its depth and efficiency. We
leverage the extensive MSCOCO dataset, which contains a wide range of images annotated with multiple tags, to
train and evaluate our image tagging model.

Dataset

The MSCOCO dataset is a widely used resource for object detection, image segmentation, and image captioning
tasks. It consists of over 1.5 million images, each annotated with textual descriptions and tags. We use the tags
associated with each image as ground truth labels for our image tagging task.

Model Architecture

ResNet50 is a 50-layer deep convolutional neural network known for its residual connections, which help mitigate
the vanishing gradient problem during training. We use a pre-trained ResNet50 model and fine-tune it for our image
tagging task. The architecture includes five residual blocks, each containing multiple convolutional layers.

1. Convolutional Layers The network's first layer, which conducts convolution on the input image, is a convolutional
layer. The output of the convolutional layer is then down sampled by a max-pooling layer. After that, a succession
of residual blocks are applied to the output of the max-pooling layer.

2. Residual Blocks Two convolutional layers, a batch normalisation layer, and a rectified linear unit (ReLU)
activation function make up each residual block. The residual block's input is then combined with the output of the
second convolutional layer before being sent through one more ReLU activation function. The subsequent block
receives the output of the residual block.

3. Fully Connected Layer The output of the last residual block is mapped to the output classes in the network's final,
completely linked layer. The number of output classes is the same as the number of neurons in the fully linked
layer.

Residual Block / Identity Block

The proposed approach involves enabling the network to fit the residual mapping, as opposed to relying on the
layers to learn the underlying mapping. This is achieved by allowing the network to fit F(x):= H(x)-x, where H(x)
represents the initial mapping that is replaced by F(x) + x. Essentially, this involves bypassing data along with the
regular CNN flow from one layer to the next, after the immediately next layer. To facilitate this, a shortcut or skip
connection is established, which enables information to flow more seamlessly from one layer to the next.

Observations from the residual block
1. Regularization would simply pass over them if they weren't useful, thus the model's performance wouldn't be
negatively impacted by the addition of extra or new layers.

2. The weights or kernels of the layers will be non-zero if the extra or new layers were beneficial, even in the
presence of regularization, and model performance may somewhat improve.

Therefore, it is assured that the performance of the model does not degrade when new layers are added due of the
"Skip connection” / "residual connection,” albeit it may somewhat improve. These Res Net building bricks may be
stacked on top of one another to create an extremely deep network. It is quite simple for one of the Res Net blocks to
learn an identity function when there are Res Net blocks with the shortcut. This indicates that adding more Res Net
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blocks may be done with little concern for the performance of the training set. Whether the input/output dimensions
are the same or different determines which of the two primary types of blocks is utilized in a Res Net. The

Identifying Block
Identical to the one we previously saw. Res Nets is having default block which is The identity block, it will
communicated with input activation and output activation which is having the same dimension.

The Convoultional Block

In some of the case we found Input and Output dimensions are differ with each other. In that stituation we have to
use this type of block, and its shoirtcut parth differes from the Identity Block in CONV2D layer. Figure 7 depicts yet
another ResNet diagram. Identity Mappings in ResNet is a modified dropout technique that uses stochastic depth for
training deep networks. In training, however, the entire layer is dropped at random rather than a few nodes. The
depth of the network may be considerably less during training. As a consequence, training throughput is improved
and fewer computations are required. In my study, such potential approaches will also be tested and examined. By
utilizing several techniques, we can build a subtitle that is roughly equal to human-produced inscriptions.
Additionally, we make an effort to tag every image that might be used as input for the algorithm, and after
comparing the results with those of the existing method, we can determine which algorithm is more effective at
tagging photographs. Comparing ResNet50 with VGG16, VGG19, and Inception involves assessing their
performance and parameter efficiency. Each of these architectures has its strengths and weaknesses, making them
suitable for different computer vision tasks. Below, we provide a brief comparison, highlighting why ResNet50 often
stands out as a better choice in terms of parameters:

ResNet50

Parameter Efficiency

ResNet50 is known for its parameter efficiency compared to VGG16, VGG19, and Inception. It achieves a remarkable
balance between depth and efficiency by introducing residual connections. These connections enable training of very
deep networks without suffering from vanishing gradient problems, reducing the need for excessive parameters.

Performance ResNet50 has demonstrated superior performance in various image-related tasks, including image
classification, object detection, and image tagging. It often achieves state-of-the-art results on benchmark datasets
due to its ability to capture intricate features.

Depth Despite its efficiency, ResNet50 has a depth of 50 layers, making it considerably deeper than VGG16 and
VGG19. This additional depth allows it to learn more complex and abstract representations.

VGG16 and VGG19

Parameter Overhead VGG16 and VGG19 are known for their simplicity and uniform architecture with a large
number of layers. However, this results in a significantly higher number of parameters compared to ResNet50. The
excessive parameters can lead to longer training times and require larger datasets.

Performance While VGG16 and VGG19 perform well on many image classification tasks, they may suffer from over
fitting when dealing with smaller datasets. They are less adept at capturing fine-grained details compared to deeper
architectures like ResNet50.

InceptionV3

Parameter Efficiency

Inception modules, particularly InceptionV3 and later versions, are designed for parameter efficiency. They use a
combination of 1x1, 3x3, and 5x5 convolutions to capture multi-scale features while keeping the number of
parameters relatively low.
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Performance
Inception architectures perform admirably on a range of tasks and are especially efficient when computational
resources are limited. They strike a good balance between parameter efficiency and accuracy.

Multi-Scale Feature Extraction Inception models excel at capturing multi-scale features, which is useful for various
Computer vision tasks. They are known for their ability to detect objects of different sizes within images. In
summary, ResNet50 tends to outperform VGG16, VGGI19, and Inception in terms of parameter efficiency while
maintaining competitive or superior performance on various computer vision tasks. Its innovative use of residual
connections allows it to handle deep networks without an excessive number of parameters. However, the choice of
architecture depends on the specific task, dataset size, and available computational resources, and each of these
architectures has its unique strengths in different contexts.

CONCULSION

In this study, using the widely used Microsoft Common Objects in Context (MSCOCO) dataset, we investigated the
use of the ResNet50 convolutional neural network architecture for the task of picture tagging. The process of
preparing the data, training the model, and evaluating its performance revealed important information on
ResNet50's efficiency in the context of picture tagging. Our findings show that ResNet50 is a reliable option for
picture labelling because to its deep design and residual connections. The excellent precision and recall values
attained demonstrate the system's amazing ability to forecast relevant tags. The Fl-score, which provides a fair
evaluation of accuracy and recall, emphasizes the model's general efficacy even more. The top-k accuracy statistic
further emphasizes its capacity to produce insightful tag suggestions, coinciding with real-world applications where
users frequently seek the most pertinent tags rapidly. while our ResNet50-based approach showcased impressive
results, there remains room for further investigation. Future research could delve into the exploration of additional
architectures, advanced data augmentation techniques, and more extensive datasets, aiming to push the boundaries
of image tagging capabilities and cater to the evolving demands of the digital landscape. In conclusion, this study
marks a significant stride towards advancing the state-of-the-art in image tagging, offering a reliable and adaptable
solution to an ever-expanding world of visual content.
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ABSTRACT

The purpose of this study was to find out factors impacting the adoption of Internet banking services
using the Technology Acceptance Model (TAM) with reference to Women Customers. The present study
is based on primary data, collected data from women users of Internet banking services in Gujarat, India.
167 women participated in this study, and respondents were chosen using non-probability convenience

sampling. Frequency distribution, reliability, validity, and structural equation modelling were carried
out. The result found that ease of use, usefulness, and trust have a positive significant relation with the
attitude towards the use of Internet banking services. Usefulness, trust, and attitude towards use have a
positive significant relation with the intention to use Internet banking services, whereas ease of use has
an insignificant relation. The results are expected to have a significant role in the adoption of Internet
banking services, particularly among women users and banking sectors.

Keywords: Internet baking services factors (Technology Acceptance Model) TAM Women.

INTRODUCTION

In the current era, the development of new technology in the banking sector is increasing. Internet banking services
are one of the financial services performed through online ways, and nowadays it’s most popular. According to
(Akhteret al., 2022) “Internet banking has been financial services where bank users can perform numerous online banking
activities using the internet”. (Rathore, 2022) stated that in India 32% of households use online/Internet banking
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services in their everyday life. In India after the initiatives by the government as Pradhan Mantri Jan Dhan Yojana
many Indian women adopted Internet banking Services in their daily lives. Indian banks of India provide three types
of Internet National Electronic Fund Transfer (NEFT), Real-Time Gross Settlement (RTGS), and Immediate Payment
Service (IMPS). NEFT: NEFT was introduced by the Reserve Bank of India. In NEFT minimum transfer limit is 1 Rs.
and the maximum no limit available. This service is available 365 days 24*7, and in half an hour, the settlement is
done but the IFSC code, and bank account number must be needed for the transfer. This service is free for the users.
This service is available Online and offline (Paisabazaar.com, 2022). RTGS: RTGS was introduced by the Reserve
Bank of India. In RTGS minimum transfer limit is 2 lakh Rs. and the maximum no limit available. This service is
available 365 days 24*7, and in real-time settlement, the settlement is done but the IFSC code, and bank account
number must be needed for the transfer. This service is free for the inward, but the user’s pay charges as Rs. 2 lakhs
to 5 Lakhs 25 Rs. Charge, above Rs. 5 lakhs 50 Rs. Charge with that GST is also applicable. This service is available
Online and offline (Paisabazaar.com, 2022). IMPS: IMPS was introduced by the National Payments Corporation of
India. In IMPS minimum transfer limit is 1 Rs. and the maximum Rs. 2 Lakh is available. This service is available 365
days 24*7, and in real-time settlement, the settlement is done but the IFSC code, and bank account number must be
needed for the transfer. Charges decided by the individual member banks with taxes are included. This service is
available only on Online (Paisabazaar.com, 2022). In the following part literature review, the research methodology,
data analysis and interpretation, practical implication, and conclusion.

LITERATURE REVIEW

Technology Acceptance Model (TAM)

Original TAM Model

In the year 1989, Fred D. Davis established TAM. According to (Davis, 1989) this model is specifically based on two
variables such as perceived usefulness and perceived ease of use, to check the adoption of new technology. This
study (Davis, 1989) found that both variables are more important for the adoption of new technology.

Adapted Model

In this study, researchers adopted the TAM, for the find out factors impacting the adoption of Internet banking
services with added another variable trust. Because nowadays the development of new technology in banking
sectors consumers need more trust in a particular technology. Based on that the present study research used ease of
use, usefulness, and trust as independent variables, attitude towards use as a mediating variable and intention to use
as a dependent variable. In this study, researchers also checked with mediating effect and without mediating effect
on the adoption of Internet banking services. Note: Own Compilation

HYPOTHESES DEVELOPMENT AND THEORETICAL FRAMEWORK

Ease of Use

According to (Davis, 1989) ease of use means “a personbelieves that using Internet banking services would be free of effort”.
Many studies found that ease of use has a significant impact on attitudes towards the use of Internet banking
services (Cheng et al., 2006; Lee, 2009; Nasri & Charfeddine, 2012). Many studies found that ease of use has a
significant impact on the intention to use Internet banking services (Mohamad Amin et al., 2017;Rawashdeh, 2015).
Ha: Ease of Use has a positive impact on Attitude towards the use of Internet banking services.

Ho: Ease of Use has a positive impact on Intention to use Internet banking services.

Usefulness

According to (Davis, 1989) usefulness means “the degree to which a person believes that using Internet banking services
would enhance his or her performance”. Many studies found that usefulness has a significant impact on attitudes
towards the use of Internet banking services (Lee, 2009;Nasri & Charfeddine, 2012;Rawashdeh, 2015). Many studies
found that usefulness has a significant impact on the intention to use Internet banking services (Cheng et al., 2006;
Lee, 2009; Mohamad Amin et al., 2017;Mohamed Asmy et al., 2019;Nasri & Charfeddine, 2012;Rawashdeh, 2015).

Hs: Usefulness has a positive impact on Attitude towards the use of Internet banking services.
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Ha: Usefulness has a positive impact on Intention to use Internet banking services.

Trust

(Mayer et al., 1995) defined trust means “the willingness to be vulnerable to the actions of other parties on the belief that
others would carry out the intended action, with or without the ability to monitor or control the situation”. Many studies
found that trust has a significant impact on the intention to use Internet banking services (Agyei et al., 2021; Jalil et
al., 2014).

Hs: Trust has a positive impact on Attitude towards the use of Internet banking services.

He: Trust has a positive impact on Intention to use Internet banking services.

Attitude Towards Use

(Fishbein & Ajzen, 1975) defined attitude towards use means “an individual’s positive or negative feelings about using
Internet banking services”. Many studies found that attitude towards use has a significant impact on the intention to
use Internet banking services (Lee, 2009;Nasri & Charfeddine, 2012).

Hy7: Attitude towards use has a positive impact on Intention to use Internet banking services.

RESEARCH METHODOLOGY

Objective

To study the factors impacting the adoption of Internet banking services using the Technology Acceptance Model
(TAM) with reference to Women Customers.

Research Design Descriptive Cross-sectional Research Design

Sampling Method Non-probability Convenience Sampling.

Sample size 167 Women users of Internet banking services of Gujarat State, India.

Data Collection

Primary Data

Primary data was collected from Gujarat state, India, with the use of Google Forms, distributed through email, and
social media. A total of 180 women respondents filled up the questionnaire, out of which 13 responses were excluded
because they were not using Internet banking services, and 167 were finally used in the data analysis.

Questionnaire Construction

The questionnaire should be close-ended. The questionnaire was distributed from June 2023 to August 2023. The
questionnaire has two parts. Part, one includes demographic information such as name, born year, residential
location, marital status, education, occupation, annual income, and name of Internet banking services. In the second
part, a total of 27 statements were included using five Likert scale method (Strongly Agree to Strongly Disagree),
satisfaction level of the adoption of Internet baking services. Statements should be adapted from the various TAM-
based research.

The Technique of Data Analysis

Frequency distribution, Reliability (Cronbach Alpha and Composite reliability), Validity (Average Variance
Extracted), SEM. SPSS 25 Software and AMOS 18 Software were used for the analysis purpose.

DATA ANALYSIS

Table 1 shows that the majority of the women respondents belong to 1991-2000 born year and are located in urban
areas. 50.9% of women respondents are married and 48.5% are unmarried. The majority of the women respondents
have completed post-graduation, are doing private jobs, and earn between 2 lakhs to 5 lakhs. Women respondents
used internet banking services such as 45.5% = IMPS, 44.3% = NEFT, and 10.2% = RTGS. The majority of women are
satisfied with the use of internet banking services (65.3%), 45.5% = highly satisfied, and 9.6% = moderately satisfied.
Table 2 based on reliability and convergent validity, according to (Hair et al., 2010) said that the value of Cronbach
alpha = 0.961 (> 0.70), Composite reliability = 0.964 (> 0.70), and average variance extracted = 0.500 (> 0.5) are fulfilled
all criteria which means all statements of this study have adequate reliability and validity.

68986




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©[JONS

Vol.14 / Issue 82 / Feb / 2024 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
MS. Nilamben Johnbhai Parmar and Suresh P. Machhar

Model Measurement

Table 3 related to model measurement, (Fornell & Larcker, 1981) said that the values of FL > 0.5, CA > 0.6, CR > 0.6
and AVE > 0.5, in this study except for attitude towards to use of AVE all other values are appropriate.

Table 4 is the result of the hypotheses testing of the study. Hypotheses Hi, Hs, Hs, Hs, Hs, and H~ are accepted the p
value is < 0.05, only H: is rejected. This means ease of use, usefulness, and trust have a positive significant relation
with the attitude towards to use of Internet banking services. Usefulness, trust, and attitude towards use have a
positive significant relation with the intention to use Internet banking services, whereas ease of use has an
insignificant relation.

Table 5 indicates the structural equation model (SEM). The SEM result shows that Chi-Square = 561.951, df = 300, GFI
= 0.809, with p-value = 0.000 (< 0.05), TLI = 0.912 (>0.9), CFI = 0.924 (>0.9), RMSEA = 0.071 (<0.08), and SRMR = 0.052
(<0.08). This means SEM is compatible with this study.

PRACTICAL IMPLICATIONS

Banks should concentrate on making their Internet banking services easy to use as well as useful. More women users
may be drawn in by functional features and user-friendly interfaces. Trust must be established and maintained.
Banks must make significant security investments and inform users about the security of online transactions. Banks
could advertise IMPS and NEFT services through targeted marketing initiatives because women consumers
frequently use these services. Develop financial literacy programmes, especially for women, to give them more
confidence while using Internet banking services. To inform women customers about the many features and
advantages of Internet banking services, banks may arrange workshops and online courses. Banks must offer women
customers specialized customer service that immediately addresses any issues and concerns they may have. User
confidence may rise as a result of this individualized support. Sharing the success stories of satisfied female users can
increase credibility and trust, influencing more women to use Internet banking services. The importance of Internet
banking for women's financial freedom should be emphasized. Women's economic independence and decision-
making capacity may increase when they have easy access to banking services.

CONCLUSION

In the present study, researchers aimed at the factors impacting the adoption of Internet baking services using the
TAM with reference to women customers of Internet banking Services. Through this research, researchers found that
the majority of the women users used IMPS and NEFT services. Researchers done SEM and found that ease of use,
usefulness, and trust have a positive significant relation with the attitude towards the use of Internet banking
services. Usefulness, trust, and attitude towards use have a positive significant relation with the intention to use
Internet banking services, whereas ease of use has an insignificant relation. Lastly, researchers also measured the
satisfaction level and found that the majority of the women were satisfied the Internet banking services.
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Table 1: Demographic Information

Demographic Factor Category Frequency(N=167) | Percentage
1971-1980 7 4.2
Born Year 1981-1990 39 23.4
1991-2000 104 62.3
2001-2010 17 10.2

68988



https://www.paisabazaar.com/banking/difference-between-neft-rtgs-imps/
https://www.statista.com/statistics/1249581/india-status-of-online-banking-adoptio/#:~:text=Status%20of%20online%20banking%20in%20India%202020&text=According%20to%20a%20survey%20conducted,payments%20in%20their%20everyday%20life
https://www.statista.com/statistics/1249581/india-status-of-online-banking-adoptio/#:~:text=Status%20of%20online%20banking%20in%20India%202020&text=According%20to%20a%20survey%20conducted,payments%20in%20their%20everyday%20life
https://www.statista.com/statistics/1249581/india-status-of-online-banking-adoptio/#:~:text=Status%20of%20online%20banking%20in%20India%202020&text=According%20to%20a%20survey%20conducted,payments%20in%20their%20everyday%20life

Indian Journal of Natural Sciences

Vol.14 / Issue 82 / Feb / 2024

>

International Bimonthly (Print) — Open Access

MS. Nilamben Johnbhai Parmar and Suresh P. Machhar

Location Rural 60 359
Urban 107 64.1
Unmarried 81 48.5
Marital Status Married 85 50.9
Widow 1 0.6
HSC 4 24
Diploma 4 2.4
Education Graduation 59 35.3
Post-graduation 78 46.7
Doctorate 22 13.2
Student 60 359
Private Job 76 45.5
Occupation Government Job 18 10.8
Business 7 4.2
Researcher 3 1.8
Housemaker 3 1.8
<2,00,000 58 34.7
2,00,000 - 5,00,000 82 49.1
Annual Income
5,00,000 — 10,00,000 20 12
>10,00,000 7 4.2
NEFT 74 443
Name of Internet Banking Services RTGS 17 10.2
IMPS 76 45.5
Highly Satisfied 42 25.1
Satisfaction Level Satisfied 109 65.3
Moderately Satisfied 16 9.6
Note: Output of SPSS 25
Table 2: Reliability and Convergent Validity
CA | CR |AVE |N of Items
0.961 | 0.964 | 0.500 27
Note: Output of SPSS 25
Table 3: Normality, Reliability and Convergent Validity
Factors Items | Mean | SD FL CA CR | AVE
EOU1 | 4.38 | 0.903 | 0.633
EOU2 | 4.32 | 0.858 | 0.720
Ease of Use
(M=4.315, SD = 0.888) EOU3 | 431 | 0.857 | 0.713 | 0.896 | 0.839 | 0.511
EOU4 | 423 | 0918 | 0.768
EOU5 | 4.34 | 0.909 | 0.732
Us1 449 | 0.798 | 0.790
Usefulness Us2 435 | 0.835 | 0.744
(M=4.363, SD=0.865) | US3 440 | 0.851 | 0.763 0893 1 0.857 1 0.503
Us4 439 | 0.842 | 0.742
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us5 437 | 0.818 | 0.638
Use6 418 | 1.014 | 0.546
TS1 4.13 | 0.900 | 0.770
TS2 4.13 | 0.808 | 0.716
Trust TS3 4.04 | 0.864 | 0.828
0.914 | 0.907 | 0.619
(M=4.017,SD=0.885) | Ts4 | 393 | 0.868 | 0.844
TS5 3.87 | 0.973 | 0.805
TS6 4.02 | 0.874 | 0.748
ATU1 | 438 | 0.782 | 0.625
ATU2 | 420 | 0.838 | 0.540
Attitude towards use | ATU3 | 429 | 0.859 | 0.626 0929 | 0762 | 0349
(M=4.288,SD =0.841) | ATU4 | 4.30 | 0.840 | 0.622 | ) )
ATU5 | 4.28 | 0.870 | 0.499
ATU6 | 4.28 | 0.855 | 0.621
ITU1 4.32 | 0.786 | 0.742
i 1102 425 | 0.839 | 0.693
Intention to use 0.907 | 0.820 | 0533
(M=4.241,SD =0.848) | 1TU3 | 4.17 | 0.876 | 0.732
1TU4 423 | 0.890 | 0.753
Note: Output of SPSS 25
Table 4: Hypotheses Testing
Hyp. Estimate | SE P Result
Hi EOU 2>ATU .552 102 | .000 | Significant
He EOU > ITU .009 A11 | 939 ([Insignificant
Hs US > ATU 275 .085 | .001 | Significant
Ha US> ITU 173 .088 | .048 | Significant
Hs TS > ATU 102 .048 | .031 | Significant
He TS > ITU A11 .049 | .024 | Significant
Hr ATU > ITU .614 124 | .000 | Significant
Note: Output of Amos 18
Table 5: SEM Result
Fit Statistic Support References Result
Chi-square 561.951
DF 300
GFI 0.809
p-value <0.05 acceptable fit (Bentler & Bonett, 1980)(Hu & Bentler, 1999) 0.000
TLI >=0.90 acceptable fit (Bentler & Bonett, 1980)(Hu & Bentler, 1999) 0.916
CFI >=0.90 acceptable fit (Bentler & Bonett, 1980)(Hu & Bentler, 1999) 0.928
RMSEA <=0.05 to <=0.08=Fair fit | (Steiger, 1990)(Byrne, 1998)(Hooper, Coughlan, & Mullen, 2008) | 0.073
SRMR <0.05=Excellent fit (Hu & Bentler, 1999)(Hooper, Coughlan, & Mullen, 2008) 0.048
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Note: Output of Amos 18
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ABSTRACT

This research is dedicated to the development of a precise predictive model designed to assess the risk of

heart failure in hospitalized patients using exclusively supervised machine learning algorithms. It places
special emphasis on patient-specific parameters, including age, gender, cholesterol levels, resting
electrocardiogram (ECG) results, prior peak performance, and fasting blood sugar levels, as these factors
are crucial for accurate predictions. The study's primary objective revolves around determining the most
effective normalization technique, specifically comparing Min-Max normalization and Principal
Component Analysis (PCA) when applied to the dataset. This exploration leads to the creation of an
optimally efficient predictive model. Within the realm of machine learning, this research underscores the
significance of supervised learning in training models with labelled datasets to enhance predictive
accuracy. It thoroughly investigates Min-Max normalization and PCA, unveiling their respective impacts
on model performance and their contributions to enhancing prediction accuracy. Ultimately, the
overarching goal is to advance cardiac health diagnostics by identifying the most suitable normalization
technique to prepare input data for model training effectively. This research offers valuable insights into
the most effective approach for employing supervised machine learning algorithms in predicting heart
failure risks with precision. The outcomes hold significant promise for healthcare practitioners,
equipping them with a robust tool for early risk assessment and enabling proactive interventions and
personalized patient care in the realm of cardiovascular health. By comprehensively evaluating and
comparing normalization techniques in the context of supervised learning, this research enriches the
ongoing dialogue surrounding the use of machine learning for improved cardiac health prognosis.

Keywords: Dataset, machine learning, supervised learning, Features, Labels, Correlation, Models,
Decision Tree, Random Forest, Logistic Regression, KNN, Support Vector Machine, accuracy, recall,
precision score, f1 score, train test split, plots, graphs, cardiac arrest, sample, population, classification,
plots, visualization, data analysis.

68992




Indian Journal of Natural Sciences w www.tnsroindia.org.in ©[JONS

Vol.14 / Issue 82 / Feb / 2024 International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997

Dhruval Patel et al.,

INTRODUCTION

Heart failure is a critical medical condition affecting millions of people worldwide. Early diagnosis and proactive
management of heart failure are essential for improving patient outcomes and reducing healthcare costs. Machine
learning algorithms have emerged as powerful tools for predicting heart failure, offering the potential for early
intervention and personalized patient care. This introduction sets the stage for the exploration of how machine
learning can revolutionize heart failure prediction. Heart failure, a condition where the heart cannot pump blood
effectively, is a leading cause of hospitalizations and mortality. The ability to predict heart failure before it reaches an
advanced stage is crucial for timely medical interventions. Machine learning algorithms have become indispensable
in the realm of healthcare, offering the potential to enhance diagnostic accuracy and enable predictive modeling to
identify individuals at risk. The proliferation of electronic health records (EHRs) and the increasing availability of
health-related data have created a wealth of information that can be harnessed for predictive analytics. Machine
learning leverages this vast dataset to identify hidden patterns and relationships, thereby enabling early
identification of potential heart failure cases. Factors such as patient demographics, vital signs, laboratory results,
and medical history can be analyzed to create predictive models. Machine learning algorithms are the backbone of
heart failure prediction. These algorithms encompass a range of techniques, from traditional statistical methods to
advanced deep learning models. Supervised learning, unsupervised learning, and reinforcement learning
approaches can be employed to develop predictive models.

The selection of the most suitable algorithm depends on the specific dataset and research objectives. Heart failure
prediction through machine learning does not stop at identifying at-risk individuals. It paves the way for
personalized patient care. By understanding an individual's risk factors and tailoring interventions accordingly,
healthcare providers can offer precise treatments, optimize medication regimens, and improve overall patient
outcomes. This research paper aims to explore the application of machine learning algorithms in the prediction of
heart failure. We will delve into the methods, datasets, and results of heart failure prediction using machine learning
models. By conducting a comprehensive analysis, we intend to shed light on the potential of machine learning in
revolutionizing heart failure prediction, offering healthcare professionals a powerful tool for early diagnosis and
personalized patient care. The findings of this study are expected to make a significant contribution to the field of
healthcare and may have far-reaching implications for heart failure management and prevention. In the subsequent
sections, we will discuss the methodologies, results, and implications of our research in detail.

LITERATURE SURVEY

The study titled "Heart Disease Diagnosis Using Machine Learning" investigates the application of machine learning
algorithms in heart disease diagnosis. The research encompasses a range of machine learning techniques, including
K-Nearest Neighbors, Decision Trees, Random Forest, and Artificial Neural Networks, all applied to a heart disease
dataset. The outcomes indicate that the Random Forest and Artificial Neural Network models excelled, exhibiting
high accuracy in classifying heart disease cases [1].They summarize various techniques, discuss their strengths and
limitations, and suggest future research directions. The study focuses on early detection of heart issues, comparing
SVM, Decision Trees, Logistic Regression, KNN, Random Forest, and Naive Bayes. SVM and Naive Bayes showed
better performance than other methods, while Decision Trees struggled due to extensive datasets [2]. The authors
utilized public datasets and various machine learning algorithms, including SVM, KNN, Decision Tree, and Tensor
Flow. KNN exhibited the highest accuracy at 96.42%. The study includes a comparison of results across different
techniques and datasets [3].Emphasizing the significance of timely and accurate diagnosis, the Heart Disease
Classifier using Machine Learning (HDCML) employs diverse ML techniques on the Cleveland dataset. Findings
reveal the superiority of Naive Bayes (NB) and Logistic Regression (LR) over other classifiers, with Decision Tree
(DT) consistently underperforming. This study underscores the potential of ML in improving early heart disease
detection, with NB and LR leading the way in classification accuracy [4]. It assessed six machine learning algorithms
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across three stages, revealing that the random forest algorithm achieved the highest accuracy at 72.59%. Future
research intends to include factors like aging's impact on heart health and develop a recommendation system based
on key determinants of heart disease. The findings underscore the potential of random forest and signal future
directions in heart disease prediction and individualized recommendations [5]. The CDSS delivers multiple outputs,
including HF severity assessment, HF type prediction, and comparative patient follow-up management. Comprising
an intelligent core and an HF management tool that serves as an interface for artificial intelligence training, the
system utilizes a machine learning approach. Four machine learning algorithms were assessed, with the
Classification and Regression Tree (CART) method exhibiting the highest performance. CART achieved notable
accuracy, scoring 81.8% in severity assessment and 87.6% in type prediction.

However, the findings may warrant caution due to the limited sample size [6]. This paper underscores the
significance of early heart disease detection and critiques conventional risk assessment approaches. The authors
introduce a novel method utilizing the CART decision tree algorithm and assess its effectiveness with a dataset of
1190 patients. Their method yields an impressive accuracy of 88% and identifies key predictive features, notably ST
depression, chest pain type, and cholesterol levels, enhancing heart disease prognosis [7]. Prior studies have
employed diverse ML algorithms, revealing varying accuracies. Investigations into Data Mining classification
techniques and comparisons between LR and RF models have yielded mixed results, emphasizing the nuanced
selection of ML algorithms for heart disease prediction. Furthermore, the evolution of ML in healthcare encompasses
techniques like hyper parameter optimization. This study's utilization of Grid Search for hyper parameter tuning
contributes to optimized models with superior predictive capabilities [8].This study delves into the fusion of machine
learning and data mining to advance heart disease prediction, especially in regions lacking cardiovascular expertise.

Previous research, notably the Skating algorithm, has concentrated on honing predictive accuracy. The foundation of
data collection from a Kaggle heart disease dataset enables exploratory data analysis, ensuring robust predictive
models [9]. It concludes by highlighting the effectiveness of SVM and Naive Bayes while identifying challenges
associated with Decision Trees due to dataset complexity. Ali and Manikandan's work not only underscores the
growing importance of machine learning in healthcare but also directs future research directions in this vital field.
Their comprehensive assessment serves as a valuable resource for researchers and practitioners seeking to enhance
heart disease diagnosis and prediction through machine learning methodologies [10]. The initial information
suggests a substantial contribution to predictive healthcare and data-driven management of hyperglycemia. This
work is indicative of the broader trends in medical informatics, as researchers increasingly employ machine learning
to develop intelligent tools for early diagnosis and proactive intervention in chronic health conditions. Smith and
Johnson's work promises to open new horizons in the early prediction of hyperglycemia, carrying implications for
improved patient outcomes and health system efficiencies [11]. It provides valuable insights into the utilization of
machine learning techniques for enhanced risk prediction in heart failure. This research is pivotal in addressing the
critical need for accurate prognostic tools in the context of heart failure, a significant cardiovascular concern. By
integrating machine learning methods, the study contributes to the refinement of risk assessment models, ultimately
leading to improved patient care and outcomes. The study delves into the development and application of a
classification and regression tree algorithm, offering a novel approach to heart disease modeling and prediction. By
utilizing this algorithm, the authors aim to enhance the accuracy and efficiency of predictive models related to heart
disease. Their work opens new avenues for more effective and precise diagnosis and prognosis in the realm of
cardiovascular health [13].

DATASET DESCRIPTION

About the Dataset

The researchers sourced their dataset from Kaggle, an open-source platform which had not been previously
explored. This dataset comprises 303 rows and 14 columns, encompassing various heart health indicators. These
encompass age, gender, angina induced by exercise, major vessel count, chest pain type, resting blood pressure,
cholesterol levels, fasting blood sugar, electrocardiographic readings at rest, maximum heart rate, prior peak values,
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slope, thall, and an "output” column denoting heart attack presence. Of these columns, 13 are features, and one is the
label. Each row encapsulates an individual patient's diagnostic information, rendering this dataset instrumental for
the study's purposes.

Analysis of Dataset

The predictive target in this study is the occurrence of a patient's death event, indicating whether a heart attack was
experienced. Among the 303 patients, 165 individuals suffered heart attacks, while the remaining were in good
health. The distribution of these outcomes is visually represented in the accompanying pie chart, underscoring the
significance of predicting heart attacks and assessing their impact on patient health and safety. Understanding the
determinants and extent of influence on the target column is crucial. To achieve this, we will assess the correlation
between each column and all other columns. Please refer to the figure below for a visual representation of these
correlation insights. A crucial aspect of our analysis was examining the correlation between the target column (i.e.,
"output") and the other columns. This correlation reveals how strongly a feature influences the values in the target
field. The following figure illustrates the dependency of the target field on various feature fields, presenting
correlation values in descending order. Higher correlation values indicate a more substantial impact on determining
the target values. The feature columns have no null values and all the fields have a data type of either ‘int64" or
‘float64’ .Thus, no need for pre-processing.

MODEL USED
In this experiment, various classification prediction models were employed, including Decision Tree (DT), Random
Forest (RF), K-Nearest Neighbor (KNN), and Support Vector Machine (SVM):

Decision Tree (DT)

Decision trees, a key component of supervised machine learning, are primarily used for classification tasks, which
involve categorizing objects based on a model's predictions. Decision trees can also address regression problems by
forecasting outputs from new, unseen data points.

K-Nearest Neighbor (KNN)

The K-Nearest Neighbor Algorithm (KNN) is a versatile supervised machine learning method capable of handling
both classification and regression problems. This intuitive algorithm relies on distance metrics to identify the k
nearest neighbors to make predictions for new, unlabeled data points.

Support Vector Machine (SVM)
SVM is a versatile tool applicable to both classification and regression tasks, although it is predominantly utilized for
classification. It operates by establishing a hyper plane to separate data points effectively.

Random Forest (RF)

Random forest, a supervised machine learning algorithm, is well-suited for both classification and regression
challenges. It derives its name from the amalgamation of multiple decision trees, forming a "forest" and utilizing
random features from the provided dataset.

Logistic Regression (LR)
Logistic regression is a supervised learning algorithm in the realm of machine learning, primarily used to estimate
the probability of binary outcomes, where the result can fall into one of two distinct categories.

EXPERIMENTS AND ITS APPROACH

The experiment revolves around predicting a patient's likelihood of experiencing a heart attack based on available
patient features. This section delves into the experiment's specifics. The dataset is bifurcated into two segments,
where one serves for training the model, and the other, constituting a smaller portion of the dataset, is reserved for
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testing. The training and testing sizes are allocated at 80% and 20%, respectively. Two scaling techniques were
employed: Min-Max scaling and Principal Component Analysis (PCA) scaling, applied to standardize the data. An
additional experiment was conducted without data scaling, yielding distinct results compared to the scaled
counterparts. The experiment incorporates various benchmarking methods, including precision score, accuracy
score, recall, and F1 score to assess the model's accuracy and precision. Each of the five models specified in the
'Model used' section was individually applied with both scaling techniques, and the results are presented in the table
below Multiple applications of the models yielded varying results. The table presented above displays the highest
accuracy achieved by the utilized algorithms. A graphical representation of these findings is visualized below Figure
2 shows the accuracy of the different classification models on the dataset after Min Max normalization. The Random
Forest model achieved the highest accuracy, followed by the Logistic Regression model, the Decision Tree model, the
KNN model, and the SVM model. Figure 3 shows the accuracy of the different classification models on the dataset
after PCA normalization. The Random Forest model again achieved the highest accuracy, followed by the Logistic
Regression model, the Decision Tree model, the KNN model, and the SVM model. Figure 4 shows a final comparison
between the results of PCA and Min Max normalization. PCA normalization resulted in better performance for all of
the models, except for the KNN model. The difference in performance was most significant for the SVM model

CONCLUSION

This study encompassed the application of various predictive models, coupled with the assessment of their
performance under both Min-Max normalization and Principal Component Analysis (PCA) normalization. It was
evident that the Random Forest algorithm, particularly when paired with PCA normalization, emerged as the most
accurate and reliable predictor. This model consistently outperformed its counterparts in terms of accuracy score, F1
score, and recall score, showcasing its superior predictive capabilities. The findings from this research hold the
potential to enhance the accuracy of heart attack prediction, thereby contributing to advancements in public health.
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Table 1. Information about the dataset

SR. NO. Data Non-Null Count | Dtype
0 age 303 | non-null int64
1 sex 303 | non-null int64
2 cp 303 | non-null int64
3 trtbps 303 | non-null int64
4 chol 303 | non-null int64
5 fbs 303 | non-null int64
6 restecg | 303 | non-null int64
7 thalachh | 303 | non-null int64
8 exng 303 | non-null int64
9 oldpeak | 303 | non-null | Ffloat64
10 slp 303 | non-null int64
11 caa 303 | non-null int64
12 thall 303 | non-null int64
13 output | 303 | non-null int64
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Table 2: Output of pre-processing

Output Name | Values

cp 0.433798
thalachh 0.421741
slp 0.345877
restecg 0.13723

fbs -0.02805
chol -0.08524
trtbps -0.14493
age -0.22544
sex -0.28094
thall -0.34403
caa -0.39172
oldpeak -0.42357
exng -0.43676

Table 3 Result for PCA normalization

I\I/II:;ZI Accuracy Score | Precision Score | Recall score | F1 score
KNN 0.672131 0.571429 0.8 0.666667
DT 0.737705 0.714286 0.806452 0.757576
RF 0.918033 0.942857 0.916667 0.929577
LR 0.868852 0.942857 0.846154 0.891892
SV 0.704918 0.714286 0.757576 0.735294

Table 4 Result for Min Max normalization

Model Name | Accuracy Score | Precision Score | Recall score | F1 score
KNN 0.852459 0.885714 0.861111 0.873239

DT 0.803279 0.800000 0.848485 0.823529

RF 0.901639 0.971429 0.871795 0.918919

LR 0.852459 0.914286 0.842105 0.876712

SV 0.868852 0.971429 0.829268 0.894737
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ABSTRACT

The integration of Mobile Ad Hoc Networks (MANETs) into 5G networks to fulfill the specific
communication demands of mobile devices in highly dynamic circumstances. MANETs are typically
employed in emergency, military, and vehicular communication systems because of their self-organizing,
infrastructure-free nature. We can improve the network's adaptability, scalability, and resilience by
integrating MANET capabilities into 5G, making it ideal for a variety of applications. We highlight the
advantages of this integration, including increased communication in scenarios with quickly changing
network topologies, better coverage in remote and disaster-affected areas, and lower infrastructure costs.
Additionally, we look at practical applications of MANETs in 5G, such as installations for smart
transportation systems, the Internet of Things (IoT), and disaster response. We also talk about the
difficulties and potential negative effects of this integration, like the complicated network administration
and security issues. In conclusion, integrating MANETSs into 5G networks is a promising way to increase
the capabilities and reach of 5G technology.

Keywords: MANET, Routing Protocol, 5G, IoT
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INTRODUCTION

An important turning point in the development of wireless communication has been reached with the introduction of
the fifth-generation mobile networks, or 5G [3]. Massive connection, ultra-high speeds, minimal latency, and the
potential to serve a variety of applications, from augmented reality to autonomous vehicles, are all promised by 5G.
But reaching these lofty objectives is not without difficulty, especially in dynamic and difficult network contexts. The
incorporation of Mobile Ad Hoc Networks (MANETSs) is one cutting-edge strategy to handle the changing
communication requirements of the 5G era. Mobile devices connect directly with one another using decentralized,
self-organizing wireless networks known as MANETSs, which eliminate the need for permanent infrastructure like cell
towers or base stations. This abstract examines the justification for using MANETS in 5G, highlighting the advantages
and opportunities this integration presents. The distinctive qualities of each paradigm are the foundation for the
interoperability of MANETs and 5G technologies. While 5G networks excel at delivering high-speed, low-latency
connectivity in well-planned urban areas, they can have issues covering remote locations or settings that are changing
quickly [5]. However, MANETSs have demonstrated their value in applications including military operations, disaster
response, and vehicle communication when standard infrastructure is either unavailable or impractical. We can take
advantage of the best of both worlds by incorporating MANET capabilities into 5G networks.

The robustness, flexibility, and adaptability of 5G networks can be improved through this integration, making them
suited for a larger range of applications and ensuring connectivity even under difficult circumstances [11]. In the
context of 5G technology, this abstract will go into the architectural concerns, routing protocols, security methods, and
practical applications of MANET integration. The integration of MANETSs in 5G technology represents a promising
avenue to address the evolving communication needs of our increasingly interconnected world. By leveraging the self-
organizing nature of MANETs, we can extend the reach of 5G, reduce infrastructure costs, and provide robust
connectivity in scenarios where traditional networks may falter. This exploration will delve into the intricacies of this
integration and its potential to revolutionize the way we connect and communicate in the 5G era [11]. This paper
divided into six section, first section covered introduction of MANET AND 5G. In second section existing research
related to MANET AND 5G were discussed. Third section contain information about 5G evolution and its benefit and
issues. Fourth section discussed about latest invention in MANET for 5G. Fifth section covers the advantages of using
MANET for 5G. Six section contains the issues arise while using MANET for 5G.

LITERATURE REVIEW

They have present a systematic analysis of modifications applied to cluster-based routing protocols for Mobile Ad Hoc
Networks (MANETSs). Cluster-based routing has long been a fundamental approach for managing the dynamic and
self-organizing nature of MANETs [1].The growing importance of leveraging advanced mobile communication
technologies, particularly 5G [2]. To facilitate efficient communication between robots and controllers. An in-depth
analysis of the transition from 5G to the upcoming era of beyond 5G (B5G) and outlines the key drivers behind this
evolution, including the ever-increasing demand for faster data rates, ultra-reliable low-latency communication, and
the proliferation of IoT and AI applications [3]. The authors recognize the monumental impact of 5G on diverse
sectors, from telecommunications and healthcare to smart cities and the Internet of Things (IoT). This systematic
review serves as an invaluable resource for researchers, industry professionals, and policymakers, providing a holistic
understanding of the technological advancements and challenges within the realm of 5G[4]. The study addresses the
critical need for efficient and resilient communication solutions during disasters, where traditional networks may be
compromised. OCHSA, the protocol they propose, aims to optimize energy efficiency and network lifetime through
adaptive routing and an intelligent cluster head selection mechanism. Their work highlights the significance of
energy-efficient routing strategies in ensuring robust and long-lasting communication in disaster scenarios within the
5G context [5]. The inherent challenges associated with the dynamic nature of MANETS, aiming to optimize the
network's stability through a zone-based clustering approach. By incorporating interest-region based routing and
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intelligent gateway selection, the protocol seeks to improve data delivery and network performance. This work
underscores the significance of developing reliable and robust routing protocols for MANETS, especially in the context
of 5G networks, where high-speed, low-latency communication is critical [6]. The research introduces an efficient and
reliable routing method designed to adapt and optimize communication paths based on real-time network conditions.
This approach not only promises enhanced routing performance but also showcases the potential of machine learning
and Al-based solutions in addressing complex issues within MANETs [7].The study underscores the critical role of
MANETs as a dynamic communication framework for IoT devices, especially in scenarios where traditional
infrastructure-based networks may be limited. This integration aligns with the demands of IoT, which generates vast
amounts of data that require real-time analysis and remote accessibility [8].The research critically assesses the existing
IP mobility protocols and their compatibility with MANETSs, shedding light on the challenges and opportunities in
achieving continuous and uninterrupted communication for mobile users [9].

The research underscores the importance of robust communication solutions, especially in scenarios with
unpredictable connectivity, such as rural areas or disaster-stricken regions. By integrating the characteristics of both
MANET and DTN, the authors aim to create a protocol that optimizes data delivery while ensuring reliable and timely
communication [10].The authors recognize the pivotal role of 5G in shaping the future of wireless communication and
its far-reaching impact on various sectors, from healthcare to autonomous transportation. This study serves as a
critical reference point for understanding the complex issues and opportunities surrounding 5G, providing valuable
insights for researchers, policymakers, and industry professionals aiming to harness the potential of 5G technology
while navigating the challenges that come with its adoption [11].The authors recognize that the deployment of 5G
technology brings forth an era of unprecedented connectivity and data transfer, but it also exposes networks to a
myriad of security challenges [12].Achieving ultra-low latency is a cornerstone of 5G technology, as it unlocks the
potential for real-time applications, such as augmented reality, autonomous vehicles, and industrial automation. By
reviewing and analyzing a wide array of strategies and technologies, this work provides an invaluable resource for
researchers and engineers in understanding the multifaceted landscape of low-latency solutions in the pursuit of
unleashing the full capabilities of 5G networks [13]. Acknowledging the revolutionary potential of 5G technology in
enabling critical applications like autonomous vehicles and industrial automation, the authors delve into the essential
concepts of reliability, latency, and scalability in wireless networks [14]. Recognizing the inherent challenges of
MANETSs, particularly in terms of energy efficiency and performance optimization, the authors present a novel
protocol designed to address these issues [15]. The authors recognize the pressing need for energy-efficient solutions
to cope with the increasing demands of high-speed data transmission in 5G networks. They meticulously assess a
wide array of techniques, strategies, and challenges related to energy-efficient communication, addressing crucial
aspects like power management, resource allocation, and green network design [16]. Recognizing the dynamic and
self-organizing nature of MANETS, this study investigates the significance of gateways in providing the necessary
connectivity between MANETSs and other network domains [17].

Introduction of 5g

A new era of connectionless marked by the arrival of the fifth generation of mobile communication technology, or 5G,
promises to fundamentally alter how we communicate, interact with technology, and influence global markets and
society. In comparison to its forerunners, 5G represents a paradigm-shifting advance in wireless communication
capability, providing an amazing trifecta of speed, capacity, and versatility. This introduction gives a thorough review
of 5G, outlining its major characteristics, prospective uses, and the significant influence it is expected to have on our
digital environment [15].

Evolution of Wireless Communication

Every new generation of mobile networks over the past few years has significantly increased data speeds, capacity,
and usefulness. The inevitable next step after 4G (LTE), 5G is intended to offer an exponential improvement in
performance. It reflects the fusion of cutting-edge technologies designed to provide an unrivaled wireless
experience[15].
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Key Features of 5G

Ultra-Fast Speeds

Download rates of up to 10 Gbps, or about 100 times faster than 4G, are anticipated for 5G. Rapid data transfer,
seamless streaming, and support for cutting-edge applications like virtual reality and augmented reality are all made
possible as a result.

Low Latency
5G speeds up data transfer with latency as low as 1 millisecond. This is essential for real-time games, remote surgery,
and autonomous vehicles.

Massive Connectivit:5G is perfect for the Internet of Things (IoT) since it supports a large number of devices per
square meter. This makes it possible for connected households, smart cities, and productive industrial operations.

Enhanced Network Efficiency
To maximize network resources and cut down on energy use, 5G uses cutting-edge technology like network slicing
and beam forming,.

Reliability and Availability
5G aspires for ultra-reliable and highly available networks, making it appropriate for crucial applications like public
safety and emergency services.

Application of 5G

Smart Cities

5G can support programs for smart cities, enabling effective traffic control, energy conservation, and enhanced public
services.

IoT and Industry 4.0
5G is a stimulant for the development of IoT and the automation of industries thanks to its capacity to connect billions
of devices at once.

Health care
The low latency and great dependability of 5G make remote surgery and telemedicine possible.

Autonomous Vehicles

In order to connect in real-time with traffic infrastructure and other autonomous vehicles, 5G is essential.
Entertainment

5G allows immersive virtual reality, augmented reality, and streaming experiences.

Challenges and Deployment

Implementing 5G comes with challenges related to infrastructure, spectrum allocation, and security. Governments,
telecom companies, and technology providers are working together to address these challenges and roll out 5G
networks worldwide [16].5G represents a technological leap that will transform how we live, work, and communicate.
Its ultra-fast speeds, low latency, massive connectivity, and reliability open the door to a wide range of innovative
applications and services that were once only imaginable.

RECENT ADVANCEMENT OF MANET FOR 5G
There are many recent studies carried out in MANET which is use full for 5G as mention below.
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Dynamic Network Slicing

The idea of dynamic network slicing is one of the newest developments in the integration of MANETSs with 5G. With
the use of this technology, the network can be split up into several virtual networks with distinct properties to cater to
the needs of various applications [4]. In order to ensure that resources are allocated effectively for a variety of use
cases, from IoT to ultra-low latency applications, MANETSs play a critical role in enabling dynamic and on-demand
slicing.

Edge Computing Integration

In the 5G age, edge computing is becoming more and more significant since it enables data processing closer to the
source, lowers latency, and enhances real-time decision-making. By enabling distributed processing at the network
edge and boosting overall 5G application performance, MANETSs make it easier to install edge computing nodes in the
network [8].

Machine Learning and AI Optimization

MANETs are used to enhance network performance, together with machine learning and artificial intelligence (AI). In
order to dynamically alter routing, resource allocation, and security measures and create more effective and
responsive 5G networks, these technologies evaluate real-time data from MANETs.

Enhanced Security Mechanisms

MANETs for 5G have recently made significant security improvements. Due to their dynamic nature, MANETSs are
naturally vulnerable to different security risks. To improve the security of MANET-enabled 5G networks, fresh
methods including block chain-based authentication and intrusion detection systems are being incorporated.

Multi-Hop Mesh Networks

Multi-hop mesh networks within MANETs have become more common in 5G deployments in order to increase
network coverage and dependability. These networks expand the reach of 5G and guarantee connectivity in difficult
contexts like smart cities or disaster-affected areas [5] by enabling devices to relay data across multiple hops.

Improved Quality of Service (QoS)

In 5G, MANETs are developing to provide higher QoS for a variety of applications. Advanced Quality of Service
methods prioritize vital traffic, ensuring low latency and little packet loss for services like phone and video
conversations.

Network Synchronization

Network synchronization is essential for 5G applications like industrial automation and driverless vehicles.
Synchronization protocols are being added to MANETSs to enable exact timing and device coordination, enabling
dependable and real-time communication.

Cross-Technology Integration

MANETs are being merged with other wireless technologies like Wi-Fi and satellite communication to improve
connectivity and coverage. This enables seamless handovers across several networks, guaranteeing 5G customers
never lose connectivity.

Energy-Efficient Routing
Energy-efficient routing algorithms are being developed to meet the energy limitations of mobile devices in MANETSs.
With these developments, batteries in 5G-connected devices in MANET scenarios should last longer.

Standardization Efforts

In recent years, standardization organizations like the 3GPP have been actively working on implementing MANET
features into 5G standards. As a result, MANET-enhanced 5G technologies are widely used and interoperable [13].
The performance, security, and adaptability of 5G networks have significantly improved as a result of recent
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developments in the use of Mobile Ad Hoc Networks (MANETSs). Due to these advances, 5G networks are evolving to
satisfy the various demands of new applications and use cases. MANETS are positioned to play a crucial role in the
future of wireless communication as they continue to develop and seamlessly integrate with 5G technology, enabling a
wide range of novel and disruptive applications.

Advantage of using Manet for 5G

Enhanced Coverage and Connectivity

Extending coverage to places that are difficult to reach with conventional infrastructure is one of the main benefits of
integrating MANETSs with 5G. By enabling devices to create direct peer-to-peer connections, MANETs make sure that
even isolated or underserved areas can take advantage of 5G connectivity.

Rapid Deployment

MANETs are very versatile and may be swiftly set up for temporary events like outdoor concerts, construction sites,
or disaster relief activities. Due to its adaptability, 5G services can be made available on demand in a variety of
circumstances.

Reduced Infrastructure Costs

Traditional 5G networks need large infrastructure investments, such as the installation of several base stations and
towers. The requirement for such a large amount of infrastructure is diminished by implementing MANET
capabilities, which saves money for network operators [1].

Dynamic Network Topology

In dynamic settings where network topologies are constantly changing, MANETs perform exceptionally well. This is
especially useful in situations like vehicular communication, where moving cars frequently change the configuration
of the network. In such circumstances, MANETSs provide seamless communication adaption.

Improved Reliability

By establishing redundant communication routes, MANETSs increase the reliability of 5G networks. Devices can
swiftly divert traffic over different channels in the event that a connection or node fails, maintaining connectivity. For
mission-critical applications like public safety and healthcare, this is essential [9].

Low Latency
By minimizing the number of hops that data must make before reaching its destination, MANETSs can provide lower
latency in situations where it is crucial, such as augmented reality applications or autonomous vehicles.

Scalability
MANETs are easily scalable to support an increasing number of users and devices. As more devices and IoT endpoints
connect to the network, this scalability is essential for the growth of 5G networks.

Privacy and Security
MANETS can offer improved security and privacy capabilities. They can reduce some security vulnerabilities related
to centralized infrastructure by using end-to-end encryption and decentralized communication.

Resource Efficiency
By dynamically distributing bandwidth and effectively routing trafficc MANETs maximize resource consumption.
This results in increased spectrum efficiency and overall service quality for 5G consumers.

Support for Diverse Use Cases
The incorporation of MANETs into 5G offers a variety of use cases, such as temporary event networks, smart
transportation systems, and military applications. It enables 5G to serve remote and difficult regions in addition to
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urban areas [9]. A variety of benefits that increase the reach and potential of 5G networks are provided by the usage of
Mobile Ad Hoc Networks (MANETS) in conjunction with 5G technology [17]. Increased versatility and adaptability of
5G thanks to MANET integration makes it appropriate for a wider range of applications and situations. This includes
greater coverage, quick deployment, and improved reliability. The combination of 5G and MANETs offers a
promising path for transforming wireless communication in the 5G era.

Challenges in Integeration of Manet for 5G
Mobile Ad Hoc Networks (MANETSs) integration into 5G networks is a difficult task that has a number of difficulties.
Here are the top five difficulties with this integration:

Security and Privacy Concerns

Due to their decentralized and dynamic character, MANETSs are naturally vulnerable to different security threats.
These security issues become even more important when included in 5G networks. In a dynamic network context, it
might be difficult to guarantee data confidentiality, integrity, and authentication. Concerns about user and device
privacy also arise, especially when sensitive data is involved [10].

Scalability

5G networks are anticipated to connect a huge variety of devices, including smart phones, IoT sensors, and more.
Addressing scalability issues is necessary for integrating MANETSs into this ecosystem. Due to the overwhelming
number of devices, MANETs may experience congestion and blockages.

Quality of Service (QoS)

Latency, bandwidth, and dependability are just a few of the QoS needs that differ between applications and services.
Due to the changing network conditions and dynamic network topology, managing QoS in MANET-5G integration is
challenging. It might be difficult to maintain effective network use while ensuring that key applications receive the
necessary QoS [3].

Routing and Network Management
In MANETSs, node mobility and topological changes have an impact on routing. The creation of effective routing
protocols that can adjust to changing conditions is necessary for the integration of MANETS into 5G networks.

Interoperability and Standardization

Ensuring smooth communication and interoperability between MANETs and 5G networks is a major concern.
Standardizing interfaces and protocols will make data interchange more effective. Within the integrated network, a
lack of compatibility may cause fragmentation and inefficiency. In order to realize the potential advantages of
integrating MANETSs into 5G networks while assuring the security, scalability, and dependability necessary for a
variety of applications and services in the contemporary wireless environment, it is imperative to address these issues.

CONCLUSION

Mobile Ad Hoc Networks (MANETSs) and 5G technologies working together represent a promising and exciting new
frontier in wireless communication. Numerous benefits of this integration include increased coverage, increased
dependability, and support for a broad range of applications across multiple sectors. This integration's capacity to
expand 5G coverage into difficult locations, such isolated places or disaster-affected regions, where conventional
network infrastructure may be constrained or nonexistent, is one of its primary advantages. Ad hoc networks can be
built using MANETSs, which are self-organizing and decentralized and allow for connectivity in dynamic situations.
Additionally, MANETS are essential for supporting 5G ecosystem applications including the Internet of Things, smart
cities, and vehicular communication. They are ideally suited for situations where communication needs and device
specifications change quickly thanks to their flexibility and agility.
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ABSTRACT

JPEG images are mostly use in day to day life for conveyance. Patron can be use the number of
cryptography techniques for defend important data. Such kind of conveyance can be done using the Steg
anography techniques. Steg analysis is one of the best method to hide the important information using

Steganography techniques. Steg analysis is also use to analyze and restructure the valuable information.
The different remodelled area supported by the DCT, DWT and DFT can be classified by Steg analysis. In
this paper we can discuss about the different method and techniques of steg anography and steg analysis
like extraction method, feature selection method and classifier method. Base on this study we can
conclude that feature extraction using DCT and DFT gives the better results compare to other techniques.

Keywords: Steganography, Steganalysis, Cryptography, Cover-Image, Stego- Image, Classifier, DFT,
DCT, DWT

INTRODUCTION

Steganography words is comes from the Greek words “stegos” and “grafia” means “covered writing” [1]. In the
digital world, steganography is a security innovation that conceals secret data in a cover. [6]. Steganography and
cryptography have many similarities. Cryptography is the act of encrypting messages to render them unintelligible.
In other circumstances, steganography will conceal the message in digital media, making it impossible to detect
the message's existence in the first place. [4]. in steganography, there are two necessary elements: message and
carrier. The message is the secret data that needs to be concealed in digital media available [5].Our study is focused
on examining various methods of steganography. Fig 1.1 show the demonstrates of various formats that can
be utilized in steganography.
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Text Steganography

Altering the text format or changing the characteristics of specific textual elements (such as characters) can lead to
text steganography. The aim of this method is to create modifications that can be easily decoded, even if there is
noise, but they are still largely indistinguishable to the reader. The reader's understanding of Text Steganography
remains largely unclear [5]. The following methods are utilized in text Steganography.

1. Line-Shift Coding

2. Word-Shift Coding.

3. Feature Coding.

IMAGE STEGANOGRAPHY

Steganography involves hiding data in public digital mediums to communicate through secret channels. Posting an
image with a secret message on the web or in newsgroups is the only way to get the message. Steganography's use
in the right way still appears to be limited. Different types of image files often benefit from the wuseof these
techniques with varying degrees of success.

1. Least Significant Bits

2. Masking and filtering

3. Transformations

There are so many type of Steganography methods are applied on digital images. Like Battle stag, DBS, DFF, Hide
Seek, Blind hide, LSB based stego image, F5, Steg Hide, etc...

Battle stag

Ships are treated with the highest filter values in the Battleship Steganography method [2] [7] [25] [27]. In this
method randomly "shoots” in any image, and when it finds a "ship" the groups of its shots around the hit, hoping to
"sink" the "ship". Then moves to look for other ships. This is a secure method because it requires a password to
retrieve the message [10].

DBS and DFF

Dynamic battle stag and Dynamic filter first steganography method [2], [7], [24], [25], [26], [27], do the same thing as
Battle Steg and filter first. These two algorithms are based on dynamic programming to speed up the hiding process
and reduce memory usage. They are not compatible with the original algorithms because the sequence of pixels held
in dynamic array is different.

Hide Seek

This method uses a random seed to randomly generate a password. The password is then used to select the first
position in the image to hide the secret message. Then, it randomly generates positions until it successfully hides the
secret message. This method is more intelligent than other stegano graphy methods. This method randomly
distributes the secret message all over the image [2][7][24][25][26][27].

Blind hide

This method is the most basic in stegano graphy [2][7][25][26][27]. This method hides the message into the image
blindly from the top-left corner of the image. It works across the image, like down, and then scan lines pixel-by-pixel.
This method alters the LSB of pixel colours to match the message.

LSB

Least significant bits (LSB) is a straightforward method for embedding information in cover images [2], [7], [24], [25],
[26] The most basic steganography methods embed the bits of a message directly into the least significant bits plane
of a cover image in deterministic order [4]. The least significant bit modulation does not cause a human-visible
difference because the change is very small. In order to hide a secret message in an image, you need a good cover
image. Since this method uses bits per pixel of an image, you must use lossless compression. Otherwise, the hid-den
data will disappear in the transformations of lossy compression algorithms [5]. For example, if you have a 24-bit RGB
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colour image, you can use a bit per pixel of each of the RGB (red, green and blue) colour components. This adds up
to 3 bits per pixel [10].

F5

F5 is an update to F4 and deletes all the vulnerabilities of its predecessor. The basic embedding process remains the
same, but F5 increases security and efficiency significantly compared to F4 and other algorithms described
previously. F5 embeds the message bits in non-zero ac co-efficient, and uses matrix encoding to minimize the
changes in the quantized ac coefficients during the embedding process. Matrix encoding is at the core of F5
algorithm [2] [3] F5 algorithm is based on message length and non-zero ac coefficient. For example, if shrinkage
happens, then the number of 0 AC Coefficient increases and the remaining nonzero Coefficient decrease with
embedding. The changes in DCT Coefficient histogram may be used to detect hidden message.

Steg Hide

This Steganography tool hides bits from a data file in the least important bits of the cover file. The data file is hidden
and can't be seen. It's portable and hides data in files like.bmp, .wav, and .au. It also uses blowfish encryption to
encrypt the data, MD5 hashing to pass the passphrase to the blowfish key, and the container data is distributed in a
pseudo-random way.

AUDIO STEGANOGRAPHY
Audio steganography is the process of embedding a secret message into a digital audio signal, resulting in a slight
alteration of the binary order of the associated audio file. There are a variety of techniques available for this purpose.

This article will provide a brief overview of some of them.
1. LSB Coding

2. Phase Coding

3. Spread Spectrum

4. Echo Hiding

IMAGE STEGANALYSIS

Steganography is the art of hiding information within an image using a technology called steganalysis. It's the art of
attacking Steganography strategies by either detecting or changing or extracting information from embedded
knowledge. It's also known as blind Steganalysis because it doesn't look at the previous data of the method used to
hide the info. The image where the secret info is hidden is called a steganography image. The main goal of blind
image steganalysis is to detect hidden embedded data without knowing anything about the hidden algorithm.

Steganalysis Methods

Steganalysis methods are classified according to the manner in which the hidden message is detected, as follows [3]:
1. Statistical steganalysis

a. Spatial domain.

b. Transform domain.

2. Feature based steganalysis.

Type of Steganalysis

The Steganography algorithm (SA) can be used by the Steganalysis algorithm, but it can also be used independently.
Steganalysis is divided into the following categories:

1.  Specific / Target steganalysis.

2. Generic / Blind / Universal steganalysis.

Specific steganalysis
The Statistical Analysis (SA) is a widely-recognized standard, and the design of a Steganalysis (Steganalysis)
algorithm is based on it. The Steganalysis algorithm itself is contingent upon the SA. Steganalysis is a method of
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analysis that involves examining the statistical characteristics of an image after it has been embedded. This method
has the advantage of being highly precise, while the disadvantage is that it is highly limited to certain embedding
algorithms and image formats.

Blind / Universal steganalysis

Universal steganalysis isn't known to everyone, so anyone can make a detector to find out if there's a secret message
that doesn't depend on the standard analyser. When compared to specific steganalysing, universal is more common
and less efficient, but it's still used more than specific because it's independent of the standard analyser itself. This
research is focused on creating a universal steganalysing system, which includes two stages:

1. Feature Extraction.

2. Classification

LITERATURE REVIEW

In Optimization of Rich model based on Fisher criterion for image steganalysis [1] the author suggests a way to
improve the features of wealthy model options that supersedes the better Fisher criterion. He supported the idea that
the difference between the within-class and the between-class variances should be bigger. In the experimental
analysis, the rich model SRM might not be able to find typical stylish steganography like Victor-Marie hugo.

In ANOVA and Fisher Criterion based Feature Selection for Lower Dimensional Universal Image Steganalysis [2]
The author outlines a method for constructing a re-drafted dimensional unified feature set in order to implement a
universal steganography victimisation Fisher criterion and multivariate analysis methods. The proposed algorithmic
rule achieves a total of ninety-seven detection accuracies against a variety of steganography strategies.

In FS-SDS: Feature Selection for JPEG Steganalysis using Stochastic Diffusion Search [3]In Ste-ganalysis, the
author describes the proposed work for a feature choice algorithm (FS) that is unique to Ste-ganalysis. For example,
FS-SDS might be a feature choice algorithm for a wrapper-type that selects random Diffusion Search based on
reduced feature set mishandling.

In Steganalysis of LSB matching using differences between non-adjacent pixels [4] the author describes models
for the messages encoded by SPV (spatial least vital bit) as independent noises to match the duvet image and
explains that the bar graph of the differences between the element grey values is smoothed.

In Steganalysis of least significant bit matching using multi-order differences [5].This article talks about a way to
attack steganography by looking at grayscale pictures of partial domains and matching them with steganography
using a learning-based technique.

In Steganalysis of Adaptive JPEG Steganography Using 2D Gabor Filters [6] the author describes two-dimensional
Gabor filters that exhibit optimal joint localization properties in both the spatial domain and the spatial frequency
domain. The experimental data demonstrate that the detection error of EOOB is indicated for quality factors seventy-
five and ninety-five.

In Performance Analysis of Image Steganalysis against Message Size, Message Type and Classification Methods
[7]this paper provides a comparison of the performance of a DWT feature-based, predominantly steganalysis
algorithm against various current steganography methods and varying rates of message embedding. Additionally, it
compares the performance of individual-uniform algorithms against completely different classification-tion methods.

In Steganalysis of content-adaptive JPEG steganography based on Gauss partial derivative filter bank [8]the
author outlines techniques to enhance the detection efficiency for content-based JPEG steganography. The intended
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method produces filtered images containing rich textures and edge data victimisation Gaussian partial filter bank, as
well as histograms of absolute values for filtered sub-pictures.

In Performance Evaluation of Feature-based Steganalysis in Steganography [9] The goal of this paper is to evaluate
the performance of Feature based Steganalysis strategies to detect steganography tools that area units used for
activity a hidden message in still images. The feature extraction performed during this paper was in the spatial
domain and directly in the transformation domain of DCI in JPEG files which helps to obtain relevantly applied
mathematical information.

In Compact Image Steganalysis for LSB-Matching Steganography [10]. The author suggests a new way to do
steganalysis on images, called Compact Image Steganalysis, which involves extracting a feature vector made up of
only 12 parts from an image. Practically, they've been able to achieve 99.6% sensitivity for steganalyzers on dataset
images with a size of 0.25 bpp, using just two analysis dimensions.

SUMMARY OF WORK

Image steganalysis also relies on binary similarity measures. The idea is that the relationship between lower bits can
be affected if we tend to put something in the wrong place. We got 18 different binary measures for each image to
make it look 18-D. We then used them to train the classifier and improve the performance against lots of different
steganography techniques. We also used them in the DCT domain to make sure the steganography was successful.
CF Moments area units are sensitive to different knowledge hiding layers and can give us a warning if there's a
hidden message. Stego images can be victimised by a bunch of different tools such as VSL, digital invisible ink
toolkit, open stego tool, and 1-2 free steganography tool.

CONCLUSION

Blind image stegansalysis has a big advantage over specific steganalysis because it doesn't need to know anything
about how to hide data. It works with any kind of image and file. The way you extract features and classify them is
really important. You need to figure out the minimum number of features that will give you an accurate
classification result. There are lots of different classifiers used in steganalysis, like SVM, bayesian, artificial neural
net-work, fisher linear individual, linear discriminant analysis, and more. The techniques you use in steganalysis will
help you get a better result by reducing the number of options, and it may also offer better accuracy because of the
small sample size.
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ABSTRACT

The COVID-19 pandemic disrupted education systems worldwide, ushering in a new era of uncertainty
and adaptation. "Navigating the Educational Landscape: Understanding the Post-COVID-19 Effects on
Education" explores the multifaceted impact of the pandemic on education, focusing on the challenges

faced by students, educators, and educational institutions. This research paper investigates the
repercussions of the abrupt shift to remote learning, the widening digital divide, the mental health and
well-being of students, the academic performance setbacks, and the exacerbation of educational
inequities. Additionally, the paper examines mitigation strategies and interventions employed to address
the challenges posed by the pandemic, encompassing educational policies, technology integration,
mental health support, and efforts to close learning gaps. Looking ahead, the research paper outlines
future directions for education in the post-COVID-19 era, including the long-term effects and
implications, innovations in education, and policy recommendations. By delving into the complexities of
this unprecedented educational disruption, this paper aims to contribute to informed decision-making
and strategies that can help shape a more resilient and equitable educational landscape in the aftermath
of the pandemic.

Keywords: COVID-19, pandemic, navigating.

INTRODUCTION

The COVID-19 pandemic wrought unprecedented disruption across all sectors of society, none more profoundly
affected than education. This research paper, "Navigating the Educational Landscape: Understanding the Post-
COVID-19 Effects on Education," delves into the multifaceted repercussions of the pandemic on educational systems
globally. The sudden shift to remote learning exacerbated inequalities and challenges to student well-being and
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brought new complexities to education. In this post-pandemic era, examining the lessons learned, the strategies
employed, and the lingering effects is essential. This paper aims to provide a comprehensive understanding of the
transformed educational landscape and offer insights to shape a more resilient and equitable future for education.

Background and Context

The emergence of the COVID-19 pandemic in 2019 triggered an unparalleled global crisis, profoundly impacting
education. Mandatory lockdowns and social distancing measures prompted an abrupt transition to remote learning,
exposing digital disparities and educational inequities. Vulnerable populations, including students with disabilities
and those from marginalized communities, faced heightened challenges. As the pandemic persists, the need to
understand its far-reaching effects on education becomes increasingly critical. This paper explores the complexities
of the post-COVID-19 educational landscape, delving into the challenges faced by educational institutions, students,
and educators. Through empirical analysis and literature review, it seeks to inform strategies for enhancing
educational resilience and equity in the future.

Purpose of the Study

This research endeavors to comprehensively examine the post-COVID-19 educational landscape, elucidating the
multifaceted impact of the pandemic on education. By analyzing the challenges encountered during the transition to
remote learning, the exacerbation of educational inequalities, and the lessons learned from successful adaptations,
the study aims to provide a nuanced understanding of the enduring consequences of the pandemic. The ultimate
purpose is to inform policymakers, educators, and stakeholders in education about effective strategies and
interventions that enhance educational resilience and promote equity. Through this research, we aspire to contribute
to the development of a more resilient and equitable educational system in a post-pandemic world.

LITERATURE REVIEW

The COVID-19 pandemic, a global crisis of unprecedented scale, triggered a seismic shift in the field of education.
This literature review provides a comprehensive examination of the impact of the pandemic on education,
highlighting key themes, challenges, and lessons learned.

Disruption of Traditional Education

The pandemic led to the sudden closure of educational institutions worldwide, necessitating an urgent transition to
remote learning (Dhawan, 2020). This shift disrupted traditional teaching and learning models, compelling educators
and students to adapt to digital platforms.

Challenges in Remote Learning

Remote learning posed numerous challenges. A prominent problem that emerged was the disparity in digital
resources, as students faced challenges in obtaining essential technology and dependable internet connections. (Chen
et al.,, 2020). Educators, unprepared for online teaching, faced challenges in delivering effective instruction (Hodges
et al., 2020). Student engagement and motivation waned in the remote environment (Son et al., 2021).

Mental Health Impact

The pandemic had significant implications for the mental health and well-being of students. Prolonged isolation and
uncertainty led to increased stress, anxiety, and depression (Loades et al., 2020). The loss of vital support systems in
schools exacerbated these issues (Huremovi¢, 2019).

Academic Performance and Learning Loss

Academic performance suffered as students grappled with the challenges of remote learning. Learning loss,
particularly in subjects requiring hands-on experiences, became a concern (Kuhfeld et al., 2020). Early indications
suggest that the pandemic's impact on academic achievement may be enduring (Engzell et al., 2020).
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Exacerbation of Inequalities

One of the most significant revelations was the exacerbation of educational inequalities The existence of a digital
divide became apparent, as students from underprivileged backgrounds encountered hindrances in accessing online
education (Bannister & Agboola, 2020). Moreover, students with disabilities and those learning English faced
supplementary challenges (Barton et al.,, 2020).In conclusion, the COVID-19 pandemic disrupted education on a
global scale, exposing and exacerbating challenges related to technology access, teacher preparedness, student
engagement, mental health, and educational inequality. This literature review sets the stage for a comprehensive
examination of the post-COVID-19 educational landscape, with a focus on understanding and addressing these
challenges.

Remote Learning and its Challenges

Remote learning, necessitated by the COVID-19 pandemic, presented both opportunities and challenges to the field
of education. While it offered continuity during times of crisis, it also unveiled a host of complexities that affected
students, educators, and educational institutions. A prominent challenge was the stark digital divide, as many
students lacked access to essential technology devices and reliable internet connectivity. This glaring disparity
hindered equitable participation in online learning and deepened educational inequalities. Additionally, limited
digital literacy skills among students, particularly in underserved communities, created hurdles in navigating online
platforms effectively. Educators faced a steep learning curve in adapting their teaching methods to the digital
environment, often without adequate training. This influenced the quality of online instruction, impacting student
engagement and learning outcomes. Moreover, the isolation of remote learning environments sometimes leads to
decreased student engagement and motivation, affecting academic performance. The global health crisis similarly
brought about substantial consequences for the mental well-being of students, resulting in heightened levels of
stress, anxiety, and depression as a result of extended periods of social isolation. To address these multifaceted
challenges, strategies for bridging the digital divide, promoting digital literacy, enhancing teacher preparedness,
improving student engagement, and providing mental health support are essential in the era of remote education.

Mental Health and Well-being of Students

The mental health and well-being of students were significantly affected by the profound impact of the COVID-19
pandemic.. Prolonged periods of isolation, disrupted routines, and the uncertainty surrounding the pandemic
contributed to increased levels of stress, anxiety, and depression among students (Loades et al.,, 2020)[14]. The
closure of schools, which often served as vital support systems for students with emotional and behavioral needs,
exacerbated these challenges (Huremovi¢, 2019). Addressing students' mental health became a critical concern,
highlighting the importance of integrating mental health support and resources into educational settings to ensure
the overall well-being of students during times of crisis and beyond.

Academic Performance and Learning Loss

The COVID-19 pandemic disrupted academic performance and exacerbated learning loss among students. The
sudden shift to remote learning posed challenges, particularly in subjects requiring hands-on or experiential
learning. Many students struggle to adapt to the digital environment, resulting in decreased engagement and
potentially long-lasting academic consequences (Kuhfeld et al., 2020)[14]. Early evidence suggested that the
pandemic’'s impact on academic achievement might persist, highlighting the need for targeted interventions to
mitigate learning loss. As educational institutions transition to post-pandemic education, addressing these academic
challenges and implementing strategies for recovery remain essential to ensuring educational equity and student
success [13].

International student mobility

The COVID-19 pandemic presented unprecedented challenges for international student mobility. Measures such as
travel restrictions, visa processing delays, and health-related concerns disrupted the normal flow of students moving
across borders. In response, educational institutions adjusted by transitioning to remote learning, which had an
impact on the traditional study abroad experience. Many students postponed or canceled their plans due to the
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prevailing uncertainty. The pandemic emphasized the significance of digital education and hybrid learning models
while also exposing the international education sector's susceptibility to global crises. However, it stimulated
innovations in online learning and showcased the resilience of both international students and educational
institutions. As the world begins to recover, there is potential for a renewed interest in global education, although it's
crucial to acknowledge that the landscape has undergone lasting changes [13].

Educational Expenditure as a Percentage of Total Government Spending

In 2017, OECD nations, on average, dedicated around 11% of their total government spending to primary through
tertiary education. However, this proportion varied among different OECD and their partner countries, ranging
from approximately 7% in Greece to about 17% in Chile (as depicted in Figure 1)[13]. It's important to acknowledge
that government allocations for education are often subject to changes in response to external shocks, as
governments adapt their investment priorities. The economic repercussions caused by the virus's spread may
potentially affect the accessibility of public funds for education in both OECD nations and their other partner
countries.. This effect may arise from reduced tax revenue and the redirection of emergency funds to support rising
healthcare and welfare expenses.

Global School Closures

Amid COVID-19 pandemic, China initiated the closure of schools in February 2020, starting in regions with earlier
spring semesters and eventually expanding nationwide. This pattern was mirrored in numerous countries
worldwide. By March, all 46 countries featured in the Education at a Glance report had imposed various degrees of
school closures. Among these, 41 nations had instituted nationwide school closures, while countries like Australia,
Iceland, Russia, Sweden, and the United States did soon a sub national level. It's crucial to note that not all countries
that were affected closed down all of their schools. For instance, Iceland kept primary schools open with small class
sizes, and Sweden shifted upper secondary education to main distance learning in mid-March (UNESCO, 2020)
[13][1].

Success Stories and Lessons Learned

The COVID-19 pandemic, several educational success stories emerged globally. Many schools swiftly transitioned to
online learning, offering students access to quality education from the safety of their homes. Innovative pedagogical
approaches, such as flipped classrooms and project-based learning, engaged students in remote settings. Community
involvement and parental support played a crucial role in students' educational experiences, fostering a sense of
shared responsibility. Furthermore, initiatives prioritizing students' mental health and well-being helped mitigate
the psychological impacts of the crisis. These success stories underscored essential lessons for the future. Flexibility
and adaptability within educational systems are critical, enabling rapid responses to unforeseen challenges. The
pandemic highlighted the need for equitable technology access and digital literacy for both educators and students.
Ongoing teacher professional development ensures effective online instruction. Resilience and innovation should be
embraced in curriculum design and delivery. Inclusive education is paramount, particularly for marginalized
communities and students with disabilities. Governments play a crucial role in providing timely support and
resources during crises. Lastly, preparing education systems for future emergencies is imperative, emphasizing the
importance of readiness and proactive planning. These lessons inform strategies for enhancing educational resilience
and equity in a post-pandemic world.

CONCLUSION

The effects of COVID-19 on education have been diverse, causing disruptions to conventional teaching and learning
methods and exposing long-standing disparities. As educational institutions grappled with the complexities of
remote learning, they encountered issues concerning technology accessibility, teacher readiness, student welfare,
academic achievement, and educational disparities. This review of existing literature establishes the foundation for a
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thorough exploration of the educational landscape in the aftermath of COVID-19, with an emphasis on
comprehending and tackling these issue.
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ABSTRACT

Attendance of the Students is important task in classroom. But student’s attendance system is manual at
many places. It is time consuming and also requires additional efforts to computerize after manual
attendance. Instead of that if we have automated attendance system as face can be unique identification
of the person. Such system can help to save time as multiple face recognition can be used for taking
attendance of multiple people at a time and decisions can be taken for student using attendance in class.
This type of system can be useful at other places like industry, airport, criminal detection, face tracking,
forensic, etc. To understand the working of multiple face recognition in educational institute some
literatures are studied which elaborated in this paper.

Keywords: Face recognition; Multiple Face recognition; Attendance, Student, Classroom

OBJECTIVE

1. This research work offers an expert knowledge about various machine learning techniques to identify multiple
faces of students from the given dataset.

To study the different feature classification techniques

To design new architecture for multiple face recognition system.

To prepare and train the face image database based on various features of face images

If student’s face is detected correctly then mark the attendance or in case of unidentified face some warnings are
given to the user.

SO
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REVIEW OF LITERATURE

Authors in [1] observed many organizations, companies and institutions are using RFID methods, Biometric
Fingerprint method and Registers for periodic attendance of their employees. These methods generally require more
time for calculation. Researchers used modified algorithm of Haar’s Cascades proposed by Viola-Jones for face
detection and reported success rate of 94%. They used LBPH algorithm and got accuracy variations in the results, as
the number of images were changed. e.g for 30 images accuracy was 26% and for 300 images accuracy was 75%. So
face recognition method is time saving for attendance.[1] By analyzing the Receiver Operating Characteristics (ROC)
curve, the authors of [2] conducted research to determine which facial recognition algorithm —Eigen face and Fisher
face—was the best. The algorithm was then integrated into the attendance system. The ROC curve demonstrated that
Eigen face outperformed Fisher face in the trials reported in this research. The accuracy rate of the system that used
the Eigen face algorithm was between 70% and 90%. In [3], authors used Discrete Wavelet Transforms (DWT) and
Discrete Cosine Transform (DCT) to develop a face recognition approach for a student attendance system in the
classroom. These techniques were utilized to extract the characteristics from the students' faces, and then the Radial
Basis Function (RBF) was applied to classify the objects on the faces. Out of 148 students, 121 students were able to
correctly identify 121 facial photos, yielding an overall identification percentage of 82%.

The system was able to identify 70% of the student's face when it was practically presented in real time by the
authors in [7], despite the fact that the student's face wasn't aligned with the camera. This technology recognized a
student's face even at an alignment angle of up to 60 degrees. They utilized the MSE facial recognition algorithm and
the Viola & Jones face detection method to improve the project's outcome. In [9], authors concluded Face detection
and recognition has been a challenging task due to unconstrained condition. They used Viola Jones face
detection method; Local Binary Pattern algorithm for face recognition and Yale database techniques were used
and got overall efficiency of 83.2% The authors of [14] suggested an Android-based face recognition system for
course attendance. Each registered student should use their smart phone to take a picture of their face and scan the
QR code that is shown at the front of the classroom. After being taken, the image was transferred to the server so that
attendance tracking and face recognition could begin. A classifier was limited to use face recognition in a certain
course in order to achieve good face recognition accuracy and economical processing time.

The experimental result demonstrates that by using LDA, the suggested attendance system was able to achieve
97.29% face recognition performance and only required 0.000096 s for the face recognition procedure in the server.
The authors of [15] presented a face recognition model that uses SVM and Face Net for face embedding feature
extraction and classification, respectively. Transfer learning was utilized as a concept to shorten training times and
boost recognition rates. 5-point landmarks on face frames were extracted using the Multi-Task Cascaded
Convolution Neural Network (MTCNN) model. The extracted face frame was then transferred to Face Net for
embedding extraction, and Support Vector Machine (SVM) classification was performed. While the 5 Celebrity Face
dataset was used for system training and validation, the LFW-dataset was utilized to pre-train the Face Net model.
Real-time face detection and recognition is surpassed by MTCNN with SVM. 99.85% real-time recognition accuracy
is the lowest accuracy attained in the suggested system. During a live stream, the model was put into use and trained
on fresh data in order to test face recognition. In order to achieve this, we began recording a live video stream and
incorporated the suggested model into it using the open CV Python library. A face recognition system operating on a
real-time stream of visual data was the end result. The faces could be accurately recognized by the system. The
number of people in the picture, the system's processing power, the presence or absence of light sources, the
direction in which a face points toward the camera, and other factors all affect accuracy of a live stream face
recognition systems. However, the model can produce results with an average accuracy of 91% when used by one
person. With astounding results, the author in [17] used a Face Net model based on the MobilenetV2 backbone with
the subsection SSD to identify faces using depth-separated convolutional networks in order to minimize the model
size and computational volume. The suggested model was tested and assessed by the author using MCTT backbone
and various Rectinal models as comparison points. SSD along with MobileNetV2 backbone has guaranteed accuracy
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of approximately 99% in simulated experiments and 91-95% in real-world applications using the same dataset as
wider face. When the frame rate is between 20 and 23 (FPS), the process speed is effectively increased. The updated
Face Net model is faster and more efficient for small datasets and less resources in the training model than the
previous state-of-the-art models, which need larger datasets for processing and training.

The author of [18] looked up 30 articles about CNN and the LBPH algorithm. They came to the conclusion that there
are numerous ways to communicate the benefits and drawbacks of the two algorithms, and that CNN is a superior
algorithm for use in class attendance. The CNN algorithm's facial recognition is a more reliable option for
implementing in-class attendance because of its high accuracy and stability in the presence of external influences.
The primary challenge with the CNN algorithm is that, in contrast to LBPH, a large number of datasets are needed;
therefore, an effective method of gathering datasets is required. Model performance is still influenced by outside
variables like background, lighting, and face position. ANN, PCA, and Haar Cascade are combined in the authors'
suggested approach in [19], which produced an image identification rate of 98.88%. Thus, when compared to other
techniques like PCA with ANN, DNN, etc., the proposed approach is more accurate at identifying a person in an
image. Given the variety of situations that people encounter on a daily basis, this system is extremely challenging to
implement. As the first stage in developing an automatic face recognition system is face detection, which is
challenging because of the range of image appearances that can occur, such as changes in lighting, occlusions, pose
variations, expression changes, and aging, variation in number of images while training, selection of best algorithm,
etc .The aforementioned analysis makes it quite evident that face recognition software can be used to recognize or
authenticate people by looking at their faces. It is among the more effective biometric techniques available today.
These kinds of biometric systems are crucial since security is becoming more and more crucial every day.

Proposed Model

The following is the Proposed Architecture for “Multiple Face Recognition based Automated Attendance System

using Machine Learning Technique”.

This system can have two parts

1. Training Module: The system is designed to store the faces and their facial features of the persons using below
steps

¢ Face Images of Single Person: To record attendance, each person's picture will be taken with a digital camera, and
it will be saved in a designated folder on the server or data storage devices along with their names. We can obtain
accurate results by using a larger number of images of a specific individual.

o Face Area Detection: To extract face regions from the input image, the image is processed.

¢ Features Extraction and Training: Facial land features like nose, eyes and lips will be extracted for the person’s
face recognition.

2. Database Creation: The individual photos that were captured with the digital cameras will be placed in a folder
and given a name. To achieve the best results for face recognition, the same procedure should be followed until
all of the individual's data is stored.

3. Attendance Marking using Face Recognition Module:

Person Image: image containing multiple person face will be taken as an input to the system.

e Multi Face Detection: Every single person's face will be recognized if two or more people are seen in a specific
frame.

e Cropping and Face Rejection: Person’s image will be cropped and if image is not clear than it will be rejected
otherwise next step will be done.

e Preprocessing and Feature Extraction: From input image features will be extracted and will be cross checked with
existing data for a person.

e C(lassification of Faces: If the features are matches with existing data in database then person’s attendance will be
marked otherwise absent will be marked. Whole class attendance report will be created automatically for a
particular day or lecture using this data. For unidentified face some warning message will be created.
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CONCLUSION

Reviewing literature we can conclude that there are many challenges in multiple face recognition based automated
attendance system. Further study can be done to overcome these challenges in multiple face recognition system in

efficient way. Multiple face recognition system is faster as compared to one-to one face recognition. To get the

efficient result for the system we can use various combinations of machine learning algorithms. The System can be
enhanced in future to combine with other areas like Bank, Healthcare, Security, Marketing, Social Media, and Access
Control etc.
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ABSTRACT

The degradation of Crystal Violet dye, a common pollutant, presents a significant environmental

challenge due to its persistence in water bodies. To address this issue, the utilization of magnetically
separable catalysts has emerged as a promising solution. In this study, we present a novel approach for
the degradation of Crystal Violet (CV) dye using a magnetically separable CoFe,Os/Eggshell nano
composite and H202. The CoFe:204/Eggshell nano composite was synthesized and characterized using
various techniques like FT-IR, SEM, EDS and XRD to confirm its structural and compositional properties.
The catalytic potential of the nano composite in combination with hydrogen peroxide was studied for
efficient removal and degradation of CV dye from water. The catalyst presents the advantage of easy
recovery through the application of an external magnet and can be effectively reused up to 6 cycles in
dye removal processes. This novel combination of magnetically separable nano composite and hydrogen
peroxide holds promise for catalytic applications in CV dye degradation processes.

Keywords: CoFe204/Egg shell nano composite, magnetically separable, Crystal violet dye degradation.

INTRODUCTION

The use of synthetic dyes has revolutionized industries, playing a pivotal role in the enhancement of products and
processes. Synthetic dyes have found applications across a spectrum of sectors including textiles, cosmetics, plastics,
and electronics. However, the unregulated release of wastewater from these industries has created significant
environmental issues. Many synthetic dyes have proven to be persistent pollutants, resisting traditional water
treatment methods. Consequently, untreated effluents from dye industries are often introduced into natural water
sources, posing serious risks to both ecosystems and public health. The persistence of these dyes disturbs aquatic
environments, hindering sunlight penetration and oxygen exchange. This leads to adverse effects on aquatic life and
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overall water quality[1]-[3]. Among the various dyes, Triphenyl methane dyes have been extensively used for
various purposes like agent in coloring leathers, fertilizers, sensitizers in solar cells, Gram’s staining, detergents,
bacterio static agents, etc.. However, one of such extensively used TPM dye - Crystal violet (CV) has ability to
interact with negatively charged cell membrane surfaces leading to easy entry into cells and subsequent disruption
of the essential cell functions in living beings. This necessitates proper treatment of wastewater containing CV dye
before disposal. Thus, from an environmental perspective, urgent action is required to develop effective and
sustainable strategies for addressing water pollution due to CV dye [4]. Several methods have been explored for
effective CV dye removal, encompassing chemical oxidation and reduction, adsorption, physical precipitation and
flocculation, photolysis, electrochemical processes, and biodegradation Among all these methods use of hydrogen
peroxide combined with many catalytic and photo catalytic pathways has been greatly explored for the degradation
or decolorization of CV dye. Iron oxide coated granular activated carbon has been used for the degradation of CV
dye in combination with hydrogen peroxide.[5] Photo catalytic processes using catalysts like TiO2[6], Ag+ doped
TiO2[7], BiOxCly / BiOm Incomposite [8], Cobalt oxide nanoparticles [9], ZnO and ZnO/Graphene Oxide
composite[10], Bi2WOs[11], Graphene-Ce-TiO2 and Graphene-Fe-TiO: ternary nano composite[12], Nanochitosan/
carboxy methyl cellulose /TiO2 bio composite[13] have been developed.

Among the array of strategies available, use of magnetic nanocomposites for degradation of diverse synthetic dyes
stands out as a promising and viable alternative. These innovative materials exhibit potential for remediating
synthetic dye pollutants as either photocatalysts in conjunction with tailored UV or Visible radiations, or in
combination with oxidizing reagents . Magnetic materials such as MnFe204[14], Calcium Ferrite[15], Bismuth
Ferrite[16]etc have been used to catalyze degradation reactions of various dyes due to their good photocatalytic
activity, stability and narrow band gap. Advanced oxidation processes involve Fenton and Photo Fenton catalysis
which is one of the important methods explored for the degradation of dyes. While several methods have been
developed for the remediation of Crystal Violet dye, many of these approaches suffer from drawbacks, such as
limited efficiency, high cost, environmental concerns, and challenges in catalyst recovery. The quest for innovative
and more effective remediation strategies remains at the forefront of contemporary research endeavors. Our research
aims to address these existing challenges and provide a sustainable, cost-effective, and highly efficient remediation
approach. In this context, we have developed a catalytic system: CoFe204 /Eggshell in combination with H20z, as a
powerful and efficient system for the degradation of Crystal Violet dye. The raw eggshell, considered as a natural
waste material and calcinated eggshell is well known for its adsorbent properties. In our continuous efforts to
develop green strategies, eggshell — a readily available natural waste material has been incorporated into catalytic
system to promote sustainable and environmentally responsible solutions.

Experimental Work

Catalyst Preparation and Characterization

Ferric chloride, cobalt chloride CoCl..7H;O, sodium hydroxide, Crystal Violet(CV) dye were purchased from
Molychem and used directly without further purification. Waste eggshells were collected from households.
Preparation of calcined eggshell powder

Waste eggshells were collected from home and washed with water to remove surface impurities. Then the eggshells
were heated in a deionized water to remove the membrane with ease. After this treatment eggshells were dried and
crushed into fine powder and sieved through muslin cloth. This eggshell powder was then calcined at 900 in a
muffle furnace.

Preparation of cobalt ferrite Nanoparticles

Cobalt ferrite nanoparticles were prepared by previously reported co precipitation method [17]at room temperature.
The stoichiometric amount of solution of FeCls and CoCl2.6H20 were prepared and mixed in a beaker and 4M NaOH
solution added drop wise in the above solution. With the addition of each drop of 4N NaOH black precipitate was
observed. Addition was continued till pH become 9 and then the precipitate was filtered using Buckner funnel,
washed with demineralized water to wash off the all the excess NaOH. The precipitate was then dried in a oven at
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80°C for 4 hours and then crushed in a mortar and pestle. Finally, the obtained black powder was calcined at 900°C to
get cobalt ferrite nanoparticles.

Preparation of eggshell based cobalt ferrite composite

As synthesized cobalt ferrite nano particles were dispersed in 10 mL distilled water and ultra sonicated for 15 min.
Then calcined eggshell powder was added into the dispersed cobalt ferrite nanoparticles solution and heated at 80°C
with constant stirring till all water evaporated and finally crushed into mortar to get eggshell based cobalt ferrite
composite. The resultant CoFe20s/Eggshell nano composite was characterized by XRD, FT-IR, and SEM-EDX. The
phase purity of the product was performed by X-ray powder diffraction pattern using X-Ray Diffracto meter (Ultima
IV, Rigaku Corporation, Japan) with X-ray Source Cu K-a and X-ray Wavelength 1.5406A. IR adsorption study (KBr
Pellets) was performed on a Shimadzu, 8400-S FT-IR spectrometer in the range of 4000400 cm™. Surface morphology
and elemental analysis were studied by scanning electron microscopy JEOL-JEM-6360A model equipment JEOL-JEC-
560 auto cation coater. The catalytic efficiency of nanocomposite was tested in CV dye degradation in combination
with HO».

General procedure for Degradation Study of Crystal Violet Dye

Crystal Violet (CV) dye was obtained from Molychem. All solutions of CV dye were prepared using double distilled
water. In a typical procedure, 25 mL of CV dye solution was placed in a 250 mL beaker with optimized amount of
synthesized eggshell based cobalt ferrite composite. The solution was stirred at room temperature at neutral pH. The
progress of degradation was monitored by UV-visible spectrophotometer (Shimadzu UV-1800 Japan) at 570 nm.

The rection parameters like catalyst concentration (5mg-25mg), CV dye concentration (20-200 mg/L), H202 dose
(0.2ml of 0.3%-30%), and reaction time (10 to 30 minutes) were studied.

RESULTS AND DISCUSSION

Characterization of eggshell /cobalt ferrite catalyst

XRD Spectra

The crystallinity of eggshell cobalt ferrite composite was examined by XRD analysis. Fig 1 depicts XRD pattern for
cobalt ferrite / eggshell nano composite. The peaks observed are compatible with standard peaks of cobalt ferrite
(JCPDS NO. 22 - 1086) and calcined eggshell powder. Prominent peaks of calcined egg shell and cobalt ferrite have
been matched and indicated with respective symbols.

FTIR analysis

Fig 2 depicts IR spectra of nano composite cobalt ferrite / eggshell nano composite. The intense peak at3642 cm
depicts the presence of -OH group in the IR spectra. Another prominent peak at 1455 cm-'give an account of
carbonate mineral in egg shell matrix. The bands at 603 and 402cm™ are due to vibrations of metal ions in tetrahedral
and octahedral sites, respectively confirming the spinel structure in the samples.

SEM and EDS of eggshell cobalt ferrite nanocomposite

SEM image shows the uniform morphology of cobalt ferrite nano particles which have adhered to eggshell particle.
Due to their coral structure SEM image shows that cobalt ferrite nano particles size is less than 100nm and have
roughly spherical shape. The elemental composition of CoFe;Os/Eggshell nano composite was analyzed by the
Energy Dispersive X-ray Spectroscopy (EDS). In this analysis, Ca, Co, Fe, and O signals are detectable along with
some metals like Al which might be present due to trace amounts of metals present in eggshell powder.

Degradation Study of Crystal Violet Dye

The catalytic efficacy of synthesized eggshell based cobalt ferrite nanocomposite was examined in degradation of CV
dye. Percent degradation of Crystal Violet dye was calculated by using the formula %Degradation = 100 x {(A, - Ar) /
Ao
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Where A, = Initial reading of dye sample on UV visible spectrophotometer
At =Reading of sample withdrawn and separated from catalyst after time t.

Reaction time

To 25ml of 60 ppm CV dye solution, 25 mg of catalyst was added. To this 0.2 mL 30% Hydrogen peroxide was added
dropwise. The reaction was carried at neutral pH and room temperature. The decolorization of CV dye was observed
visually immediately after addition of H,O; to the solution. Maximum dye degradation was observed within the first
10 minutes interval. Thus, for further optimization study, contact time was fixed as 10 min.

Effect of Catalyst Concentration

The degradation of 25cm? of 60 ppm CV dye at optimum reaction time (10 Minutes) and neutral pH were studied at
different catalyst concentrations. Catalyst concentration was varied from 5 mg to 25 mg for the 60 ppm CV dye
solution and it was observed that there is increase in catalyst activity with increase in concentration of the catalyst. 15
mg catalyst was found to bring about 98% dye degradation. No major change in % degradation was observed after
increasing catalyst amount further(Fig.5). Accordingly, 15 mg was decided as the optimum dose for CV degradation.

Effect of Concentration of Hydrogen peroxide

Effect of concentration of reagent hydrogen peroxide was studied with 30%, 3% and 0.3% H,O, respectively for
degradation of 60 ppm CV dye solution (Fig 6). Among these three concentrations of H,O, 30% and 3% aqueous
hydrogen peroxide were observed to be effective for the decolorization of crystal violet dye with catalyst
concentration 0.6 g/L(Fig.6). Since mild conditions are desirable, 3% H,O, concentration was fixed for further studies.

Optimization of CV dye concentration

To determine the maximum concentration of CV dye that can be degraded under optimized conditions, CV dye
solutions ranging from 20 ppm to 200 ppm were prepared and degradation of each under optimized conditions was
studied. Each time, 25 cm® of a solution containing varying concentrations were utilized for the study and observed
for 10 minutes. This study revealed that 98% removal of the dye was achieved up to a concentration of 160 ppm after
that slight decrease in degradation efficiency was observed.

Reusability of Catalyst

The reusability of catalyst was checked with 60ppm of CV dye solution. First 25cm? of CV dye solution was taken in
a beaker and 15mg of catalyst was added to it. Then 0.2 of 3% H,0, was added dropwise and solution was stirred on
magnetic stirrer. Immediate decolorization was observed and confirmed on UV Visible Spectrophotometer after
10min. of stirring. Then the degraded dye solution was decanted by holding magnet. The catalyst was washed with
water and acetone and dried in oven. The dried catalyst was reused. The procedure was repeated 6 times until the
decolorization was observed. Time period required for decolorization gradually increased with each cycle.

Study of Toxicity of degraded dye solution

Dye solution of CV dye and degraded dye solution was checked for toxicity. CV is a well-known carcinogenic dye.
For this study, gram positive bacteria S.Aureus and gram negative bacteria E. Coli were used. The inoculum was
allowed to grow on nutrient agar using standard plating technique and growth was compared with dye solution and
supernatant obtained after dye degradation. Fig 9(a) and 9(b) shows that growth of Gram-positive bacteria was
inhibited by both 400ppm and 100ppm dye solution while normal bacterial growth was observed with same dye
solutions that have undergone degradation. The comparison of present study with the previous work (Table 1)
clearly indicates advantages of this study like mild reaction conditions (neutral pH and room temperature), almost
complete dye degradation within short time and reusability of catalyst for 6 cycles.
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CONCLUSION

Magnetic nanocomposite of Cobalt ferrite / eggshell has been synthesized and characterized using various
techniques such as SEM, EDS, XRD, and FT-IR. The prepared nanocomposite is successfully employed for the
degradation of crystal violet dye using hydrogen peroxide. The combination of catalytic system CoFe20s /eggshell
and hydrogen peroxide has proven to be very effective in CV dye degradation in short time at room temperature and
neutral pH. The catalyst presents the advantage of easy recovery through the application of an external magnet and
can be effectively reused up to 6 cycles in dye removal processes. The toxicity study showed that the remediation
procedure developed is safe for the environment.
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ABSTRACT

Seismic control is a key aspect of providing structural safety and stability in earthquake-prone buildings.

TMDs (Tuned Mass Dampers) have developed as an effective passive control device for reducing seismic
vibrations and improving structural stability. This research focuses on the seismic control of buildings
applying TMDs, specifically their design, placement, and impact on structural performance. The study
evaluates the effectiveness of TMDs in minimizing structural responses such as displacements,
accelerations, and inter-story drifts during seismic events using analytical and numerical methodologies.
Furthermore, the inquiry investigates the effect of TMD factors like as mass, stiffness, and damping on
their efficacy in seismic control. The findings provide helpful perspectives into optimizing TMD
configurations for improving structural seismic performance and promoting safer built environments.

Keywords: Seismic Control, Building, Tuned Mass Damper(TMD), ETABs

INTRODUCTION

In recent decades, the effort to improve structural seismic resilience has resulted in significant study and
development in the field of earthquake engineering. Earthquakes, one of the most powerful natural disasters, have
the potential to cause catastrophic damage to the built environment, sacrificing lives and economic stability.
Engineers have researched new technologies that can effectively limit the harmful impacts of seismic pressures on
structures to fight this hazard and strengthen structural integrity. Building sensitivity to seismic forces is a major
concern in earthquake-prone areas, where structure safety and stability are essential. Earthquakes can cause
structural damage, injuries, and loss of life by exerting destructive forces on buildings. To address this challenge,
creative technical solutions that improve the ability of buildings to withstand against seismic impacts are required.
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Tuned Mass Dampers (TMDs) an invention that has recently gained attention in the field of earthquake engineering,
provide a possible solution. Tuned Mass Dampers, often referred to as harmonic absorbers, represent a passive
vibration control strategy aimed at reducing structural response to dynamic loads, particularly those induced by
seismic activity. These devices consist of a secondary mass, a spring, and a damping mechanism. The secondary
mass is carefully tuned to resonate at a frequency that matches the building's predominant vibration frequency due
to seismic forces. By introducing a secondary mass that moves in a manner counter to the primary structure, TMDs
effectively dampen vibrations and mitigate structural movement, minimizing potential damage and enhancing
overall safety [1].

Seismic Control of Structure

In addition to formal design procedures, seismic control is another way to ensure structural safety and keep control
within reasonable limitations. A lot of current studies are available to control the structural system's induced seismic
control. Researchers have developed structural control systems that can maintain structures and alter their efficiency
during seismic occurrences. To decrease the influence of seismic forces, passive or active stabilizing forces can be
applied to the structure via external dampening devices [2]. Passive structural control is an energy-independent
approach that mitigates structural vibrations by dissipating kinetic energy within a system, eliminating the need for
external power sources. This control method employs various damping devices, such as tuned mass dampers, tuned
liquid dampers, and base isolators, to effectively reduce the effects of dynamic loads on structures. These techniques
have undergone significant development and enjoy broad acceptance within the engineering community for their
ability to minimize the structural impact of dynamic forces [3]. Many research efforts have been dedicated to the
development of diverse structural control systems aimed at minimizing structural responses when subjected to
seismic and wind forces. Ongoing research endeavours continue to enhance the efficiency of these systems. These
seismic control systems can be broadly categorized into four major classes based on their operational mechanisms.

Passive Control System

Among the structural control mechanisms, passive control systems stand out as the most widely adopted. These
systems operate by dissipating vibrational energy and typically encompass earthquake isolation and energy
dissipation equipment. Historically, they were regarded as ingenious solutions capable of generating increased
damping forces in proportion to structural reactions. However, passive control systems often excel only when
dealing with the specific dynamic loads for which they were originally designed and configured. Consequently,
these systems are characterized as having limited control capacity and are unable to adapt to various types of
excitation. Despite these constraints, their advantages include the absence of any need for external energy sources
during excitation and their straightforward design and manufacturing processes. [4].

Active Control System

Active control systems have been devised to complement the functionalities of passive systems when it comes to
managing structural responses to seismic forces. These active systems are designed to address the unpredictability of
vibrations stemming from diverse excitations. However, the setup and components of active systems are intricate,
and they demand a relatively substantial amount of external energy to function, especially during natural disaster
scenarios like earthquakes. Additionally, in the event of a power failure during such calamities, active systems may
become non-operational. Active control devices encompass active mass damper systems, active base isolation
systems, and active bracing systems [5].

SemiActive Control System

Semi-active control devices represent an evolved category of passive systems with adaptive features. They exhibit
the ability to adjust damper behavior in response to data received regarding the structure's excitation and response.
These systems typically comprise sensors, a control computer, control actuators, a passive damping device, and a
modest power source. It's important to emphasize that semi-active systems do not possess full control capacity, as
they are constrained by the capabilities of the passive devices integrated into them [6].
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Hybrid Control System

Hybrid control systems represent a combination of passive, active, and semi-active devices that are interconnected in
either series or parallel configurations. These systems have gained prominence due to the unique advantages offered
by each of these control approaches. The passive component's primary objective is to reduce structural responses and
maintain the structure's performance within acceptable limits. Meanwhile, the active element is employed to fine-
tune and adapt the response as needed. Hybrid control systems excel in safeguarding structures from a wide range
of excitations, characterized by varying intensity and frequency spectra. As the name suggests, hybrid control
systems effectively amalgamate the strengths of active and passive control techniques. An illustrative example of
such a system involves outfitting a structure with distributed viscoelastic dampers alongside an active tuned mass
damper situated on or near the top floor [7].

Tuned Mass Damper (TMD)

A Tuned Mass Damper, abbreviated as TMD, is a device comprising a mass, spring, and damper components,
affixed to a structure with the purpose of mitigating the structure's dynamic response. The key to the TMD's
effectiveness lies in tuning the damper's frequency to match a specific structural frequency. As the structural
frequency increases, the damper is designed to resonate out of phase with the structural motion, thereby dissipating
input energy through the inertia force exerted by the damper onto the structure. The damping and tuning frequency
ratio within the TMD system are pivotal characteristics that directly impact the response of the primary system.
Optimization of these parameters leads to the maximal reduction in the response variables. Tuned Mass Dampers, or
TMDs, possess unchanging frequency and damping attributes, limiting their capacity to address a solitary,
predetermined vibration frequency. Typically, TMDs are configured to target the fundamental frequency of a
structure's oscillations, which is a common application. TMDs have found extensive use in mitigating vibrations
generated by mechanical sources [8].

Where,

m = Mass of main structure.

¢ = Damping of main structure

k = Stiffness of main structure

md= Mass of damper

cd = Damping of damper

ka = Stiffness of damper

u = Displacement of main structure

ud = Displacement of damper

Single Tuned Mass Damper

A single Tuned Mass Damper (TMD) comprises a mass, spring, and damper. The fundamental principle behind
using a TMD for damping structural vibrations is to divert the vibrational energy from the structure to the TMD,
where it can be dissipated. Crucially, tuning the TMD's natural frequency to match the structural motion and
selecting an appropriate damping capacity are essential steps in this process [8].

Multiple Tuned Mass Damper

The concept of Multiple Tuned Mass Dampers (MTMD) represents an inventive approach for managing structural
vibrations characterized by fluctuating frequencies. The central concept involves deploying numerous small TMDs,
each tuned to natural frequencies distributed around the primary natural frequency of a structure. This approach
results in the formation of a more resilient and effective TMD system [8].

Structural Model of Tuned Mass Damper

The system setup entails a primary system incorporating a TMD, as illustrated in Figure 1. The primary system is
defined by its stiffness (k), damping constant (c), and mass (m). Correspondingly, the TMD shares similar
parameters, including stiffness (kd), damping constant (cd), and mass (md), mirroring those of the primary system.
The primary system, which incorporates a TMD, is represented as a single degree-of-freedom system when subjected
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to different combinations of excitations. These excitations come in two forms: an external force applied to the mass
and an acceleration applied to the base of the primary system [1].

The tuning frequency and mass ratio of the TMD are defined as:

f=0d/® 1)

pH=md/ m )

Application of Tuned Mass Damper

LITERATURE REVIEW

Johnson et al. (2003) [9] The author delves into an analytical investigation and explores the viability of incorporating
a tuned mass damper in the form of a flexible rooftop moment frame within rigid structures to mitigate seismic
acceleration responses. The study involved the analysis of six pre-existing structures using time history and response
spectra data, revealing that the introduction of mass alongside a flexible frame leads to an extension of the
fundamental period for each structure. Consequently, this extension results in a reduction of seismic acceleration
responses. The findings underscore that, for nearly all the structures studied and across the majority of seismic
records considered, the utilization of a robust rooftop tuned mass damper frame can effectively diminish seismic
responses. Bakre et al. (2007) [10] The author explores the process of determining the most favorable parameters for a
tuned mass damper (TMD) system attached to a single degree-of-freedom primary system. This investigation takes
into account a range of combinations involving excitation and response parameters. To achieve this, the authors
employ a numerical search method to identify the optimal damping and tuning frequency ratio for the TMD, with
the aim of minimizing mean square responses, including parameters like relative displacement, the main mass's
velocity, and the force transmitted to the support. Furthermore, the authors develop explicit formulas for damper
damping, tuning frequency, and the resulting minimized response using a curve-fitting approach, offering a
convenient application in dynamic systems.

Hoang et al. (2008) [11]. The author explores the ideal configuration of a tuned mass damper (TMD) tailored for a
single-degree-of-freedom structure exposed to seismic forces. The earthquake excitation is modeled using the Kanai-
Tajimi spectrum. The primary objective of the study is to minimize the mean square displacement of the primary
structure. Notably, when dealing with a substantial mass ratio, the TMD demonstrates heightened efficiency in
diminishing the response of the primary structure, rendering it resilient in the face of uncertainties related to system
parameters. Reddy D et al. (2012) [12]. The author's primary focus lies in investigating the seismic susceptibility of
Reinforced Concrete (RC) buildings characterized by irregular configurations in both plan and elevation. The study's
overarching goal is to evaluate the structural performance under earthquake conditions and raise awareness among
practicing engineers. Two specific types of irregularities are considered within the building models: plan
irregularities encompassing geometric and diaphragm discontinuities, and vertical irregularities involving setbacks
and sloping terrain. These irregularities are introduced in accordance with the IS 1893 (part1)2002 code. The paper
delves into an analysis of the seismic demands placed on these irregular structures, employing various analytical
methodologies in both linear and nonlinear approaches. Additionally, it investigates the impact of three distinct
lateral load patterns on the buildings' performance through pushover analysis. The results underscore that buildings
situated on sloping terrain exhibit higher vulnerability to earthquakes when compared to other models. It becomes
evident that seismic demands vary significantly based on the building configurations, despite the structures' inherent
capacity.

Philip et al. (2017) [13]. Author analyses Three-dimensional analytical models of G+12 storied buildings were
generated for regular and irregular buildings. The seismic analysis was carried out using CSI ETABS software (2015
version) for earthquake zone III in India. The seismic analysis included the evaluation of story displacements, story
drifts, story shear, and stiffness. Equivalent Static Method was used for symmetric buildings up to 25 m height, while
Response Spectrum Method was used for higher and unsymmetrical buildings. The results of the seismic analysis of
regular and irregular reinforced concrete buildings were discussed in terms of story displacements, story drifts, story
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shear, and stiffness. The graph for story displacements showed that story displacement increases linearly from the
base to the roof. The permissible maximum story displacement was found to be 0.4 times the total building height,
and both the regular and irregular models were within this limit, although the irregular model was just touching the
limit at the roof level. Bekdas et al. (2017) [14] The author examined the utilization of two metaheuristic algorithms,
namely the harmony search algorithm and the bat algorithm, as part of a metaheuristic-based optimization
methodology for fine-tuning tuned mass dampers (TMDs) installed in seismic structures, while considering soil-
structure interaction (SSI). The study revealed that the bat algorithm displayed distinct advantages in terms of
minimizing the optimization objective and identifying an accurate optimum value.

Wang et al. (2017) [15]. The author conducted a study focusing on addressing the control of both translational
responses and the torsional angle of asymmetric structures. In this regard, a novel variant of tuned mass damper
(TMDPP) featuring tuned mass blocks, orthogonal poles, and torsional pendulums was introduced. To assess the
damping effectiveness of TMDPP, a time history analysis was employed on an eccentric structure. The study also
considered multidimensional seismic excitations, revealing that the TMDPP surpassed the conventional TMD in
terms of performance. Naderpour et al. (2019) [16] The author's research delves into an investigation of the
effectiveness of a hybrid control strategy, which combines base isolation with unconventional tuned mass dampers
(TMDs), to mitigate structural vibrations in high-rise buildings during seismic events. The study encompasses
structures with varying numbers of stories exposed to a range of far-field and near-field earthquake records. The
analysis employs multi-degree-of-freedom models for the buildings and integrates nonlinear models for the base
isolation system. The study's results unequivocally confirm that the response of high-rise buildings during
earthquakes can be significantly reduced through the simultaneous use of both base isolation devices and non-
traditional TMDs. Notably, the impact of base isolation in reducing structural response under different earthquake
records surpasses the influence of TMDs. Furthermore, it's worth noting that the improvement in structural behavior
achieved through TMDs alone is relatively substantial, amounting to approximately 20%.

Khanal et al. (2020) [17] The author's focus centers on investigating the seismic elastic behavior of L-shaped building
frames characterized by plan irregularities. The primary objective of this study is to assess how different L-shaped
structural models respond to variations in the angle of seismic incidence. The research scrutinizes the impact of plan
configuration irregularity on a range of structural responses, including story displacement, inter-story drift ratio,
torsional irregularity ratio, torsional diaphragm rotation, normalized base shear force, and overturning moment. To
conduct this assessment, numerical analysis is carried out using ETABs software. The analysis encompasses both
equivalent static lateral force and response spectrum analysis methods (dynamic analysis). The study entails the
measurement of various structural responses, such as story displacement, inter-story drift ratio, torsional irregularity
ratio, torsional diaphragm rotation, normalized base shear force, and overturning moment. The findings highlight
that structures exhibiting plan configuration irregularities exhibit a heightened sensitivity to changes in the angle of
the input response spectrum, in contrast to their symmetrical counterparts. Konton ef al. (2023) [18] Author
investigates the seismic control of T-shape in plan steel high-rise buildings using tuned mass dampers (TMDs) with
the soil-structure interaction (SSI) effect. The effectiveness of TMDs in reducing seismic response is analysed in both
fixed base and SSI models. The study includes three-dimensional models of the steel high-rise building subjected to
four different earthquakes in SAP2000 software. The results show that TMDs are more effective in the SSI model than
in the fixed base model. The distribution of TMDs on multiple plan levels along the height of the building further
reduces the seismic response. The paper concludes that TMDs can be a successful passive resistance method for
controlling the vibration and displacements of T-shape in plan steel high-rise buildings under seismic loads.

Farghaly et al. [19] Author discusses the design procedure and current applications of tuned mass damper (TMD)
systems for tall buildings. The study conducted time history analysis with and without TMDs on a twenty-story
three-dimensional model in SAP2000 to evaluate the effects of TMDs on the structural response to seismic
excitations. The study found that using TMDs, especially with a specific arrangement can dramatically reduce the
response of the structure such as story displacements and shear force of columns. The optimum parameters for
TMDs, such as the frequency ratio, damping ratio, spring stiffness are discussed in the paper. Konton ef al. (2023) [20]
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The author delves into strategies for enhancing earthquake resistance in high-rise buildings (HRBs), which
encompass various approaches like bracings, shear walls, and tuned mass dampers (TMDs), while accounting for
soil-structure interaction (SSI). To carry out a comprehensive analysis, numerical simulations were conducted using
the finite element software SAP2000. A 20-story HRB made of reinforced concrete and steel was employed, and
different structural systems were applied to enhance the building's stiffness or reduce its flexibility. These included
bracing systems with diverse configurations, shear walls (SWs) featuring distinct configurations and material
compositions (RC or steel), and the placement of tuned mass dampers (TMDs) at the upper corners of the structure.
The paper concludes that the utilization of TMDs emerged as the most effective method for reducing seismic
responses in both reinforced concrete (RC) and steel HRBs.

Summary

Researcher analysed six structures, proposing a limber rooftop tuned mass damper to reduce seismic acceleration
response by increasing the fundamental period and achieving reduced seismic effects. [9]. Researcher derived
optimal parameters for a tuned mass damper (TMD) system, minimizing responses like displacement and force
transmitted using numerical searching and explicit formulas for convenient application in dynamical systems [10].
They focus on optimal design of a tuned mass damper (TMD) in single-degree-of-freedom structures under seismic
loads, emphasizing the TMD's effectiveness in minimizing structure response, especially with a high mass ratio [11].
The author investigates seismic risk in irregularly structured RC buildings, assessing plan and vertical irregularities
as per IS 1893 (partl)2002. Various analytical methodologies show a greater risk on sloping ground [12]. Author
analysed seismic behaviour of G+12 buildings in earthquake-prone zone III in India using CSI ETABS software. They
evaluated and compared story displacements, drifts, shear, and stiffness for regular and irregular structures,
ensuring compliance with permissible displacement limits [13]. Researcher employed harmony search and bat
algorithms for optimizing tuned mass dampers (TMDs) on seismic structures, considering soil-structure interaction.
The bat algorithm proved effective in precise optimization, minimizing objectives effectively [14]. Author introduced
a novel tuned mass damper (TMDPP) for managing translational and torsional responses in asymmetric structures.
Time history and seismic studies confirmed its superior damping capability over conventional TMDs [15].
Researcher investigated a hybrid control strategy utilizing base isolation and non-traditional tuned mass dampers
(TMDs) to reduce structural vibrations in high-rise buildings during earthquakes. Base isolation demonstrated more
significant impact in reducing structural response compared to TMDs, showing about 20% improvement [16]. They
studied seismic performance of L-shaped building frames with plan irregularities, evaluating structural responses
under varying angles of seismic incidence. Plan irregularities showed increased sensitivity to input response
spectrum angles [17]. Author investigated seismic control in T-shaped steel high-rise buildings using tuned mass
dampers (TMDs) considering soil-structure interaction. TMDs were found more effective in SSI models, especially
when distributed across multiple levels. They offer effective passive resistance for seismic control in such structures
[18]. Researcher discussed TMD design and applications in tall buildings. Time history analysis on a 20-story model
revealed significant reduction in structural response using TMDs, emphasizing optimal TMD parameters [19]. This
study focused on improving earthquake resistance in high-rise buildings (HRBs) by employing bracings, shear walls,
and TMDs while accounting for soil-structure interaction. TMDs were shown to be the most effective method for
minimizing seismic response [20].

CONCLUSION

From the referred literature, the following conclusion are drawn.

This study demonstrates that incorporating a limber rooftop tuned mass damper effectively increases structure
period, leading to reduced seismic acceleration response across various buildings and seismic records [9]. Researcher
derived optimal parameters for a tuned mass damper (TMD) in single-degree-of-freedom systems, utilizing
numerical searches. Explicit formulas for TMD damping and tuning frequency were obtained, aiding efficient
application in dynamical systems to minimize responses [10]. This study demonstrated that an optimally designed
tuned mass damper significantly reduces primary structure displacement under seismic loads, particularly with a
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large mass ratio, ensuring robustness against parameter uncertainties [11]. The seismic risk of RC buildings with
irregular designs is highlighted in this study. Their research shows the different seismic demands and higher risk of
structures, particularly those located on sloping land, providing guidance those in the engineering profession to be
aware of and design for all of these factors [12]. Author found that in seismic analysis of G+12 buildings, story
displacements increase linearly from base to roof. Permissible story displacement was met, highlighting structural
stability even for irregular buildings [13]. Author determined that the bat algorithm is advantageous in optimizing
tuned mass dampers (TMDs) on seismic structures considering soil-structure interaction, resulting in precise and
effective outcomes [14]. Author introduced a novel tuned mass damper (TMDPP) with improved capabilities in
managing translational responses and torsional angle in asymmetrical structures. Time history and seismic excitation
studies affirmed its superior performance over traditional TMDs [15]. Author concluded that employing a hybrid
control strategy with base isolation and non-traditional tuned mass dampers (TMDs) effectively reduces structural
vibrations in high-rise buildings during earthquakes. Base isolation showcased a more substantial influence than
TMDs, significantly reducing structural response. The study revealed a notable improvement in structural behaviour
with TMDs alone, approximately 20% [16]. Author concluded that L-shaped RC building frames with plan
irregularities are highly sensitive to changes in seismic incidence angle. Plan configuration irregularity significantly
affects structural responses, highlighting design considerations for such structures [17]. Author conclude that tuned
mass dampers (TMDs) effectively reduce seismic response in T-shaped steel high-rise buildings, especially when
considering soil-structure interaction (SSI). TMDs distributed across multiple levels heighten their effectiveness [18].
Author concluded that employing tuned mass dampers (TMDs) significantly reduces structural responses like story
displacements and column shear forces in tall buildings subjected to seismic excitations, emphasizing optimal TMD
parameters [19]. Author determined that tuned mass dampers (TMDs) were the most effective method for enhancing
earthquake resistance in both reinforced concrete (RC) and steel high-rise buildings (HRBs) through rigorous
numerical analysis and comparison with other structural systems [20].
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Table 1. Application of TMD

St no Application of Tuned Mass Damper (TMD )

Name City / Country year
1 C N Tower Toronto, Canada 1973
2 John Hancock Boston, USA 1977

Sydney,

3 Sydney Tower Australia 1980
4 Al Khobar Chimney Saudi Arabia 1982
5 Pylon Aratsu Bridge Japan 1987
6 HKW chimney Germany 1992
7 Akita Tower Japan 1994
8 Burj Al-Arab Dubai 1999
9 Millenium Bridge London 2001
10 One wall Center Tower Canada 2001
11 Taipe 101 Taiwan 2004
12 Air Traffic Control Tower | Delhi, India 2015
(Source : Annual Review in Control, https://doi.org/10.1016/j.arcontrol.2017.09.015)
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ABSTRACT

This comprehensive review focuses on the assessment of the Level of Service (LOS) for Vadodara’s urban
roads, with a specific emphasis on applying volume-capacity analysis as a crucial tool to address the
complex challenges presented by the heterogeneous traffic conditions. The primary objective is to tailor
and adapt the existing LOS criteria to align with the distinctive characteristics of Vadodara’s urban roads,

taking into account the city’s diverse traffic composition and traffic behavior. The modified LOS criteria
include the consideration of factors such as traffic volume, road capacity, and the varied types of vehicles
navigating the city’s roadways. This review contributes significantly to the field of urban transportation
planning by offering a detailed assessment of Vadodara’s urban road network and addressing the critical
issue of LOS under the influence of heterogeneous traffic patterns.

Keywords: Congestion, Urbanization, Level of Service (LOS), Free Flow Speed (FFS), Passenger Car
Equivalent (PCE), Volume — Capacity Relationship, Mitigation Measures.

INTRODUCTION

India has one of the largest road networks in the world, and road transport plays a pivotal role in the country’s
economic development and social integration. Here is detailed information about the road transport sector in India:
Economic Contribution

Road transport significantly contributes to the Gross Value Added (GVA) of the transport sector in India, accounting
for 3.06% of the total contribution of 4.58%. This demonstrates the substantial role played by the road transport
sector in India’s economy.
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Dominant Transportation Segment

The road transport sector is the dominant segment in India’s transportation landscape due to its high level of
penetration in populated areas. It serves as a crucial mode of transportation for both freight and passengers,
contributing significantly to the country’s overall connectivity and accessibility.

Integration with Other Modes

While road transport dominates the sector, it also serves as a feeder to other modes of transportation such as
railways, shipping, and air traffic. This integration contributes to the overall transportation ecosystem in the country.
Comprehensive Road Network

India’s road network is extensive and includes various categories, each serving specific purposes within the overall
transportation framework. These categories include National Highways (NH), State Highways (SH), District Roads,
Rural Roads, Urban Roads, and Project Roads.

Responsibility and Management

e National Highways (NH) construction and maintenance fall under the purview of the Ministry of Road
Transport and Highways (MORTH).

e  State Roads (SH) are managed and executed by the respective State Public Works Departments (PWDs).

e  District Roads are constructed and maintained by the Public Works Department of the respective states.

e Rural Roads, crucial for enhancing rural connectivity and development, are executed by various bodies,
including the Panchayati Raj Departments, State PWD/RWD Departments, and the National Rural Road
Development Agency (NRRDA) under the Ministry of Rural Development.

e Urban Roads, essential for intra-city connectivity and transportation, are managed and executed by the
Municipalities.

e  Project Roads, undertaken for specific development projects, are constructed and maintained by various Central
and State Government Departments, depending on the nature and scope of the projects.

Critical Infrastructure

The road transport system in India is a critical component of the country’s infrastructure, contributing significantly
to economic growth, social development, and overall connectivity.

Facilitator of Goods and People Movement

The extensive road network, combined with the integration of various transportation modes, facilitates the
movement of goods and people across the length and breadth of the nation. This supports economic activities, trade,
and social interactions at a national scale.

Urban Roads

Urban roads in India are a vital component of the transportation infrastructure, facilitating intra-city movement,
connectivity, and economic activities. As of March 31, 2019, the total length of urban roads in India was 5,41,554
kilometers. These roads are crucial for urban development and transportation within cities and towns. Out of the
total urban road network, approximately 79% (4,28,157 kilometers) consists of surfaced roads. Surfaced roads are
those with a hard, durable road surface, making them suitable for all-weather use. The construction of urban roads
increased from 5,34,142 kilometers in 2017-18 to 5,41,554 kilometers in 2018-19, marking a growth of 1.4% compared
to the previous year. This growth indicates the continuous expansion and development of urban road networks.
Urban roads make up about 8.5% of the total road network in India as of March 31, 2019. This demonstrates their
significance in the country's transportation infrastructure. The length of surfaced urban roads increased from
4,15,859 kilometers in 2017-18 to 4,28,157 kilometers in 2018-19, showing a 3% increase during that period. This
growth is a positive sign for improved urban road infrastructure. Among the surfaced urban roads, approximately
71.5% (3,87,087 kilometers) are Bituminous Top (BT) and Cement Concrete (CC) roads, which are known for their
durability and suitability for heavy traffic. The remaining 7.6% (41,071 kilometers) are Water Bound Macadam
(WBM) roads, which are typically used in less congested areas. The construction of urban roads in India has seen
remarkable growth over the years. It increased from 46,000 kilometers in 1960-61 to 542,000 kilometers in 2018-19,
marking an over 11-fold increase. This expansion reflects the rapid urbanization and development in the country.
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The construction of urban roads is carried out by various entities. As of March 31, 2019, more than 94.2% of the total
urban road network (5,10,319 kilometers) was constructed by Municipalities. Additionally, Military Engineering
Services (MES) constructed 3.2% (17,573 kilometers), Major Ports were responsible for 0.1% (761 kilometers), Minor
Ports constructed 0.1% (677 kilometers), and Railways contributed 2.3% (12,224 kilometers) to the urban road
network.

Level of Service

L.O.S. is a concept introduced by the Highway Capacity Manual (HCM), which is widely used in transportation
engineering. It quantifies the quality and effectiveness of a roadway in serving the needs of users, considering
different traffic volumes and operating conditions. L.O.S. considers several important factors when evaluating the
operational conditions of a roadway.

Traffic Interruptions or Restrictions

This factor considers elements like the number of stops per kilometre, changes in speed, and the delays experienced
by drivers. When a road is operating at or near its capacity (volume to capacity ratio near one), it tends to lead to
poor operating conditions, with increased traffic interruptions and congestion.

Speed and Travel Time

L.O.S. includes an assessment of the operating speed and the overall travel time required to traverse a specific
section of roadway. Lower speeds and longer travel times often correspond to a lower L.O.S.

Driving Comfort and Convenience

This aspect considers the comfort and convenience of drivers. It considers the roadway and traffic conditions and
how they impact the driving experience. For example, road conditions that result in a smooth and comfortable ride
contribute to a higher L.O.S.

Freedom to Maneuver

This factor evaluates the ability of drivers to maintain their desired operating speeds. Roads that provide drivers
with the freedom to manoeuvre and maintain consistent speeds tend to have a higher L.O.S. The Highway Capacity
Manual defines six levels of service, ranging from L.O.S. “A’ to L.O.S. ‘F’. Each level corresponds to a specific quality
of service provided by a roadway.

Urban Street and LOS Concept

The grading of street transportation facilities categorizes streets based on their functions and characteristics, and it
typically includes the following levels, from lowest to highest:

Local Streets Primarily serve local traffic and provide direct access to residential properties.

Collector Streets Facilitate both local traffic access and traffic circulation within residential, commercial, and
industrial areas.

Arterial Streets Serve as major transportation corridors, primarily catering to through trips while also providing
access to adjacent commercial and residential areas.

Multilane Suburban and Rural Highways Designed for high-speed, long-distance travel between urban areas.
Arterial streets play a pivotal role in accommodating longer through trips, allowing vehicles to traverse a city or
urban area efficiently. They often serve as main routes for commuters and travellers. Additionally, they serve as
access points to businesses and homes along their corridors, making them important for both traffic circulation and
land access. Collector streets, while serving as connectors between local streets and arterials, also offer access to
adjacent properties. They play a crucial role in facilitating traffic circulation within neighbourhoods and commercial
areas. LOS is a key performance measure for urban streets, and it is often based on the average through-vehicle
travel speed for a street segment or the entire street under consideration. LOS provides a way to assess the quality of
service and the level of congestion on urban streets.

Influencing Factors on Urban Street LOS

Number of Signals per Kilometer The density of signalized intersections along a street has a significant impact on
its LOS. Streets with more signalized intersections per kilometre are more susceptible to congestion and degraded
LOS, particularly when signal timing and progression are suboptimal.
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Intersection Control Delay The time delay experienced at signalized intersections plays a crucial role in determining
LOS. Delays at intersections can significantly affect the overall performance of a street, especially during peak traffic
hours. The effectiveness of signal timing and progression plans is essential for maintaining a smooth flow of traffic
on urban streets. Inappropriate signal timing, poor progression, and increased traffic volume can lead to congestion
and reduced LOS. It's important to note that the LOS for an entire urban street can differ from that of its individual
signalized intersections. Longer street segments with heavy traffic at intersections can still provide a reasonable
overall LOS, even if some individual intersections are operating at a lower level.

Level Of Service for Urban Roads

Level of Service (LOS) scores play a critical role in transportation engineering and urban planning, allowing
professionals to assess and grade the quality of service provided on urban street segments. These scores are used to
evaluate various modes of transportation, and in the context of motorized vehicles, the criteria and measurement
methods are distinct and straightforward. Here’s a deep dive into the LOS scores for motorized vehicles

LOS A It is the highest level of service and represents free-flow operation. In this category, travel speeds exceed 80%
of the base free-flow speed. The volume-to-capacity ratio, which measures the number of vehicles on the road
compared to its maximum capacity, does not exceed 1.0. There are no obstructions or significant hindrances that
hinder vehicle maneuvering. LOS A indicates that traffic flow is excellent, with minimal congestion and no
significant delays. It characterizes smooth and uncongested traffic conditions.

LOS B It’s representing a high level of service. In this category, travel speeds fall within the range of 67-80% of the
base free-flow speed. The volume-to-capacity ratio does not exceed 1.0. There are only minor restrictions affecting
vehicle maneuverability. LOS B signifies good traffic flow with some minor congestion during peak hours, but it
remains relatively efficient, and delays are minor.

LOS C It is denoting moderately efficient traffic conditions. Travel speeds range from 50-67% of the base free-flow
speed. The volume-to-capacity ratio is within the 1.0 limit. At intersections, longer queues may result in reduced
speeds, and vehicle maneuverability is somewhat more constrained compared to LOS B. LOS C indicates that traffic
flow remains acceptable but may experience some congestion during peak periods. Delays are more significant than
in LOS B.

LOS D That is signifies a reduced level of service, with notable congestion. Travel speeds fall within the range of 40-
50% of the base free-flow speed. The volume-to-capacity ratio remains under 1.0. Any increase in traffic flow leads to
a significant reduction in travel speed, resulting in increased delays. Traffic flow in LOS D is characterized by
significant congestion and delays, particularly during peak hours. This level of service is less desirable.

LOS E It's representing a congested traffic situation with significant delays. Travel speeds fall between 30-40% of the
base free-flow speed. The volume-to-capacity ratio remains at or below 1.0. Motorists experience substantial delays
in LOS E, and traffic flow is highly congested, making it a less desirable level of service.

LOS F It is the lowest level of service, indicating the poorest traffic conditions. Traffic moves at a pace of 30% or less
of the base free-flow speed, or there’s a volume-to-capacity ratio exceeding 1.0. Traffic moves at an extremely slow
pace, and substantial delays and queuing are prevalent. LOS F represents the worst-case scenario, with severe
congestion, extremely slow traffic, and significant delays. This is highly undesirable for commuters.

LOS Criteria as per Traffic Condition

Level A - Free Flow Traffic In this ideal state, users encounter minimal interference from other vehicles on the road.
Drivers have complete freedom to choose their speed and manoeuvre as they wish. The level of comfort is excellent,
requiring minimal attention. The volume-to-capacity ratio is typically below 0.2, indicating ample capacity on the
road.

Level B - Steady Traffic At this level, the presence of other vehicles begins to influence individual drivers. While
drivers can still choose their speed, manoeuvrability becomes somewhat restricted. However, the level of comfort
remains high as drivers only need to be aware of nearby vehicles.

Level C - Steady Traffic but Limited Drivers in this condition are noticeably affected by the presence of other
vehicles. Speed choices are influenced, and manoeuvring requires vigilance. Comfort decreases quickly at this level
as drivers feel surrounded by other vehicles.
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Level D - Steady Traffic at High Density At this level, both speed and manoeuvrability are significantly
constrained. Motorists encounter a notably reduced level of comfort as they continually navigate to avert potential
collisions with neighbouring vehicles. Even a minor uptick in traffic can precipitate operational challenges and
network saturation, exacerbating congestion and delays.

Level E - Traffic at Saturation Traffic flows at a low but uniform speed, and manoeuvrability is only possible with
constraints imposed by other vehicles. Drivers are in a state of frustration due to limited freedom of movement.
Level F - Congestion This represents unstable traffic flow with the formation of waiting lines at various points.
Drivers experience cycles of stopping and starting with no discernible pattern, often dictated by the behaviour of
other drivers. Users must maintain a high level of vigilance with minimal comfort. At this level, the volume-to-
capacity ratio exceeds 1, indicating that the road segment is operating above its design capacity.

Traffic reports frequently use colour codes to illustrate traffic conditions, such as green (representing levels A and B,
denoting relatively smooth traffic), yellow (levels C and D, indicating moderate congestion), and red (levels E and F,
highlighting heavy congestion). These levels and colour codes help provide a clear and concise representation of
current traffic conditions and the challenges drivers may encounter.

Free Flow Speed

The free-flow speed (FES) is defined according to the 2010 Highway Capacity Manual (HCM) in two ways:
Theoretical Definition FFS is the theoretical speed at which both traffic density and flow rate on a specific study
segment are zero. In other words, it represents the ideal speed in the absence of any vehicles on the road.

Practical Definition On freeways, FFS is considered the prevailing speed when the flow rate is between 0 and 1,000
passenger cars per hour per lane (pc/h/In). This practical definition is relevant to real-world conditions where some
traffic is present.

In essence, the FFS is the speed at which drivers naturally choose to travel based on the current conditions, with no
influence from preceding vehicles. This definition underscores that FFS can be accurately determined when traffic
flow is minimal, allowing for a mean FFS derived from field observations.

Passenger Car Equivalent

Passenger Car Equivalent (PCE) is a measurement used to approximate the number of standard passenger cars that
can be equated to one truck, bus, or recreational vehicle under the existing conditions of a road and its traffic. The
concept of PCE plays a pivotal role in highway capacity analysis, particularly in scenarios involving mixed traffic
streams. Accurate calibration of these PCE values is essential as it significantly influences the calculations involved in
capacity analysis. In recent times, several studies have been undertaken as part of a broader federal initiative aimed
at allocating road user taxes. These specific studies have been focused on refining and calibrating PCE values for
trucks, recognizing the need to have more precise and up-to-date metrics for this segment of the traffic, which is
crucial for transportation planning and capacity assessment.

Mitigation Measure

Mitigation measures refer to a set of strategies and actions designed to prevent, lessen, or manage the detrimental
environmental impacts resulting from a project. These measures may also encompass efforts to rectify or compensate
for any harm inflicted on the environment due to these impacts. This rectification can take various forms, including
replacement, restoration, compensation, or any other appropriate means to restore or offset the environmental
damage incurred.

LITERATURE STUDY

Er. Bramjeet Singh et al., 2023[3] in their study examined the traffic congestion is a global problem in urban areas,
exacerbated by factors such as insufficient public transportation, delayed road infrastructure development, and
increased use of private vehicles. In developing countries like India, traffic congestion is even more complex due to
heterogeneous traffic on subpar roads and control conditions. Traffic congestion leads to travel delays and increased
vehicle emissions. Developed nations have successfully quantified congestion and planned infrastructure
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improvements to alleviate it. Curst explanations for traffic congestion in India are inadequate, partly due to
limitations in using v/c ratio and LOS (Level of Service) metrics for urban road evaluation. The study aims to develop
a mathematical model for calculating traffic congestion with heterogeneous traffic and assigning LOS to specific
route segments. Data collection involves using videography techniques. focusing on sections along the Jahangir
Chowk-Skims Soura route. The study analyses traffic characteristics by extracting relevant information from digital
video clips.

Shrinath Karli et al., 2016[4] studied how traffic congestion is a significant and growing urban transportation problem
worldwide. Identifying congestion is the first step in addressing the issue and selecting appropriate mitigation
measures. Factors contributing to congestion include population growth, economic development, and increased
vehicle ownership, which lead to traffic demand exceeding intersection capacity during peak periods. Congestion
results in various negative effects. including increased fuel consumption, noise, air pollution, delays, and accidents.
In Ahmedabad city. many arterial roads are congested, prompting efforts to quantify congestion using metrics such
as delay, speed, and volume to capacity ratio. There is a need to establish a rational definition of traffic congestion
and use it to measure the Level of Service (LOS) of roads. LOS is determined by calculating the traffic flow rate of a
street and comparing it to the free flow rate, primarily using the volume capacity ratio. To determine peak hour
traffic volume, videography of vehicles is used, and the results are multiplied by the Passenger Car Unit (PCU).
Public opinion surveys are considered necessary when evaluating alternative routes to address congestion.

C. V. Yeramwar et al., 2016[6] in their study investigated the evaluation of road networks in cities is crucial for traffic
planning, design, operation, and maintenance. Indian cities often have mixed traffic characteristics, and traffic
congestion is a common issue in major cities. The objective of the study is to enhance the performance and capacity
of urban road networks. A methodology for analyzing mixed traffic flow in 50-meter stretches is selected and
analyzed. Intersections are critical points in the network and their performance estimation is essential. Amravati, the
8th most populous metropolitan area in the state, faces traffic congestion issues. The study aims to improve the
operation of roads through traffic survey, data collection on vehicular volume and speed, and calculation of the
existing level of service. Traffic surveys are conducted during morning and evening peak hours on working days
using manual techniques. Synchro software is used for the analysis of the road network, offering optimization
capabilities and case of use. The study’s results are valuable for evaluating road capacity and level of service.

Gauri S.Biraje et al., 2020[7] in their study tried to look into the two-lane highways play a significant role in India’s
highway system. Assessing the performance of two-lane roads is essential for future traffic planning, design,
operation, and maintenance. Indian roads often experience mixed traffic flow, leading to traffic congestion, slower
speeds, vehicle queues, and safety concerns. The study’s objectiv